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The Mott insulating state is the progenitor of many interesting quantum phases of matter including the famous
high-temperature superconductors and quantum spin liquids. A recent candidate for novel spin liquid phenomena
is α-RuCl3, a layered honeycomb Mott insulator whose electronic structure has been a source of mystery. In
particular, scanning tunneling spectroscopy has indicated a Mott gap in α-RuCl3 that is much lower than the 2-eV
value observed in photoemission measurements. Here, we show that the origin of this discrepancy is a spreading
resistance artifact associated with tunneling into highly resistive materials by comparing with prior experiments
and numerical modeling. A similar phenomenon is also observed in a substitutional alloy, Ir0.5Ru0.5Cl3, that has
a higher resistivity than the parent compound. While the tunneling measurements cannot be used to accurately
measure the sample density of states for these materials, we can take advantage of the spreading resistance
sensitivity to quantify the anisotropic resistivity of these layered materials and connect to previous macroscopic
transport observations.

DOI: 10.1103/PhysRevB.108.245410

I. BACKGROUND

The spin-orbit assisted Mott insulator, α-RuCl3, is an im-
portant example of the “strong-Mott” regime of spin-orbit
(SO) coupled quantum matter [1]. It has a large Mott gap of
∼2 eV that arises from the concerted impact of electronic re-
pulsion and SO coupling [2]. Carriers are localized on atomic
sites, leading to charge transport via thermally activated or
variable range hopping. The strong insulating character has
potential device applications due to a pinched hysteresis in
its I-V curve, making it a promising memristor material for
neuromorphic computing applications [3]. It has also been
explored as a potential Kitaev quantum spin liquid mate-
rial [2,4,5] and it has long-lived Mott-Hubbard excitons [6].
Exploration of each of these interesting phenomena requires
quantitative observation of the electronic structure of the
material.

The complexity of the Mott insulating state in SO-coupled
materials can be elaborated upon by considering elemental
substitution within RuCl3 crystals. For example, Ir3+ substi-
tution in RuCl3 could enhance SO coupling effects due to the
larger effective nuclear charge and thus move the substituted
material further into the poorly explored strong Mott regime
of SO-coupled matter [1]. Furthermore, a significant impact of
Ir substitution on magnetic ordering properties in compounds
of the generic form IrxRu1−xCl3 has been observed. In par-
ticular, Ir3+ substitution above the percolation threshold of
x = 0.2-0.3 shows evidence of dominant fractionalized exci-
tations indicative of a quantum spin liquid [7–9]. All of these
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effects depend sensitively on the basic electronic structure of
the parent Mott insulator.

In α-RuCl3, spin-orbit coupling causes a splitting of the
of the t2g orbitals into j1/2 and j3/2 subbands [2]. The j1/2

subband is half filled and thus would be metallic; however,
strong electronic repulsions in the 4d orbitals cause it to
split into an upper Hubbard band (UHB) and lower Hubbard
band (LHB). The charge gap of ∼2 eV in α-RuCl3 has been
directly measured by a combination of ultraviolet and inverse
photoelectron spectroscopy and modeled using a combina-
tion of cluster-based and density-functional theory (DFT) +U
calculations [10]. In addition, detailed optical spectroscopy
studies have assigned the so-called β peak to free carrier
photoexcitations at ∼2-eV excitation energy [11]. Our recent
time-resolved two-photon photoemission experiments access
this excitation and also place the UHB at about 2 eV above
the LHB [6].

Despite this general agreement about the size of the Mott
gap, there is an anomaly reported based on scanning tunneling
spectroscopy (STS). These measurements [12] identify a gap
that is much smaller than found through DFT calculations [2]
and photoemission experiments [6,10], and this observation
is noted as a fundamental problem. Scanning tunneling spec-
troscopy has a long history of application to the study of
gaps in semiconductors [13,14]. However, often substantial
care must be taken to address measurement sensitivity [14]
and artifacts such as tip-induced band bending [15,16] and
spreading resistance effects [17].

In this work, we resolve the RuCl3 gap discrepancy in STS
by identifying strong spreading resistance effects. We have
found that the anomalously small apparent gap is an artifact
of the insulating character of RuCl3 that allows spreading
resistance to dominate the tunneling measurements. While

2469-9950/2023/108(24)/245410(9) 245410-1 ©2023 American Physical Society

https://orcid.org/0000-0001-9173-1359
https://orcid.org/0000-0002-7623-3332
https://orcid.org/0000-0002-0993-0517
https://orcid.org/0000-0003-1487-4836
https://orcid.org/0000-0002-3909-1590
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.108.245410&domain=pdf&date_stamp=2023-12-12
https://doi.org/10.1103/PhysRevB.108.245410


JORDAN R. FRICK et al. PHYSICAL REVIEW B 108, 245410 (2023)

this artifact obscures the intrinsic electronic properties, it can
instead be used to explore the nanoscale transport properties
of the Hubbard bands [17]. We show that these effects are
enhanced in Ir0.5Ru0.5Cl3 due to its higher resistivity and
discuss the implications of this comparison in the context of
transport properties of SO-coupled quantum materials.

II. EXPERIMENTAL METHODS

Single crystals of α-RuCl3 were prepared using chemical
vapor transport as described previously [18]. Solid solu-
tions of Ir0.5Ru0.5Cl3 were prepared by loading stoichiometric
mixtures of IrCl3 and RuCl3 powders (Millipore-Sigma, as
received) in quartz ampoules that were evacuated, sealed, and
loaded into a box furnace. The Ir-substituted RuCl3 crystal-
growth procedure was identical to the pure RuCl3 growth.
This material is of interest in its own right, as mentioned in
the introduction [9], but also serves as a control sample with
different transport properties but a similar density of states
compared to RuCl3.

Imaging and local spectroscopy experiments were car-
ried out in an ultrahigh-vacuum (UHV) scanning tunneling
microscopy (STM) system with a base pressure of 1 ×
10−10 Torr. Samples were cleaved in air and immediately
introduced to the UHV system. Ultraviolet photoelectron
spectroscopy measurements were carried out with identical
sample preparation procedures in a separate UHV system
(base pressure ∼ 2 × 10−10 Torr) housing a He discharge
lamp photon source (Specs UVS 10/35) and a commercial
hemispherical electron spectrometer with 2D charge-coupled
device detector (Specs Phoibos 150). Fermi levels referenced
in these spectra correspond to the standard detector work
function calibration.

Scanning tunneling microscopy and spectroscopy experi-
ments were performed with both chromium and tungsten tips.
The samples were held at ambient temperature during imaging
in a commercial STM instrument (Omicron VTSTM-XA).
Local differential tunneling conductance was measured with
standard lock-in techniques (10-kHz modulation frequency,
∼0.1-V rms amplitude) that we have used successfully in the
past [19,20]. The modulation amplitude is somewhat larger
than used for typical STS studies but small compared to the
expected RuCl3 Mott gap and comparable to the expected
thermal broadening of the tip Fermi function. Capacitive sig-
nals were minimized by adjusting the phase of the lock-in
amplifier to be 90° from the phase for which the signal was
maximized with the tip just outside of tunneling range. The
crucial STS observations were carried out by measuring local
tunneling spectra at different starting setpoint currents with
the voltage setpoint at +0.6 V. The choice of starting setpoint
current determines the height of the STM tip above the surface
during the STS measurement and thus the resistance of the
tunneling gap.

A numerical model of the impact of spreading resistance
on tunneling current-voltage curves was used to verify that the
key observational features of this effect can be produced by a
simple series resistor model. This model adapts aspects of sev-
eral prior numerical studies of tunneling spectroscopy [21–23]
to the case when the spreading resistance adds a nonzero se-
ries contribution to the tunneling resistance. This establishes a

FIG. 1. (a) Atomically resolved STM image of a cleaved
α-RuCl3 surface (0.6-V bias, 60 pA); (b) UPS spectra of α-RuCl3

showing the occupied states.

voltage divider with a strongly nonlinear tunneling resistance
that must be addressed numerically. The details of the model
and sample PYTHON scripts are included in the Supplemental
Material [24].

For bulk two-contact resistivity measurements, gold wires
were attached with Epotek Ag epoxy directly to crystals of
RuCl3 and Ir0.5Ru0.5Cl3 with the sample held in ambient air
as described in the original transport studies of RuCl3 [25].
The two-contact sample geometry was measured with calipers
and optical microscope inspection to be approximately 156
µm in length, 100 µm in thickness, and 1.78 mm in width for
RuCl3. The geometry for Ir0.5Ru0.5Cl3 was 822 µm in length,
350 µm in thickness, and 2.59 mm in width. The sample resis-
tance between the two epoxy contacts was measured using a
Quantum Design Physical Property Measurement System and
resistivity calculated by assuming a rectangular parallepiped
sample geometry even though the epoxy contacts were some-
what irregular in shape. The sample temperature was lowered
until the resistance measured was higher than the system’s
upper measurement limit (∼2 G�).

III. RESULTS

Figure 1(a) shows an atomically resolved STM image
of an α-RuCl3 crystal where the expected spacing between
features is ∼0.3 nm, in agreement with prior STM imag-
ing studies [12]. In addition, some surface defects exist but
we have not carried out a systematic study of their ori-
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FIG. 2. (a) Tunneling conductance averaged over a 50-nm ×
50-nm region at different setpoint currents; (b) Normalized tunneling
conductance over a larger range of initial tunneling setpoints than in
part (a) that shows the collapse of the apparent Mott gap as the tip
approaches the surface. From bottom to top the spectra correspond
to 0.1-, 0.2-, 0.3-, 0.4-, 0.5-, 0.6-, and 0.7-nA setpoint currents.

gin. Figure 1(b) shows a UPS spectrum where the lower
Hubbard band of α-RuCl3 is clearly resolved with an onset
at ∼1-eV binding energy and a main peak at ∼1.3 eV. This
spectrum agrees with previous observations from photoemis-
sion experiments on α-RuCl3 [10,26]. However, when we
measure the local density of states with STS conductance
spectroscopy as shown in Fig. 2(a), there is a discrepancy.
In conductance measurements, the onset and peak center of
the LHB occur at energies much closer to the Fermi energy
than in photoemission measurements. Similarly, the UHB on
the positive side of zero is also at much lower energy than
in previous inverse or two-photon photoemission measure-
ments [6,10]. However, tunneling conductance also includes
as a background signal the strongly voltage-dependent tunnel-
ing transmission function and is thus not a perfectly accurate
measure of sample density of states except for very low bias.
This can be corrected by detailed modeling [21,23], prepro-
grammed variable height measurements [14], or by using the
empirical observation that dividing differential conductance
by I/V approximately factors out the effects of the transmis-
sion function [13]. Such a normalized tunneling conductance
for RuCl3 is shown in Fig. 2(b) for a range of initial setpoints

larger than in Fig. 2(a). When the normalization is applied, the
anomalously small gap is even more obvious than in the raw
conductance. Nevertheless, it is important to bear in mind that
normalized tunneling conductance is a useful tool for accurate
extraction of peaks in the density of states but not for the
extraction of band-edge positions near a gap. This is because
the tunneling transmission function does not vanish inside a
gap even though the current and conductance both do. As a
result, the (V/I) normalization does not accurately factor the
transmission function out of the conductance in this region
and empirical broadening must often be applied to make sense
of gap sizes [27].

In addition to the smaller than expected Mott gap, the
feature that might be associated with the LHB in Fig. 2(a)
is evidently substantially broadened. The general asymmetric
shape is similar to the UPS data in Fig. 1(b), but the higher
binding energy shoulder is progressively expanded and shifted
away from 0 V as the tunneling current setpoint increases,
similar to prior reports for Mott insulating surface reconstruc-
tions studied by STS [17,28]. Looking ahead, we will argue
in this paper that the unusual data in Fig. 2 do not probe the
local density of states of the sample, even when normalized,
since the measured current has significant contributions from
processes other than tunneling.

Discrepancies between the charge gaps of semiconductors
measured by STS compared to other techniques are common
but are expected to go in the opposite direction than we report
here for α-RuCl3. On one hand, minor gap overestimation
can result from the fact that accurate extrapolation of band
edges is difficult in fixed height measurements due to the
low signal to noise in the gap. Variable height measurements
can help solve this issue and have been applied to traditional
semiconductors [14] and more recently to transition-metal
dichalcogenides [29].

Another source of gap overestimation arises from tip-
induced band-bending (TIBB) effects and tend to make the
effective gap somewhat larger in tunneling experiments due
to the large electrostatic field (∼1 V/nm) applied between the
tip and the sample. In semiconducting materials, applied fields
are inefficiently screened due to a low density of free carriers
and can bend the electronic bands away from the middle of
the gap. In fact, TIBB effects have recently been reported for
La-doped Sr2IrO4, a spin-orbit assisted Mott insulator similar
to α-RuCl3 [30]. In this material, the charge gap measured by
STS is significantly larger than the expected gap of 0.6 eV
and the apparent gap is observed to increase as the tunneling
setpoint current increases.

By contrast for RuCl3, the gap around zero bias appears to
get smaller in our conductance measurements as the current
setpoint increases. However, there is also evidence of possible
TIBB in the tunneling spectra in the form of a shift in the tail
of the occupied feature in Fig. 2(a). This asymmetric feature
in the occupied density of states moves by several electron-
volts. The situation for α-RuCl3 combining an anomalously
small apparent gap that shrinks with increasing setpoint with
TIBB effects farther from zero bias has also been reported for
another Mott insulator: the (3 × 3)-Si surface reconstruction
of SiC(0001) [17]. The study describing this surface attributed
the unusual behavior of spectral features in STS to spreading
resistance artifacts. Based on the similarity to this prior report,
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FIG. 3. (a) Averaged normalized dI/dV spectra of Ir0.5Ru0.5Cl3

showing an even stronger dependence on tunneling setpoint current
than for RuCl3. (b) UPS spectrum of Ir0.5Ru0.5Cl3 indicating the
presence of a significant gap.

we also ascribe our observations in Fig. 2 to spreading resis-
tance artifacts and provide further evidence and discussion in
what follows.

In our experiments on α-RuCl3, increasing the initial set-
point current can result in an apparent collapse of the charge
gap. This effect can be seen in the normalized conductance
spectra in Fig. 2(b). In this sequence, the normalization makes
clear that under no circumstance can a clear gap be extracted
from the data since it always exhibits a V shape reminiscent
of a semimetal. The apparent V shape in the normalized
conductance becomes substantially less pronounced as the
setpoint increases, though the details of the tunneling current
dependence are sensitive to the specific STM probe tip in use.
However, regardless of STM tip state, the observed gaps are
always smaller than the expected 2 eV and can be made to
approach zero at large enough tunneling current setpoints.

When the same experiment is performed on Ir0.5Ru0.5Cl3

solid solutions, these effects are much more apparent as seen
in Fig. 3(a). The onset of the tunneling conductance occurs at
around 0 V even at very small tunneling setpoints. In Fig. 3(b),
the lowest-energy occupied band of the substitutional alloy
measured by UPS has a different shape than in pure RuCl3 but
the onset of the occupied band is around 1.2 eV below zero.
This implies a charge gap of at least about 1 eV. The STS data

FIG. 4. (a) Averaged I-V spectra of α-RuCl3 at different
tunneling setpoint currents corresponding to Fig. 1(d) showing a
linearization at high setpoint. (b) Averaged I-V spectra corresponding
to Fig. 2(a) of Ir0.5Ru0.5Cl3 showing an even stronger dependence on
tunneling setpoint current.

in Fig. 3(a) show only a very small gap at low setpoints and
by 400 pA the dI/dV spectra appear completely flat with no
suppression near zero bias at all, which is very surprising in
what is supposed to be a tunneling measurement. This is the
same general discrepancy as for α-RuCl3 but apparently more
severe for the substitutional alloy with Ir.

The results shown in Figs. 1–3 all point to the particular
artifact associated with in-plane spreading resistance in high-
resistivity materials [17] that means charge motion is not only
via tunneling, and conductance is thus not simply related to
the sample density of states. This is further emphasized by
the data in Fig. 4. Figure 4(a) shows the I-V curves measured
simultaneously with the conductance data in Fig. 2(b), (and
used to construct the normalized spectra). We note that par-
ticularly at positive biases, the curve becomes progressively
more linear as the current setpoint is increased. This is an-
other signature of spreading resistance effects as described in
more detail in the next section. Once again, the situation is
more apparent for Ir0.5Ru0.5Cl3 as shown in Fig. 4(b), where
the linearity is nearly perfect and more symmetrical about
zero bias.

To better understand the comparison between the two ma-
terials, Fig. 5(a) shows the bulk resistance as a function of
temperature for RuCl3 and Ir0.5Ru0.5Cl3. The higher values

245410-4



SPREADING RESISTANCE EFFECTS IN TUNNELING … PHYSICAL REVIEW B 108, 245410 (2023)

FIG. 5. (a) Bulk sample resistance as a function of temperature
for pure RuCl3 and Ir0.5Ru0.5Cl3. (b) Tip-sample resistance as a func-
tion of tunneling setpoint current extracted from Figs. 4(a) and 4(b),
showing a decrease in the total resistance of the tip-vacuum-sample
system. An exponential fit is fit to the trend to extract a value for the
spreading resistance.

for the substitutional alloy are consistent with the idea that
spreading effects are dominant in tunneling experiments. Im-
portantly, in highly resistive materials such as considered here,
tunneling spectroscopy is no longer an accurate tool for mea-
suring density of states. However, it may instead provide some
insights about charge transport, and both of these points are
discussed in the next section.

IV. DISCUSSION

A. Spreading resistance implications for STS

In this section, we discuss the rationale for assigning
the observed tunneling spectra to spreading resistance arti-
facts. Very similar behavior to our observations has been
reported before for a Mott insulating surface of Si-(3 × 3)-
6H-SiC(0001). First, Ramachandran and Feenstra described
broadening effects in their attempts to carry out STS of this
surface [28] which, like RuCl3, did not agree with prior
photoemission studies. Later, Baffou et al. [17] returned
to this system to quantify the high resistance of transport
through the upper and lower Hubbard bands and connect with

luminescence measurements. They noted an increasing linear
character to the I-V curves as the initial setpoint is increased,
as well as an asymmetry and some apparent broadening ef-
fects in the deeply bound parts of the tunneling spectra similar
to our Figs. 1–3. The origin of the empirical broadening sig-
nature can be qualitatively attributed to the interplay between
a quasilinear current-voltage characteristic due to spreading
resistance with the highly nonlinear characteristic due to tun-
neling, as will be discussed in more detail in our numerical
model results below. This has the effect of stretching spectral
features if the spreading effect is weak, and dominating over
the density of states when it is strong. In addition, spreading
resistance involves long-range electrostatics [31] compared
to tunneling and thus a samples a relatively large surface
region [32,33].

An alternative explanation of the unusual spectra for the
case of the (3 × 3)-Si surface was proposed by Gasparov et al.,
who tentatively attributed the broadening to hybridization of
tip states with the Hubbard band edges [34]. However, Baffou
et al. noted that this explanation is not consistent with high-
bias linearity in the I-V curves in this system [17] that we also
observe for RuCl3. Additional rejected interpretations for the
spectra in Figs. 1–3 include a thermal metal-insulator transi-
tion due to Joule heating that would require temperatures that
would irreversibly decompose the sample [35]. Alternately,
vibration-assisted tunneling can lead to some small broaden-
ing of spectra as the tip approaches the sample [36]. However,
this also results in a negative differential resistance signature
that we did not observe. As a result, we favor the spreading
resistance interpretation for the observed anomalous tunneling
current behavior shown in Figs. 1–3.

A phenomenological model of how spreading resistance
effects arise has been proposed [37] by partitioning the total
resistance (R) of the tunneling system into a combination of
the tunneling resistance (RT ), the sample resistance (RS ), and
the spreading resistance (RSP ) just below the tip according to

R = RT + RS + RSP. (1)

In this expression, RSP is present due to the need for charge
transport away from the injection point directly under the tip.
In most samples studied by STM methods, the sample and
spreading resistance will be much lower than the tunneling
resistance and can be neglected. For highly resistive samples,
this approximation breaks down. If RS is large enough, the
injected charge from the tip will not be able to move away
easily, causing a large voltage drop near the tip. This can make
it so that RSP and/or RS can be comparable to RT . Furthermore,
by raising the tunneling setpoint current while keeping the tip-
sample bias constant, the tip-to-sample distance is lowered.
This also has the effect of lowering the tunneling resistance.
For a highly resistive sample with a small tip-sample distance,
the STS spectra are no longer simply related to the local den-
sity of states of the surface. Moreover, the effects of spreading
resistance are less spatially localized than vacuum tunneling
and thus tend to degrade high-resolution imaging capabilities.
In fact, despite the occasional atomic resolution such as seen
in Fig. 1(a), we found STM imaging quality of RuCl3 to
be generally poor, indicative of degraded spatial resolution
expected in systems with strong spreading resistance effects.
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FIG. 6. (a) Differential conductance for different tip-sample dis-
tances showing how distortion of a peak structure is increased as
the distance decreases when spreading resistance is included; (b) Ex-
tremely small tip-sample distances that show tunneling I (V ) curves
where essentially no remnant of the sample DOS can be observed but
where the slope tends to approach the spreading resistance value Rs.

Connection to the observations here and in prior experi-
ments on related materials [17,28] can be made by a numerical
study of the series resistor model in Eq. (1) with only RSP

considered. Intuitively, if both series resistors were of fixed
value, independent of applied voltage across the network, the
voltage divider effect would rigidly shift any density of states
(DOS) features in the tunneling resistance to higher bias.
However, the modeling challenge is that the tunnel junction is
a strongly voltage-dependent resistor so that a nonlinear volt-
age divider equation (see Supplemental Material [24]) needs
to be solved numerically to extract the potential difference that
appears across the junction. This is the origin of the complex
phenomenology observed in STS experiments with significant
spreading resistance artifacts.

Figure 6(a) shows simulated differential conductance using
an assumed density of states with a Gaussian peak at 1.0 eV, a
half width of 0.4 eV, and a spreading resistance of 3 G� [24].
The peak feature in the dI/dV curve is strongly asymmetric
in a way that goes beyond expected transmission function
effects (see Supplemental Material for detailed comparisons).
The intuition is that as the tunneling junction reaches a bias
that starts to include the DOS peak from the low-voltage
side, the resistance of the junction drops and the fraction of
total potential difference that appears across the junction also
drops. This expands the apparent voltage window over which
the leading edge of the peak develops and shifts the peak
position to higher bias in line with naive intuition. Conversely,
as the peak intensity falls off at larger voltage, more of the
total voltage appears across the gap and the feature disappears
abruptly.

This distortion of the DOS peak in the simulated dI/dV
is similar to the “broadening” that we observe experimentally,
e.g., in Fig. 1(a). In addition, the conductance at low biases
near 0 V increases with current setpoint in our numerical
model results. This can be also be seen from the increasing
low-bias slope in the experimental I(V) curves in Fig. 4.
Finally, by considering extremely small tunneling distances
where spreading resistance dominates, we can confirm the
expectation that the high-bias slope of the I(V) curve ap-
proaches the value of the spreading resistance as shown in
Fig. 6(b). Here the red curve of highest slope is Ohm’s law
expectation for a pure spreading resistance, and the other
three curves show progressively smaller tip-sample distances
where the high-bias slope approaches Ohm’s law expectation
from below. The combination of peak distortion and high-
bias linearity are the key qualitative observational features
to be explained by the numerical model. Precise quantitative
modeling of the shape of I(V) curves under these conditions
would require detailed knowledge of the tip shape and prop-
erties (including possible bias-dependent barrier height [13])
that is almost impossible to obtain reliably. However, the
numerical simulation supports the basic qualitative asser-
tions about spreading resistance artifacts reported here and in
previous work.

With this explanation and qualitative model, the anoma-
lously small Mott gap in STS measurements of RuCl3 is
identified as a spreading resistance artifact. It is worth noting
that this effect is particularly significant for the large-gap
Mott insulators considered here but that substantial tunneling
artifacts may also be relevant to other Mott insulators. For
example, TIBB effects have been clearly identified for an
iridate crystal [30] and some discrepancies in gap sizes have
been discussed for other iridates [38,39]. In general, the study
of bulk insulators by STM-based spectroscopic techniques
needs to be approached with caution.

The specific case of layered or low-dimensional Mott insu-
lators seems to be particularly prone to spreading resistance
artifacts. The earlier reports of spreading resistance effects
in the (3 × 3)-Si reconstruction are explicitly for a 2D sur-
face layer. Both of the materials we report here are layered
van der Waals solids, somewhat similar to graphite in macro-
scopic characteristics. It is likely that the impact of reduced
dimensionality is to strongly inhibit transport away from the
injection point in the direction perpendicular to the 2D surface
layer. This could enhance the relative importance of spreading
resistance artifacts. In fact, the importance of considering
resistivity anisotropy in nanoscale spreading resistance exper-
iments has been addressed in the past [32,33] and will be
discussed further in the next section. By contrast, the more
isotropic 3D structure of the spin-orbit assisted iridates might
allow such effects to be diminished compared to the rigid
shifts associated with TIBB in Sr2IrO4 [30,40]. In this case,
which shows no evidence of spreading resistance artifacts,
the material exhibits lower bulk resistivity of 1–2 � cm com-
pared to RuCl3 (see next section), with only minor resistivity
anisotropy [41].

B. Charge transport in RuCl3 and Ir0.5Ru0.5Cl3

We can view the presence of spreading resistance ar-
tifacts as transforming the tunneling experiments from a
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spectroscopic probe into a local charge-transport probe. This
can be seen by extracting the resistances from the linear part of
the I-V curves in Figs. 4(a) and 4(b) and extrapolating them to
large tunneling setpoints as shown in Fig. 5(b). An exponential
fit to this dependence can be used to extract a spreading resis-
tance of ∼1.7 G� for RuCl3 and ∼2.8 G� for Ir0.5Ru0.5Cl3.
Baffou et al. argued that this spreading resistance measured
through STS gives a way to directly measure the conductivity
within the upper and lower Hubbard bands [17].

To apply this idea to RuCl3 and Ir0.5Ru0.5Cl3, we first
consider previous measurements of the bulk resistivity of
RuCl3 that have been reported to be about 1000 � cm in the
honeycomb plane by several groups [25,42]. However, resis-
tivity measurements on such highly resistive, anisotropic, and
often irregularly shaped samples are known to be challeng-
ing [43]. A recent study focusing on RuCl3 nanoflakes reports
that good electrical contacts could only be obtained by ion
milling the contact region prior to metal deposition [44]. This
suggests that there are significant contact resistance effects
that influence resistivity measurements, which is also con-
sistent with our recent studies of injection-limited high-bias
transport properties [3]. Intriguingly, the nanoflake study [44]
reported resistivity values many orders of magnitude lower
than other work; 0.1 � cm compared to 1000 � cm [25,42].
This large discrepancy can be attributed to the layered nature
of the material that can lead to a macroscopic lateral resistivity
measurement that involves electrical contacts to different lay-
ers of the crystal and is thus not a perfectly “in-plane” probe.

Our own temperature-dependent two-contact resistivity
measurements in Fig. 4(a) show strongly activated insulating
characteristics but yield resistivity values notably higher than
most previous reports for RuCl3. At room temperature, using
macroscopic sample dimensions, we observe RuCl3 to have
a two-contact resistivity of 2 × 105 � cm and Ir0.5Ru0.5Cl3 to
have a higher resistivity of 3 × 107 � cm. The general trend of
higher resistance for Ir-substituted materials is robust and will
be discussed below. Nevertheless, it is clear from comparison
of the bulk and nanoscale results that the details of charge
transport in strongly insulating RuCl3 and related materials
are highly variable across different samples and experiments.

The spreading resistance effects in STS measurements give
a complementary approach to assessing charge transport in
these materials. Using the values of spreading resistance ex-
trapolated from Fig. 4, we can apply a recent theoretical
analysis for layered materials to extract transport informa-
tion [32,33]. An important insight is that for an anisotropic
material, the spreading resistance is proportional to the
geometric mean of the in-plane and out-of-plane resistivities
as follows [33]:

Rsp =
√

ρ‖ρ⊥
4r

. (2)

In this expression, r is the radius of the injecting-point contact,
ρ‖ is the resistivity in the honeycomb plane, and ρ⊥ is the
resistivity perpendicular to the plane. An implication of the
anisotropy is that the penetration of potential lines into the
substrate occurs only over a very thin region perpendicular
to the surface, and that the lateral region probed is effec-
tively significantly larger than the point-contact geometrical
area [32].

Early transport studies in RuCl3 indicated a very strong
anisotropy for which ρ⊥ is more than 103 times larger than
ρ‖ [25]. Based on the spreading resistances observed in our
STS studies, the geometric mean of these two quantities
can be directly extracted. Assuming a radius of the injec-
tion region of 1 nm [37], the geometric mean is found to
be

√
ρ‖ρ⊥ = 680 � cm for RuCl3 and

√
ρ‖ρ⊥ = 1120 � cm

for Ir0.5Ru0.5Cl3. The earliest pair of macroscopic resistivity
values [25] for pure RuCl3 would give a geometric mean that
is several orders of magnitude larger than we have extracted
from spreading resistance extrapolation. This immediately in-
dicates that the resistivity of the parent material is indeed
poorly understood in the literature. The small values we ob-
serve cannot be consistent with the older literature values but
could be consistent with the more recent nanoflake studies.
These measurements have extracted ρ‖ ∼ 0.1 � cm [44] and
this number could be considered more accurate than bulk mea-
surements since the electrical contacts are definitively made
to a single top layer. Moreover, the very thin geometry of the
flake more accurately reflects the narrow penetration depth of
injected current when compared to the macroscopic thickness
of bulk resistivity samples. Using this value, our experimental
spreading resistance values imply a value for ρ⊥ = 4.6 ×
106 � cm for RuCl3 and thus as substantially larger resistivity
anisotropy than previously measured. Interestingly, this resis-
tivity is not far from the macroscopic two-contact resistivity
of our samples. This indeed suggests that the macroscopic
measurements tend to probe the interlayer resistivity due to
the inability to reliably contact a single layer on irregular
anisotropic samples.

A broad significance of these measurements lies in un-
derstanding the impact of substitutional alloying on the Mott
insulating state of RuCl3. The substitution of Ir3+ for Ru3+
creates several potentially competing effects. First, the inte-
gration of heavier Ir nuclei in the solid should enhance SOC
effects and thus slightly increase the SO-assisted Mott gap.
Apart from this, we expect this substitution to be somewhat
electronically benign in that the Ir3+ ions have a full t2g orbital
set and thus no significant impact on charge doping or local
magnetic moments. However, the substitution must certainly
create structural [8] and electrostatic disorder in the parent
RuCl3 Mott insulator. In particular, one of the major structural
imperfections associated with RuCl3 and its substitutional al-
loys is the stacking fault [8], which could substantially impact
the out-of-plane resistivity ρ⊥.

The comparison of α-RuCl3 and Ir0.5Ru0.5Cl3 via
STM-based spreading resistance measurements shows rela-
tively minor changes in charge-transport behavior due to Ir
substitution. By contrast, macroscopic resistivity measure-
ments show dramatic changes in resistivity and its temperature
dependence. The comparison of the local measurements to
the macroscopic measurements strongly implicates interlayer
transport as the dominating factor in the latter. In particular,
substitution of Ir may lead to a higher density of stacking
faults that gives rise to a strong enhancement of interlayer
resistivity. Thus, the effect of Ir substitution is seen to be
relatively minor on a microscopic scale and can be used to
control disorder within the honeycomb plane while having
only minimal electronic and transport impacts.

In principle, disorder in a Mott insulator is often ob-
served to give rise to a “soft” gap [45,46] where the insulator

245410-7



JORDAN R. FRICK et al. PHYSICAL REVIEW B 108, 245410 (2023)

becomes an unusual correlated metal. Relatedly, the incor-
poration of disorder could be viewed as a Mott insulator to
Anderson insulator transition when the energy spread of elec-
tronic disorder is comparable in size to the Hubbard U [47].
In the large U situation of RuCl3, the Mott insulating be-
havior cannot be readily overcome by disorder effects. It is
clear from UPS and transport measurements that Ir0.5Ru0.5Cl3

remains strongly insulating with a large gap that would not
be expected in an Anderson insulator [48]. We caution that
the tunneling spectra in Fig. 2 and Fig. 3 could easily be
misinterpreted as evidence of a disorder-induced soft gap if
the full setpoint-dependent trend was not considered from a
spreading resistance perspective.

The general impact of Ir substitution is thus to maintain the
strong Mott regime of RuCl3 and the disorder is not sufficient
to move the material into a new Anderson insulator-like phase.
In the UPS measurements, the weak intensity above the band
edge near 1 eV could arise from an alloy band [49] that
would most likely act as a source of strongly localized charge
traps. This could contribute to the increase in resistivity due
to Ir substitution in addition to the expectation of increased
stacking-fault defects. Most importantly, the substitution can
be used to impact magnetic ordering while still maintaining
the strong Mott regime of the parent material.

V. SUMMARY AND CONCLUSIONS

In this work we have resolved a known issue [12] with
tunneling spectroscopy measurements of the charge gap in

RuCl3 by identifying spreading resistance artifacts. These ar-
tifacts broaden the spectral features and narrow the apparent
gap in tunneling measurements so that they do not accurately
reflect the density of states of the material. These effects can
be qualitatively reproduced in a numerical model of tunneling
that includes the spreading resistance in series with the tun-
neling resistance. In this situation, instead of a spectroscopic
probe, tunneling measurements provide information about the
local charge-transport properties of α-RuCl3 and its substitu-
tional alloy Ir0.5Ru0.5Cl3 via local measurement of spreading
resistance. Based on local spreading resistance measurements,
these two materials are expected to have only slightly different
resistivities and resistivity anisotropies. This contrasts with
macroscopic measurements that show dramatic differences
most likely due to differences in stacking-fault defect density
in the two materials. This will prove useful in future analysis
of these solid solutions for quantum materials applications.
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