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Unconventional photoinduced charge density wave dynamics in 2H-NbSe2
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We investigated temperature (T )-dependent ultrafast near-infrared (NIR) transient reflectivity dynamics in
coexisting superconducting (SC) and charge density wave (CDW) phases of layered 2H-NbSe2 using NIR and
visible excitations. With visible pump-photon excitation (400 nm) we find a slow high-energy quasiparticle
relaxation channel, which is present in all phases. In the CDW phase, we observe a distinctive transient response
component, irrespective of the pump-photon energy. The component is marked by the absence of coherent
amplitude mode oscillations and a relatively slow, picosecond rise time, which is different than in most of
the typical CDW materials. In the SC phase, another tiny component emerges that is associated with optical
suppression of the SC phase. The transient reflectivity relaxation in the CDW phase is dominated by phonon
diffusive processes with an estimated low-T heat diffusion constant anisotropy of ∼30. Strong excitation of the
CDW phase reveals a weakly nonthermal CDW order parameter (OP) suppression. Unlike CDW systems with a
larger gap, where the optical OP suppression involves only a small fraction of phonon degrees of freedom, the
OP suppression in 2H-NbSe2 is characterized by the excitation of a large number of phonon degrees of freedom
and significantly slower dynamics.
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I. INTRODUCTION

Layered materials with reduced dimensionality offer a
platform for exploring new states of matter. In particu-
lar, transition-metal dichalcogenides exhibit strong electron-
phonon coupling and electron correlations with a rich phase
diagram of charge density wave (CDW) phases. These ma-
terials have been under intense investigations in recent years
as there are many external parameters to control the CDW
states, such as hydrostatic pressure [1–3], strain [4,5], chem-
ical doping [6], electrostatic doping [7], and intercalation
[8–10]. Recently realized control over these states with op-
tical [11] and electrical pulses [12–14] increased interest in
these materials as it opened the way to possible technological
applications.

A particularly interesting transition-metal dichalcogenide
is the 2H-NbSe2 in which an incommensurate ∼3 × 3 CDW
state forms below TCDW = 33 K [15]. The magnitude of the
CDW energy gap is up to ∼5 meV and is wave-vector de-
pendent [16]. Various stripe CDW orders appear with strain
[4], intercalation [17], or after applying an electrical pulse
[18]. While in many CDW materials, the superconducting
(SC) state emerges only after applying pressure [2,3], doping
[19], or intercalation [10], 2H − NbSe2 is one of the rare
examples in which the CDW and superconductivity coex-
ist in a pristine sample. Under high pressure, the CDW is
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suppressed, while superconducting critical temperature shows
an increase [1].

In a typical superconductor, the amplitude (Higgs) mode
is not directly observable as it is weakly coupled to elec-
tromagnetic fields and is overdamped [20,21]. In 2H-NbSe2,
however, the coupling between superconductivity and CDW
gives rise to a spectroscopically visible SC Higgs mode that
has been observed with Raman spectroscopy [22–24].

Optical pump excitation with ultrashort laser pulses can
both excite collective modes and give additional information
on the nature of electronic states by tracing the single-particle
and collective mode dynamics. So far, there have been two
investigations of 2H-NbSe2 with ultrafast pump-probe spec-
troscopy [25,26]. Anikin et al. [25] investigated 2H-NbSe2

response to a high fluence laser excitation in both normal and
superconducting states. Payne et al. [26] investigated a weaker
excitation regime, in the CDW state only, using a broadband
probe. The relatively short timescale data suggested that the
decay time of the laser-excited CDW state is diverging around
the CDW transition temperature. The critical fluence for the
suppression of the CDW state at low T was estimated to be
around 60 µJ/cm2.

The observed transient reflectivity signal from recent
pump-probe experiments has, however, proved difficult to
interpret as there is a significant fast electron background
signal overlapping with the CDW response. Additionally, the
transient response of a CDW in 2H-NbSe2 is very long lived,
so a study with longer delay between the pump and probe
would be useful to understand the slow dynamics.
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We performed all-optical pump-probe experiments at the
1.55 eV pump- and probe-photon energy that was not covered
in the previous experiments, and observe a strong charge
density wave response with minimal background. We observe
that the CDW state is fragile as it is suppressed at a laser
fluence of the order of ∼10 uJ/cm2 only, depending on the
pump-photon energy. The suppression is not strongly non-
thermal as a large number of phonon degrees of freedom are
excited concurrently. For long pump-probe delays we observe
that the excited-state decay time is fluence and temperature
dependent, where the dynamics is governed mainly by phonon
diffusion processes. We also extend the previous works by
using a larger pump-photon energy (3.1 eV) revealing a high-
energy quasiparticle bottleneck.

At a very low pump fluence, we observe a transient reflec-
tivity response component due to the superconducting state.
Similar to previous pump-probe experiments we do not ob-
serve any coherent oscillations that could be attributed to the
excitation of the SC Higgs mode, or the CDW amplitude
mode.

II. METHODS

A. Sample growth and characterization

2H-NbSe2 single crystals were synthesized by means of
the chemical vapor transport method from stoichiometric
amounts of niobium foil and selenium powder with iodine as
a transport agent. The material was sealed in a quartz ampule,
put into a three-zone tube furnace with temperature gradient
TH = 750 ◦C and TL = 680 ◦C, and slowly cooled to room
temperature. Crystal structure and composition were verified
with single-crystal x-ray diffraction and energy-dispersion
spectroscopy, respectively. We used SQUID measurements
to determine the magnetic susceptibility χ . The data show
[Fig. 1(a)] that the sample is superconducting below 6.8 K.
Additionally we performed an STM characterization of a 2H-
NbSe2 cleaved surface at 4.2 K and observed the ∼3 × 3
charge density wave shown in Fig. 1. For optical measure-
ments the crystals were exfoliated before mounting into an
optical cryostat to obtain a high-quality surface.

B. Transient optical spectroscopy

The two-pulse and three-pulse transient reflectivity mea-
surements [27,28] were performed using 50-fs linearly
polarized regenerative amplifier pulses at 800 nm wavelength
and the 250 kHz repetition rate. We used the pump (P) pulses
at either the laser fundamental (h̄ω = 1.55 eV) or doubled
(h̄ω = 3.1 eV) photon energy and the probe (Pr) pulses at
h̄ω = 1.55 eV. In the three-pulse case we used additional
intense driving (D) pulses (also at h̄ω = 1.55 eV) with a
variable delay with respect to the P pulses (see Fig. 3).

Both the two-pulse and three-pulse transient reflectivity,
�R/R and �R3/R, respectively, were measured by moni-
toring the intensity of the weak Pr beam. The large direct
contribution of the unchopped D beam to the total transient
reflectivity, �R, was rejected by means of a lock-in synchro-
nized to the chopper that modulated the intensity of the P
beam only. Due to the chopping scheme, the measured quan-
tity in the three-pulse experiments is the difference between

FIG. 1. Sample characterization. (a) Temperature dependence of
the SQUID magnetic susceptibility shows the crystals are supercon-
ducting below 6.8 K. (b) A 4.2 K scanning tunneling microscope
image (set point parameters: tip bias V = −50 mV, I = 160 pA)
and (d) the corresponding Fourier transform showing the ∼3 × 3
CDW state. (c) The electronic band structure adapted from Ref.
[25]. The red hatched region corresponds to the 1.55 eV photon
accessible excitation range. The 3.1 eV photon accessible excitation
range exceeds the plotted energy range.

the transient reflectivity in the presence of P and D pulses,
�RDP(tPr, tP, tD), and the transient reflectivity in the presence
of the D pulse only, �RD(tPr, tD):

�R3(tPr, tP, tD) = �RDP(tPr, tP, tD) − �RD(tPr, tD), (1)

where tPr, tP, and tD correspond to the Pr, P, and D pulse
arrival times, respectively. In the limit of vanishing D pulse
fluence �R3/R is reduced to the standard two-pulse transient
reflectivity �R/R.

The P/D and Pr beam diameters were 40–70 and 18–30
µm, respectively. The Pr fluence was ∼10 µJ/cm2. The polar-
izations of the P and D beams were perpendicular to the Pr
beam polarization with an unknown orientation with respect
to the crystal axes.

III. RESULTS

In Figs. 2(b) and 2(c) we plot the temperature dependence
of the transient reflectivity at 3.1 eV and 1.55 eV pump-photon
energies (PPE). At the 3.1 eV PPE [Fig. 2(b)] the normal-state
�R/R consists of the initial subpicosecond component fol-
lowed by a long-lived, slightly oscillatory, response extending
beyond ∼100 ps. An additional component with ∼1 ps rise
time and a few hundred ps decay time appears on top of the
normal-state response as the temperature is lowered below
TCDW. At the 1.55 eV PPE [Fig. 2(c)] we observe a much
weaker transient signal above TCDW. Below TCDW, identically
to the 3.1 eV PPE case, a long-lived CDW component emerges
that slowly saturates in amplitude as the temperature is low-
ered.
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FIG. 2. Temperature-dependent transient reflectivity. (a) Schematics of the two-pulse pump-probe experiment. (b) and (c) T -dependent
reflectivity transients with 3.1 eV and 1.55 eV pump-photon energy, respectively. Note the logarithmic scale after breaks in (b) and (c).
(d) High-FP transients reveal more clearly the coherent sound wave oscillations. The lines are fits discussed in the text.

In Fig. 2(d) we show the high-FP�R/R at both PPE, which
more clearly reveals the coherent damped oscillatory part of
the response, which is present also in the low-Fp transients. By
fitting a damped cosine function (gray curve) we determine
the frequency of 22 GHz. The coherent oscillatory component
does not show a notable T dependence at any FP.

Figures 3(a)–3(d) show the low-T FP-dependent �R/R
at both PPE. The CDW component shows saturation with

increasing FP above ∼20 µJ/cm2. At 3.1 eV PPE the normal-
state response, including the oscillatory component, scales
linearly with FP and overwhelms the transients at higher FP.

With increasing FP the CDW component saturates and de-
velops a flat-top shape with a rather sharp sub-ps rise, while
the relaxation timescale shifts beyond nanosecond timescale.
The saturation behavior is associated with a CDW suppression
[29] by the pump pulse.

FIG. 3. Fluence-dependent transient reflectivity at T = 4 K. (a) FP-normalized reflectivity transients at the 3.1 eV pump-photon energy.
Note that curve overlap indicates a linear scaling with FP. (b) The corresponding unnormalized transients. (c), (d) The same at 1.55 eV
pump-photon energy, respectively. The increased noise at high FP is due to the pump scattering. (e) Three-pulse transients as a function of the
driving-pulse fluence, FD, at FP = 19 µJ/cm2. The dashed region indicates the D-pulse induced suppression of the signal at FD = 3.3 µJ/cm2,
while the shaded region corresponds to the amplitude readout pump-probe delay discussed in the text with the vertical dashed line representing
the D-pulse arrival time. The schematics indicating the pulse sequence is shown in the inset.
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To study the saturation FP region avoiding the normal-state
background we performed also a three-pulse experiment [28]
where another strong driving (D) pulse at 1.55 eV PE is
introduced to suppress the CDW independently of the pump
pulse. The D pulse is applied at tDP = 4 ps, near the temporal
maximum of the CDW component in order to track the CDW
component suppression dynamics. As shown in Fig. 3(e) we
observe a suppression1 of the CDW component on a τsup ∼
2.5 ps timescale at low FD, which decreases with increasing FD

to, τsup ∼ 0.2 ps, at the complete suppression [see Fig. 3(e)].
All high-F experiments displayed reversible behavior with the
maximum F being limited to ∼1 mJ/cm2.

IV. DISCUSSION

A. Normal-state response

We start by discussing the T - and F -independent
coherent oscillatory component that corresponds to the
photoexcitation-induced sound wave [30]. In order to observe
such a wave the real part of the refractive index must be
larger than the imaginary part, n > κ , at the Pr photon en-
ergy [see Appendix A, Eq. (A10)]. Calculating the optical
constants at the Pr photon energy (1.55 eV) from Dordevic
et al. [31] we obtain the out-of-plane sound group velocity,
csz = 2540 ± 70 m/s.2 On the other hand, taking the liter-
ature static elastic constant [32], c33 = 46 GPa, we obtain
csz = 2670 m/s. The ∼10% discrepancy can be attributed to
the experimental inaccuracy of the refraction index.

Next, we discuss the PPE dependence of the normal state
�R/R that is much larger at 3.1 PPE. The band structure
of 2H-NbSe2 is characterized by a band gap between the
partially occupied bands, with mixed Se-p/Nb-d character ex-
tending up to ∼1.2 eV above the Fermi energy, and, separated
by a gap, the Nb-d character dominated bands starting ∼2 eV
above the Fermi energy [33] [see Fig. 1(c)]. The photoexcita-
tion of the latter is possible only at the 3.1 eV PPE and can
contribute to the 1.55 eV �R/R only while they are occupied.
The 3.1 eV PPE transient response extending beyond 100 ps
at low F therefore suggests that a slowly relaxing weakly
coupled electron pocket exists in the bands ∼2 eV above the
Fermi energy. This is somewhat unexpected since 2H-NbSe2

is metallic at any T and the Auger relaxation across the band
gap is not a priori forbidden by energy conservation.

B. CDW and SC state response

We turn first to the CDW component. With decreasing T
it appears below TCDW [Figs. 2(b), 2(c)], similar as reported
previously using the 1.03 eV Pr photon energy [26], but shows
different low-T amplitude saturation. In Ref. [26] it saturates
below ∼25 K, while in the present case, using the 1.55 eV
Pr photon energy, it clearly saturates only below T ∼ 15 K
at 3.1 eV PPE [Fig. 2(b)], while at 1.55 eV PPE it does
not saturate down to the lowest T = 4 K [Fig. 2(c)]. The

1In the three-pulse experiment the D pulse is not chopped and
therefore its contribution to the Pr is suppressed [see Eq. (1)].

2The error bar is the nonlinear least-square fit error and does not
take into account the index of refraction error.

FIG. 4. Selected F -dependent transient response parameters at
T = 4 K. (a) The fluence dependence of the signal amplitudes. The
open symbols correspond to the three-pulse experiment. The lines
are the saturation model fits discussed in text. (b) The rise time
(full circles) and three-pulse signal suppression time (open circles)
as function of F . The inset to (b) shows the assumed saturation
functions discussed in text.

saturation seems to be connected with the excitation density,
which was the lowest, FP = 14 µJ/cm2, in the present 1.55 eV
PPE experiment. We therefore need to discuss the excitation
density dependence before continuing to discuss the T depen-
dence.

1. Excitation density dependence in the CDW state

In Fig. 4(a) we summarize the F -dependence experiments
from Fig. 3 by plotting the magnitudes3 of the transient re-
sponses as functions of the relevant fluence for the standard
two-pulse 1.55 eV and 3.1 eV PPE experiments as well as
the three-pulse experiment. All the magnitudes show (partial)
saturation with increasing F that is attributed to the CDW state
suppression [29], with an onset around F ∼ 10 µJ/cm2. The
virtually linear F dependence beyond the saturation region is
the consequence of the normal-state background, which scales
linearly with F and is the largest in the case of the 3.1 eV PPE.

To extract the absorbed-energy density at the CDW-
suppression threshold, Uth, we apply the phenomenological
saturation model [28,34]. In the model we assume that upon
entering the ordered state the dielectric function can be ex-
panded in terms of the order parameter, ψ , as ε ≈ εN +
β|ψ |2 + . . ., where εN corresponds to the normal state. The
transient dielectric function, �ε, is then contains terms �εN

3In the case of the three-pulse experiment we define the magnitude
as value of the transient reflectivity at tPPr ∼ 8 ps [the gray bar in
Fig. 3(c)] so the readout is consistent with the 2P P-Pr delay.
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FIG. 5. Depth dependence of the probe kernel [Eq. (A3)] in
comparison to the normalized P and D deposited energy density
profiles. The model kernel-weighted two-pulse [Eq. (A6)] and three-
pulse response [Eq. (A7)] at the experimental, FP/Fth ∼ 5, and a
subthreshold FD are shown with the thick lines. The hatched re-
gion corresponds to the three-pulse signal suppression [cf. dashed
region in Fig. 3(e)]. The kernel parameters were taken from Table I.
The phase shift, φ ∼ π/2, obtained from the fit is such, that the
negative-sign kernel region is relatively deep in the sample, min-
imizing its contribution to the signal. In the inset the two-pulse
(1.55-eV PPE) and three-pulse kernel-weighted local responses at
an above-threshold fluence are compared. The contribution from the
deeper region is suppresed in the three-pulse experiment.

and β�|ψ |2, where �|ψ |2 � −|ψ |2 is limited to the value
reached at Uth. This results in a nonlinear �ε dependence
on the absorbed-energy density, U . For simplicity a piece-
wise linear approximation of the saturation is used, �ε =
�ε0h(U ), with h(U ) having different slopes below and above
Uth, as shown in the inset of Fig. 4(b) [see also Appendix A,
Eq. (A6)].

In addition, the model takes into account the inherent
excitation density inhomogeneity and the optical-probe re-
sponse kernel [Appendix A, Eq. (A2)], due to the probe light
propagation into and out of the sample [28]. The fits to the
F -dependent �R/R magnitudes, derived from the model are
shown in Fig. 4(a).

The saturation model [28] predicts a possibility of oscil-
latory transient-response-amplitude F dependence, when the
probe-PE refraction-index real part, n, exceeds the refraction-
index imaginary part, κ , (see Appendix A and Ref. [28]) due
to the interference effect on a thin surface layer, where the
CDW order parameter (OP) is optically suppressed. Despite
n/κ ≈ 4.1 in 2H-NbSe2,4 we observe no clear oscillatory
behavior in the data. This can be partially attributed to the
lateral thickness distribution of the suppressed-OP layer due

4At the 1.55 eV Pr photon energy [31].

to the Gaussian beam profile and a particular combination of
the static and transient dielectric function components [see
Eq. (A4)] resulting in the kernel shape (see Fig. 5) that mini-
mizes the oscillations.

In the case of the 1.55 eV PPE two-pulse experiment, how-
ever, the model oscillations can not be completely washed out
by the above-mentioned effects, as indicated by the red curve
in Fig. 4(a). Assuming some smearing in the nonlinear local
dielectric function U dependence around Uth [see Eq. (A6)
and insert to Fig. 4(b)] leads to virtually complete suppression
of the oscillations as indicated by the black dashed lines
in Fig. 4(a). The smearing suggests an absence of a sharp
boundary between the suppressed and nonsuppressed OP re-
gions, which is plausible due to presence of a strong transient
chemical potential gradient, causing quasiparticle and possi-
bly CDW-sliding currents between the regions.

The application of smearing does not significantly affect
the obtained Uth so the values from the fits in the absence
of the smearing are reported in Table I. Focusing first on the
two-pulse experiments, Uth is found somewhat larger at the
3.1 eV PPE, but the difference is within the fitting error bars.
Using the heat capacity data [35] we estimate the enthalpy
change when heating the sample thermally to TCDW to be
�HCDW ≈ 2.5 J/cm3. The experimental Uth values around a
half of �HCDW therefore indicate that the CDW suppression is
nonthermal, however, due to the small low-T phonon specific
heat capacity the peak transient temperature, Tth, correspond-
ing to the fully thermalized excitation volume is relatively
large, above ∼26 K at Uth (see Table I).

Applying the saturation model to the three-pulse experi-
ment [Appendix A, Eq. (A7)] results in a smaller Uth and
the fit departs from the data around FD ∼ 50 µJ/cm2 [see
Fig. 4(a)] even when assuming the smearing (see the dashed
fit curve). To understand this one has to take into account
important differences between the two-pulse and three-pulse
experiments.

In the three-pulse approach a difference (1) between the
transient reflectivity of two differently excited states is mea-
sured. Due to the modulation-lock-in detection scheme,5 the
D-pulse-only excited state is taken as a baseline and compared
to a state that is additionally perturbed by the P pulse. The
local response related to (1) can be written in terms of the
local transient dielectric functions as �ε3 = �εDP − �εD =
�εP + �εP

D − �εD, where we formally split the PD-pulse-
induced transient, �εDP, into the P-only transient, �εP, and
the D-induced transient on top of the P-excited state,6�εP

D,
[see the dashed region in Fig. 3(e)]. If the P-pulse energy
density, Up, exceeds Uth, �εP

D should contain only the non-
CDW related contributions so the P pulse can be considered
as a chopping gate for the CDW contribution. Therefore, a dif-
ference, �εCDW = �εP − �ε3 = �εD − �εP

D, is expected to
be a good proxy for the background-free CDW response due
to the D pulse. Here, the roles of the pulses can be considered
reversed in comparison to the more commonly used D-P-Pr

5The P beam intensity is chopped while the D beam is not modu-
lated.

6Tacitly assuming that the P pulse precedes the D pulse.
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TABLE I. The CDW destruction threshold fluences, energy densities, estimated peak transient temperatures at Fth, and the relevant optical
parameters.

h̄ω (eV) na α−1 (nm)a Ra φ Fth (µJ/cm2) Uth (J/cm3) Tth (K)

3.1 (two-pulse) 3.5 21 0.38 1.57b 4.5 ± 0.7 1.3 ± 0.2 ∼26
1.55 (two-pulse) 3.2 83 0.3 14 ± 0.5 1.2 ± 0.05 ∼25
1.55 (three-pulse) 3.2 83 0.3 9 ± 0.9 0.75 ± 0.08 ∼21

aCalculated from data in Ref. [31].
bThe phase shift [Eq. (A4)] value was fit for the case of the 1.55 eV PPE two-pulse experiment and taken as a fixed parameter for the 3.1 eV
PPE two-pulse and three-pulse experiments.

sequence, [27,28] where a subthreshold P pulse fluence was
used.

In the experiment one has to take into account the finite
penetration-depth-induced inhomogeneity. In the three-pulse
experiments, the 3.1 eV photon energy P pulse with FP/Fth ∼
5, suppresses the CDW within the depth, zP ∼ 34 nm, be-
fore the arrival of the D pulse. Due to the longer D and
Pr penetration depth of ∼80 nm, the measured signal con-
tains a significant contribution from the region around zP,
where Up ∼ Uth (see Fig. 5), and �εP

D still contains some
CDW-related contribution. The above consideration is there-
fore only approximate and the total signal saturation contains
also contributions that depend on the detailed behavior of
�ε near the saturation threshold. The apparent incomplete
CDW-component suppression in the 20–60 µJ/cm2 FD range
in Fig. 4(a) therefore indicates, consistently with the absence
of the F -dependence oscillations, that the simple local non-
linearity model is insufficient [see insert to Fig. 4(b)] and a
nonequilibrium transport should be taken into account.

Comparing to superconductors and, in particular, to the
large-gap CDWs [29], a significantly larger amount of the
absorbed energy is lost to the phonon bath. In the large-gap
CDWs, where the gap energy, 2�, exceeds the maximum
phonon energy, the phonons do not appear to be strongly
involved in the OP suppression at all [29]. Uth is compara-
ble to the CDW condensation energy and the suppression is
highly nonthermal irrespective to the presence of ungapped
Fermi surface. This suggests that the initial high-energy
photoexcited quasiparticle relaxation is dominated by Auger
processes that excite the quasiparticles across the CDW gap,
and the CDW is suppressed before the energy is transferred to
phonons.

In superconductors, where 2� falls within the phonon en-
ergy spectrum, it was argued [29] that the initial high-energy
photoexcited quasiparticle relaxation must be dominated by
phonons since the data indicate that most of the absorbed opti-
cal energy is lost to the subgap phonons that cannot contribute
to the pair breaking, and consequently to the superconducting
OP suppression. Despite this, Uth is found much smaller than
the enthalpy change when heating the sample thermally to Tc,
so the phonon population must remain highly nonthermal on
the picosecond suppression timescale.

In 2H-NbSe2, the CDW gap is in the ∼1–6 meV range
on the K pockets with negligible/zero CDW gap on the 

pockets [16] while the phonon spectrum extends to ∼30 meV
[36]. The energy scales are therefore somewhat similar to the
lower-Tc cuprate superconductors [29]. The relative amount
of the gapless electronic density of states is, however, larger

in the present case7 and might be instrumental in transferring
the absorbed optical energy to the subgap-energy degrees of
freedom that are inefficient for the CDW suppression. The
ungapped innermost  pocket, which shows strong coupling
to the highest-energy phonons [16], stands out in particular,
as a possible relaxation channel that bypasses the energy
relaxation through the CDW-gapped Fermi surface regions.

The CDW OP suppression times behave similarly in
the two-pulse and three-pulse experiments. The two-pulse
transient reflectivity onset in CDWs is often dominated by
the coherent amplitude mode (AM) and phonon excitation
[11,38–42] with the rise time of ∼1/4 of the AM period. The
low-T AM mode frequency in 2H-NbSe2 is ∼40 cm−1 [43]
so the corresponding, τr ∼ 0.2 ps, rise time would be much
shorter than the present low-F data, with τr ∼ 1.5 ps, show.

The behavior is therefore more similar to the case of
the conventional and low-Tc cuprate superconductors [34,44–
46] where the low-excitation-density quasiparticle population
evolves according to the Rothwarf-Taylor [47,48] bottleneck
model, with the nonequilibrium phonons dominated [44,45]
initial conditions. In such case the rise time is in a picoseconds
range and it drops with the excitation density, as in the present
case.

The CDW state in 2H-NbSe2 is, however, not fully gapped
and the bottleneck [48] is rather weak, as indicated by the
relatively large Uth. While at strong excitation the satura-
tion nonlinearity naturally leads to the drop of the rise time,
the weak-excitation slow rise-time timescale suggests the
nonequilibrium phonons dominated suppression. It is, how-
ever, not entirely clear, whether the plain Rothwarf-Taylor
model is applicable to explain the weak-excitation rise-time
behavior in the present case. Nevertheless, the CDW gap on
the K pockets seems to somehow avoid fast suppression dur-
ing the initial photoexcited carrier relaxation, suggesting that
the dominant high-energy relaxation involves mostly phonons
and the -pockets quasiparticles. The excess energy is then
transferred to the K pocket mainly by phonons.

Compared to the two-pulse experiment, the three-pulse
experiment CDW-component suppression time [Fig. 4(b)] is
slightly longer at low FD, suggesting a slightly slower CDW
OP suppression rise-time dynamics than the two-pulse exper-
iments, with a caveat that the contribution from the region
where Up ∼ Uth can contribute dynamics of a spatially inho-
mogeneous OP fluctuating state, which is suggested by the

7The CDW gap is concentrated on few hot spots with large amounts
of ungapped Fermi surface [16,37].
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FIG. 6. Selected T -dependent transient response parameters.
(a) The normalized transient reflectivity amplitude as a function of
T at two excitation fluences at 1.55 eV pump photon energy. (b) T
dependence of the lowest pump-fluence transient reflectivity. The
shaded region corresponds to the averaging region of the amplitude
readout. (c) and (d) the rise time and diffusion time as a function of
T , respectively.

absence of the �R/R amplitude oscillations in the two-pulse
F dependence.

2. Signatures of the SC state

For both 1.55 eV and 3.1 eV PPE, the transient re-
flectivity with FP of tens of µJ/cm2 does not show any
appreciable change of signal in the SC state below T ∼ 7 K.
However, reducing the fluence to an extremely low value,
FP = 1.4 µJ/cm2, a slight drop in the amplitude is observed
when entering the superconducting state below Tc = 6.8 K
[Figs. 6(a), 6(b)]. The magnitude of the drop is rather small,
and is comparable to the signal noise level [Fig. 6(b)]. There
is also a tiny difference between the CDW and SC-CDW
transients at the longest delays, suggesting the presence of
a tiny negative long-lived SC component. The absence of
any SC state signature at FP = 14 µJ/cm2 response suggests
that the SC-induced contribution is already saturated at FP =
1.4 µJ/cm2. Indeed, the low-T heat capacity is so small that
the excited volume transient T exceeds Tc already around
FP = 0.5 µJ/cm2 at 1.55 eV PPE. The possible observation of
the optically coherently excited SC Higgs mode is therefore
hindered by the noise level of the present experiment.

3. CDW state temporal dynamics

For discussing the temporal dynamics of the CDW tran-
sient reflectivity component we mostly focus on the 1.55 eV
PPE data, where the normal-state response is negligible and
the rise and decay times can be more reliably quantitatively
extracted by simple few parameter fits. A similar analysis is
presented also for the 3.1 eV PPE data. However, in addi-
tion to the larger normal-state response obscuring the CDW

dynamics, most of the 3.1 eV PPE data correspond to the
nonlinear response region because the laser fluences used
were larger and the optical penetration depth, α−1, is ∼4 times
shorter at the 3.1 eV PPE (see Table I) than at the 1.55 eV PPE.

To remove the oscillatory acoustic component contribution
(and the large normal-state response in the 3.1 eV PPE case)
we subtract the normal state �R/R just above TCDW before
fitting to obtain the CDW (+ SC) component shown in Fig. 7
together with different fits discussed below.

We note that the start of the rise of the CDW component in
Fig. 7 appears delayed for ∼200 fs with respect to the pump
pulse as can be the most clearly seen in Fig. 3(d). This delay
can be attributed to the initial relaxation of the high-energy
quasiparticles by Auger and/or phonon emission processes.

While the CDW component rise-time dynamics can be de-
scribed reasonably, but not to the finest details, using a single
exponential function, the decay dynamics is not exponential
(see dotted lines in Fig. 7). It turns out that the 1.55 eV PPE
data can be described by a simple three-parameter function
assuming a diffusive decay:

�R/R = A[1/
√

1 + t/τD − exp(−t/τr )], (2)

in the full CDW temperature range. The first term in the
brackets corresponds to a simplified one-dimensional (1D)
diffusion dynamics [49], where the characteristic diffusion
time, τD = z2

0/4D, corresponds to the optical penetration depth,
z0 ∼ α−1, diffusion length scale. The second term describes
the rise-time dynamics.

The slight discrepancy of the diffusive-decay fit at long
timescales at the lowest T and 1.55 PPE can be attributed to
the T dependence of the diffusion constant and the presence
of the additional SC component. The much more prominent
diffusive-decay fit failure [see Fig. 7(c)] at 3.1 eV PPE, where
the exponential decay [replacing the first term in brackets with
exp(−t/τ )] fits are somewhat better, however, cannot be of the
same origin.

The �R/R decay dynamics at the 3.1 PPE could be af-
fected by the factor of ∼4 smaller pump optical penetration
depth, resulting in the larger inhomogeneity within the probed
volume, and the strong nonlinearity due to the higher excita-
tion density. In Fig. 7(c) we therefore plot also fits (dashed
lines) obtained in the framework of the saturation model
(see Appendix A) taking into account a simplified 1D dif-
fusion depth profile (A8) and the nonlinearity (A6) at Uth.
Unfortunately, the more advanced diffusion model results
in a very poor fit at the tens-of-picoseconds timescale.8 In
the model the CDW OP suppression is expected to spread
deeper into the sample, initially, leading (in the framework
of the saturation model) to the transient reflectivity increase
on tens-of-picoseconds timescale due to the short 3.1 eV pho-
ton energy pump optical penetration depth and the relatively
deeper sensitivity of the probe kernel (Fig. 5). The absence
of such a peak in the data therefore suggests an initial fast
(a few picosecond) spread of the excitation beyond the optical
penetration depth or/and thermalization of the excited degrees

8The more advanced diffusion model fits virtually overlap the sim-
ple diffusion model at 1.55 eV PPE and are not shown.
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FIG. 7. Examples of fits to the data at different excitation conditions. The lines correspond to various decay models discussed in text.

of freedom to the phonon heat bath on a ∼10 ps timescale,
which are not included in the saturation-model diffusion fits.

Moreover, due to a complete CDW OP suppression, forma-
tion of topological defects cannot be excluded [50,51]. This
effect should slow down the recovery and can influence the
shape of the transients on several tens [50] of picoseconds.
Due to the similarity of the timescales it is unfortunately not
possible to disentangle these effects in the current data.

The characteristic diffusion time, τD, obtained from the fits
is strongly FP dependent [Fig. 6(d)], increasing with increas-
ing fluence from ∼10 ps at the lowest FP = 1.4 µJ/cm2 to
∼90 ps at FP = 14 µJ/cm2 at the lowest T . The increase of τD

with increasing F can be attributed to the increased transient
T resulting in a decrease of the diffusion constant.

The low-T weak-excitation out-of-plane diffusion con-
stant, Dop ∼ 1cm2/s, obtained from τD, appears ∼30 times
smaller than the equilibrium in-plane thermal diffusion con-
stant, Deq−ip.9 Taking into account that ∼1/3 of the in-plane
thermal conductivity in 2H-NbSe2 is due to phonons at low
T , [53] this anisotropy is compatible with the rather large
resistivity anisotropy [54,55] of at least several hundred, if the
phonon thermal conductivity is less anisotropic. With ∼1/3 of
the in-plane heat transfer due to phonons the equilibrium ther-
mal diffusion constant anisotropy of Deq–ip/Deq–op ∼ 10 would be
consistent with the data.

In the strong excitation cases, Dop is found smaller, ∼0.2
and ∼0.01 cm2/s (at T = 4 K) for the 1.55 eV PPE and 3.1 eV
PPE excitation, respectively. Here, however, one should take
into account that the transient T in the strong excitation cases
is of the order of TCDW. Dop is therefore found ∼20 times
smaller (at T ∼ 26 K) and ∼40 times smaller (at T ∼ 48 K)
than Deq–ip for the 1.55 eV PPE and 3.1 eV PPE excitation,
respectively.

Since the relaxation appears diffusion dominated it is
unclear whether the increase of τD with increasing T re-
flects also a slowing down of the nonequilibrium OP

9Calculating the T -dependent in-plane equilibrium heat diffusion
constant from literature data [35,52] we obtain Deq–ip ∼ 1 cm2/s at
TCDW increasing with decreasing T to Deq–ip ∼ 30 cm2/s at Tc.

relaxation/thermalization. In the framework of the phe-
nomenological CDW dynamics model by Schaefer et al. [56]
the absence of the electronic-mode critical slowing down at
TCDW would suggest the adiabatic dynamics, where the elec-
tronic OP instantly follows the lattice motion. In this limit
a strong softening of the oscillatory AM is expected [56].
Such a mode has not been observed in the 1.55 eV probe
PE transient reflectivity. While the amplitudes of the coherent
modes can be strongly photon-energy dependent, [57,58] the
broadband probe data [26] suggest a broadband low Raman
cross section and/or inefficient coherent excitation.10 Anikin
et al. [25] observed a ∼4-THz (∼130cm−1) coherent mode
at 2.2 eV PPE, which softens by ∼10% with increasing T
towards TCDW. The data were, however, taken at rather high
FP = 250 µJ/cm2, well above the CDW destruction threshold
fluence, Fth, and the mode persists in the normal state so it
cannot correspond to the back-folded lattice mode contribut-
ing to the CDW OP. The Raman data [43], however, indicate
a moderate softening of the low-T 40-cm−1A1g Raman mode
by ∼10 cm−1 and rather large broadening from γ ∼ 20 cm−1

at low T to γ ∼ 60cm−1 near TCDW, which suggests the nona-
diabatic electronic order parameter dynamics, [56] where a
critical slowing down of the electronic mode is expected.

The likely absence of the slowing down in our data sug-
gests that the Schaefer et al. [56] model is not applicable in
the present case. The reason might be the neglecting of the
CDW-coupled lattice-mode damping in the model that might
not be fulfilled in 2H-NbSe2 due to the presence of the gapless
-pockets Fermi surface.

Focusing again to the rise-time dynamics we plot in
Fig. 6(c) the T dependence of the rise time at different ex-
citation conditions. The lowest-FP 1.55 eV PPE rise time
is found T independent (τr ∼ 1.7 ps) up to T ∼ 10 K with
a pronounced drop with increasing T beyond ∼10 K [see
Fig. 6(c)] to τr ∼ 1 ps at T ∼ 15 K dropping further to τr ∼
0.8 ps near TCDW. The rise-time drop with increasing FP [see
Fig. 4(b)] appears less pronounced at higher temperatures for

10While the observed transient reflectivity dynamics clearly con-
tains some subpicosecond-timescale components the CDW compo-
nent rise time is significantly slower than the AM oscillation period.
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the 1.55-PPE case. The behavior is qualitatively consistent
with the nonequilibrium phonons dominated Rothwarf-Taylor
prebottleneck dynamics [48] discussed above.

There is a pronounced difference in the rise-time behavior
at 3.1 eV PPE, showing T -independent and slightly larger
values11 consistent with different rate-limiting T -independent
and slower high-energy quasiparticle relaxation pathways
present at 3.1 eV PPE.

V. SUMMARY AND CONCLUSIONS

The coexisting CDW and SC phases in 2H-NbSe2 were
investigated by means of the narrow-band all-optical pump-
probe spectroscopy extending the parameter ranges of the
previous similar works [25,26]. Using 3.1 eV pump photon
energy we reveal an unexpected high-energy quasiparticle
bottleneck due to a band gap in the unoccupied band manifold,
which is present at all temperatures.

A systematic fluence dependence transient-reflectivity
study shows that the optical CDW suppression, with the ab-
sorbed energy density threshold of ∼1 J/cm3 (at T = 4 K),
is only weakly nonthermal with a large amount of phonons
excited concurrently. This is different to the most of the
common large-gap CDW materials and superconductors. The
low-fluence rise-time dynamics data suggest that the CDW-
suppression pathway is through hot phonons, similarly to
the conventional SCs [44,45]. The behavior is tentatively
attributed to the presence of a relatively large gapless Fermi-
surface regions that enable efficient quasiparticle-energy
relaxation, without significant quasiparticle excitation in the
CDW-gapped hot spots.

We observe the concurrent transient responses of the SC
and CDW phases. However, only a very weak signature of the
SC state was observed, which did not allow for a detailed SC
state temporal dynamics analysis.

The CDW state relaxation is found to be dominated by the
out-of plane phonon diffusion processes. The heat transport is
found to be much less anisotropic than the charge transport,
with the estimated low-temperature out-of-plane thermal con-
ductivity ∼30 times smaller than the in-plane one.

The nonequilibrium quasiparticle and the CDW order-
parameter thermalization timescale slowing near T CDW

[26,56] appears unlikely, as most of the slowing down can be
attributed to the T dependence of the diffusion constant.
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APPENDIX: SATURATION MODEL

Assuming laterally uniform beams and relatively narrow-
band optical pulses the transient reflectivity is given [28] by:

�R

R
= 4ωpr

c0|N 2 − 1|
∫ ∞

0
dze−αz

[
�εr (z) sin

(
2n

ωpr

c0
z − β

)

+�εi(z) cos

(
2n

ωpr

c0
z − β

)]
,

N = n + iκ, tan(β ) = 2nκ

n2 − κ2 − 1
. (A1)

Here n and κ are the static refraction-index real and imag-
inary parts at the probe photon energy, h̄ωpr, respectively,
α = 2κ

ωpr

c0
, the probe extinction coefficient and c0 the vacuum

speed of light. �εr (z) and �εi(z) correspond to the real and
imaginary part of the photoexcitation-induced dielectric func-
tion change, respectively.

Assuming, that �εr (z) and �εi(z) have the same z depen-
dence, �ε(z) = �ε0g(z), Eq. (A1) is simplified to:

�R

R
= 4ωpr|�ε0|

c0|N 2 − 1|
∫ ∞

0
dzg(z)k(z), (A2)

k(z) = e−αz cos

(
2n

ωpr

c0
z − φ

)
, (A3)

tan(φ) = 2nκ�ε0r − (n2 − κ2 − 1)�ε0i

2nκ�ε0i + (n2 − κ2 − 1)�ε0r
. (A4)

In addition to the probe n and α (κ), which are given by
the static optical properties, the integral kernel, k(z), depends
on the phase shift φ. The phase shift strongly influences the
kernel shape and, as a result, the depth sensitivity of the probe.
It cannot be determined from the static optical constants only
and needs to be determined from the transient data.

In the case of coaxial Gaussian beams with finite diameters
(A2) can be easily extended by an additional integration in the
radial direction12 where g(r, z) is obtained from an appropriate
effective model [34] by taking into account the excitation
fluence spatial dependence, where r corresponds to the radial
distance from the beams center.

In the case of a linear excitation fluence response and a
single-excitation P beam one can assume,

g(r, z) ∝ �ε(r, z) ∝ U (r, z),

U (r, z) = FP(1 − RP)αP exp
[ − αPz − 2r2

/ρ2
P

]
, (A5)

where U (r, z) is the absorbed energy density. RP, αP, and ρ2
P

are the reflectivity, extinction coefficient, and diameter of the
P beam, respectively.

To take into account suppression of the CDW resulting in a
nonlinear �ε excitation dependence we assume a simple phe-
nomenological saturation model [28] where we approximate
the local amplitude of the transient dielectric function change,
�ε(r, z), by a piecewise linear function of the locally absorbed

12When both diameters are much larger than the corresponding
wavelengths.
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energy density, U (r, z), that has different slopes below and
above Uth:

�ε(r, z) = �ε0h(U (r, z)),

h(u) =
{ u

Uth
; u < Uth

1 + a( u
Uth

− 1); u � Uth
. (A6)

Here a corresponds to the relative slope in the normal state
[see insert to Fig. 4(b)].

For the case of the three-pulse experiment one has to calcu-
late the difference (1) using (A2) and taking (A6) with13 either
U (r, z) = UD(r, z) + UP(r, z) or U (r, z) = UD(r, z) leading to
(see also Fig. 5):

�ε3(r, z) = �ε0(h[U (r, z) + UP(r, z)] − h[UD(r, z)]). (A7)

Here we assume that the probe arrives after P and D pulses
and neglect any temporal evolution.

For calculation of the diffusive recovery within the frame-
work of the saturation model we neglect the radial dependence
and approximate the depth profile with a Gaussian:

U (z, t ) = U0 exp[−z2
/z2

0 (1+t/τD )]/
√

1 + t/τD, (A8)

13Here we implicitly assume a chosen and fixed tDP.

where, z0 ∼ α−1, corresponds to the optical penetration depth,
τD = z2

0/4D, is given by the diffusion constant D and U0 is the
peak energy density.

In the case of an acoustic strain wave propagating perpen-
dicular to the surface [30] one can approximate �ε(r, z) by a
Heaviside function along z,

�ε(r, z) ∝ exp[−2r2
/ρ2

P][1 − H(z − cst )], (A9)

where cs corresponds to the sound group velocity. The oscil-
lating part of the signal (A2) is then,

�Rosc

R
∝ e−αcst cos(4πncst/λpr − φ), (A10)

with λpr being the probe vacuum wavelength. The sound speed
is given by,

cs = λprνs/2n, (A11)

where νs corresponds to the measured coherent oscillation
frequency.
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