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Role of Coulomb interactions on the electronic properties of monolayer
NiX2 (X = S, Se): A DFT+U+V study
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The electronic structure of nickel dichalcogenides, NiS2 and NiSe2, in monolayer form, is studied employing
first-principles methods. We assess the importance of band ordering, covalency, and Coulomb interactions in the
ground state of these systems. Hybrid functional results are compared with standard functionals and also with
Hubbard-corrected functionals to systematically address the role of electronic interactions and localization. Us-
ing empirical as well as linear response derived and modified parameters, we found that mean-field correlations
realized by intersite Hubbard interactions are directly linked to the magnitude of the energy band gap. This gives
compelling evidence that the DFT+U+V method is suitable to describe the charge transfer insulating phase in
these materials.
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I. INTRODUCTION

Two-dimensional (2D) van der Waals materials have
emerged as a class of systems that have proven to hold great
potential for realizing new physics as well as novel techno-
logical capabilities. Among the families that have aroused
a high level of interest in recent times, the transition metal
dichalcogenides (TMDs) stand out. They exhibit an attrac-
tive combination of atomic-scale thickness, strong spin-orbit
coupling, direct band gap, and favorable electronic and me-
chanical properties [1]. This makes them interesting for basic
research and, for example, high-end electronics and spintron-
ics applications.

Even with these advances, there remain many 2D TMDs
that deserve to be investigated in more detail. To this category
belong the nickel dichalcogenides NiX2, with X = S, Se, Te.
This group of materials has been proposed theoretically [2,3]
in the 2H and 1T phases and also realized experimentally, in
the case of 1T NiSe2 [4]. The properties studied are related to
band engineering [5], thermoelectric efficiency [6], and anode
materials in batteries, and also superconductivity [7].

One of the ingredients that is lacking in these recent studies
is the inclusion of electronic interactions. As we know, the
presence of localized d orbitals in transition metals makes it
necessary that the correlation effects are accounted for so the
predicted physical properties are closer to reality. The level of
refinement in the treatment of interactions varies widely, and
factors that impact the selection of a method stems from the
size of the system, the type of the components, and the avail-
able computational resources. Examples of methods that treat
the interacting problem are the Hartree-Fock approximation
[8], GW approximation [9], mean-field approximations [10],
density functional theory (DFT) [11], dynamical mean-field
theory [9] and coupled cluster theory [12], which form just
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a limited list. Among the possible methods mentioned, mean-
field methods along with DFT, are the fastest and most flexible
in computational terms. This allows us to study systems with
considerable sizes and different kinds of structures without
high cost. Inside the DFT framework, one of the implementa-
tions of electronic interactions at the mean-field level that is
widely used is known as Hubbard-corrected DFT or DFT+U,
for its early implementation [13,14]. This formalism adds a
minimal term to the original DFT energy functional, which
accounts for on-site Coulomb repulsion (U) at the atoms with
localized orbitals [14]. This approach has been very successful
and, in recent years, it has been implemented in extended
form by including not only on-site parameters but also inter-
site interactions [15–17]. This last method is starting to be
used in studies of different materials [18–23], giving unique
perspectives on the incidence of interactions on the electronic
structure.

To study the effects of correlation in the NiX2 systems,
in this paper, we employ DFT with Hubbard corrections and
also with hybrid functionals to characterize NiS2 and NiSe2 in
the 1T monolayer form. We carry out a band-structure study
in momentum space along with real-space orbital character-
ization to explore the role of Coulomb interaction in these
systems at the mean-field level. A complementary charge
transfer phase is identified in both materials and its origin is
discussed.

The paper is organized as follows. First, we detail the
computational resources and corresponding settings for the
first-principles calculations. Next, we mention the more
salient structural properties of NiX2 in Sec. III A. The calcu-
lations using the noncorrected DFT methods are presented in
the Sec. III B along with the results of the electronic structure
using a hybrid functional. Also, we present a discussion of
the basic electronic features. This is followed in Sec. III C
by describing the main method used in the work, namely,
the application of the Hubbard-corrected DFT method. Next,
in Sec. III D, we outline the results for the magnetic phase
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FIG. 1. (a) The lattice structure of monolayer NiX2. (b) Two-dimensional Brillouin zone for the monolayer NiX2 systems. (c) Magnetic
phase diagram for UNi versus US for fixed intersite interactions Vi j . The range of values for UNi was taken from 0 eV to 9 eV and UX was taken
from 0 to 4 eV. UC (UX ) defines a line where the magnetic phase transition occurs. (d) Magnetic phase diagram for UNi versus VNiX for fixed
on-site interaction ŪX . The range of values for UNi was taken from 0 eV to 9 eV and VNiX was from 0 to 3 eV.

diagrams for the materials and motivate the approach to
construct suitable sets of parameters. In Sec. III E, the
self-consistent calculation of the Hubbard parameters by a
linear response (LR) approach, along with empirical sets
selected from previous works are presented. Comparison
of the aforementioned sets and their associated electronic
behavior, with respect to the hybrid functional outcome, is
addressed in Sec. III F. We conclude the paper with final
remarks and giving an outlook for future work. Additional
data and figures that complement the results and discussion
presented in the main text have been left as Supplemental
Material (SM) [24].

II. COMPUTATIONAL DETAILS

All calculations were carried out using the QUANTUM
ESPRESSO package (QE) [25]. We use three types of func-
tionals, namely, the standard Perdew-Burke-Ernzerhof (PBE)
functional, a modified PBE functional with Hubbard correc-
tions (also called DFT+U+V) according to implementations
in Ref. [15] and the hybrid HSE06 (HSE) functional [26]
with the ACE implementation [27]. Relaxed structures were
obtained at PBE and DFT+U+V levels with a force tolerance
of 10−2 eV/Å per atom and an energy tolerance of 10−8 Ry. A
vacuum layer of 20 Å was used to simulate the layered char-
acter of the systems. The energy cutoff for the self-consistent
calculations was set to 100 Ry for all cases with a tolerance
of 10−8 Ry. Calculations included the possibility of magnetic
final states without considering spin-orbit coupling, that is, a
spin-polarized setting. The k-space Monkhorst-Pack grid was
fixed to 15 × 15 × 1 points for all calculations. In the case of
the HSE functional, the Fock operator was calculated with a
q-space grid of 5 × 5 × 1 points.

For the LR calculations that allow the self-consistent com-
putation of the Hubbard parameters, the HP code was used
[28] as part of the QE suite. The code requires a self-consistent
ground state calculation of QE as a starting point. We use
the orthoatomic type of projectors for this calculation, which
sets the basis for the occupations matrices (see Sec. III E)
with Löwdin orthogonalized atomic orbitals. Well-converged
results for the values of the parameters were obtained using a
q-space grid with 5 × 5 × 1 points and a tolerance of 10−7 eV
for the response function χ , defined in Ref. [28].

III. RESULTS

A. Structural properties

As shown in Fig. 1(a), the nickel chalcogenides NiX2 in the
1T phase can crystallize in monolayer form with a trigonal lat-
tice structure. The transition metal is located at the corners of
the unit cell forming a triangular sublattice while the chalco-
gen atoms form a buckled hexagonal sublattice. This structure
is described by space group (SG) P3̄m1 (No. 164) [29]. This
symmorphic SG has 12 symmetries generated by spatial inver-
sion I , a threefold rotation about an axis perpendicular to the
monolayer plane, and a twofold rotation about an axis that is
in the monolayer plane along the lattice vector a1 + a2 [see
Fig. 1(a) for the lattice vector representation]. The relaxed
structure obtained from our calculations shows that a generic
Ni atom is sixfold coordinated, and the NiX 6 subsystem forms
a distorted octahedron. Thus, for instance, using NiSe2, we
obtained that the elongated Se-Ni-Se angle has a magnitude of
95.58◦, departing from the ideal right angle. Additional data
concerning lattice parameters and bond lengths arising from
the first-principles calculations detailed below are presented
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FIG. 2. (a) HSE electronic band structure for NiSe2. (b) PBE electronic band structure with orbital projections for (left) Ni d-orbitals and
(right) Se p orbitals. The color scale at the right is in states A2/eV units.

in Table S.1 in the SM. The values reported in this paper agree
well with previous studies [3,4,7].

One important consequence of the atomic landscape is that
Ni atoms experience the well-known crystal field splitting
associated to the interaction with chalcogen orbitals. This
splitting can be directly deduced from the SG information
by taking into account that the atom located at the unit cell
corner (1a Wyckoff position to be more precise [30]), have
a site symmetry isomorphic to point group (PG) 3̄m1. The
dimensionality of the irreducible representations of this PG
gives the maximal degeneracy that a set of orbitals can have.
Using the tabulated information from the Bilbao Crystallo-
graphic Server [31], we can see that the greatest degeneracy
that orbitals can have in this atomic environment is two. If
we take into account the basis of atomic orbitals, we can see
that, for example, d orbitals will split into three sets; one
nondegenerate orbital and two sets of orbitals, each with a
double degeneracy. The presence of these twofold degener-
ated orbitals will induce twofold degeneracies in momentum
space. This real space momentum space relation will dictate
the general form that the electronic structure will show in what
follows.

B. Orbital order and first electronic structure description

Although correlated systems could be studied by more
elaborate methods [9], we take here a mean-field approach
as this can serve as a baseline for understanding the inci-
dence of interactions in these TMD. The standard starting
point of this approach is to perform an electronic structure
at the level of the generalized gradient approximation (GGA)
with the PBE functional. In the following, we present results
for the NiSe2 monolayer and refer the reader to the SM
for analogous figures and data concerning the NiS2 mono-
layer. First, we present the NiSe2 electronic band structure
in Fig. 2(b). The plot also contains information about the
orbital projection along the high-symmetry path delimited by
the high-symmetry points in the Brillouin zone, as represented

in Fig. 1(b). The PBE projected bands show a clear tendency
even at this level; upper valence bands have a clear p-orbital
type coming from Se atoms. However, deep valence bands
have a more mixed character, they are formed by the strong
hybridization of Ni d orbitals and Se p orbitals, as expected
by the features of the lattice structure. This orbital energy
order is similar to the behavior observed in charge-transfer
insulators [32]. Specifically, when the p orbitals are on top of
the d orbitals in the valence bands, the material will present
a small or even negative charge-transfer gap [32]. This charge
transfer can be understood as the passing of electronic charge
from the p shell at chalcogen atoms to the d shell belong-
ing to the transition metal. This is formally represented as
dn p6 → dn+1 p5 and in this type of system, this process will
correspond to the low-energy excitations [33]. However, as
is well-known, PBE results consistently underestimate local-
ization effects and systematically tend to delocalize electrons
[11], which results in a sometimes deficient prediction of
the ground-state properties. For transition metal compounds,
this is a well-documented issue and methods to improve the
PBE results are needed to meet experiments [14]. Following
this line, we will explore two levels of extension of the PBE
results. In this section, we present the first one. In Fig. 2(a), the
electronic band structure resulting from using a hybrid HSE
functional is shown. This functional, by definition, includes
a part of the exact exchange [26]. The hybrid band structure
exhibits a gap of approximately 0.6 eV, which, as expected,
is greater than the PBE band gap, which has a magnitude of
∼0.1 eV. In the case of NiS2, the hybrid gap is approximately
1.0 eV, while the PBE calculation yields a value of ∼0.5 eV.
Another difference stems from the dispersion of top valence
bands and their interaction with deep valence bands. It can be
observed that the HSE result yields a clear separation between
the set of upper and lower valence bands and higher dispersion
for the upper valence bands. These effects can be traced to
including localization in the hybrid case. This can be observed
if we study the real-space orbital character of NiSe2 using the
local density of states. In Fig. 3, we compare in more detail the
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FIG. 3. (a) Integrated local density of states for (top panel) lowest conduction bands and (bottom panel) top of the valence bands with the
HSE functional for NiSe2. (b) Integrated local density of states for (top panel) lowest conduction bands and (bottom panel) top of the valence
bands with the PBE functional for NiSe2. In both cases, the valence band range is 0.4 eV from the top of the bands. The conduction band
integration range goes from the Fermi level to 1.5 eV.

level of localization for the low energy range of the system
obtained from the hybrid functional versus the PBE result,
represented by the integrated local density of states (ILDOS).
Although the results roughly coincide, a closer look shows
that the p-orbital contribution to the conduction bands is more
localized in the HSE case [Fig. 3(a), top] with respect to the
PBE result [Fig. 3(b) top]. Also, for the upper valence bands,
states situated at Ni atoms show a slightly more delocalized
appearance in PBE [Fig. 3(b) lower panel] in comparison with
the HSE case [Fig. 3(a), lower panel)]. The above discussion
indicates that including electron correlations in monolayer
NiX2 materials should play a key role in describing properties
derived from the electronic structure. In principle, we can stay
with the hybrid functional as the final result. However, hybrid
functionals suffer from technical complications related to the
computational effort to calculate the exact exchange, and this
fact hinders their utilization in broader applications. Also,
these kinds of functionals also lack other contributions to cor-
relation [9], and thus more sophisticated approaches should
be used, such as GW calculations and dynamical mean-field
methods. Despite this, the HSE result significantly improves
the bare PBE calculation. Thus, in the following, we take the
HSE ground state as a reference and compare it with another
method that tries to improve on the PBE level by includ-
ing Coulomb interactions at the mean-field level. It is worth
mentioning that for the hybrid calculations, a spin-polarized
calculation was carried out, allowing for a final magnetic
ground state. Yet no magnetic state was observed in our cal-
culations, even when changing the screening parameters.

C. DFT+U+V method

We have calculated the electronic structure of NiX2 materi-
als considering the inclusion of correlation through Hubbard
parameters. We introduce the parameters by resorting to a sim-
plified model to visualize this setting better. From the above

calculations, we can identify the Ni d orbitals and the Se (S) p
orbitals as the most important orbitals. Using a tight-binding
representation with no correlation, the low-energy Hamilto-
nian takes the following form:

H0 = εd

∑

α

d†
αdα + εp

∑

β

p†
β pβ

+
∑

αβ

tαβ (d†
α pβ + H.c.). (1)

Here d†
α and p†

β are the creation operators for an electron
in d orbitals and p orbitals, respectively. The terms in the
first line correspond to on-site energies, and the last term is
the hopping parameter that serves to implement hybridiza-
tion among Ni and Se orbitals. The inclusion of correlation
is realized as an extended Hubbard model that is expressed
as [32]

HUV = H0 + UNi

∑

α

ndα
ndα

+ UX

∑
npβ

npβ

+ VNiX

∑

〈αβ〉
ndα

npβ
+ VXX

∑

〈〈βγ 〉〉
npβ

npγ
, (2)

where X = S, Se.
In this Hamiltonian, ndα

and npβ
denote the occupation

operators for d and p orbitals, respectively. The second and
third terms represent the so-called on-site Hubbard parameters
that quantify the cost in energy of double occupancy for a d
orbital (UNi) and a p orbital (UX ). The fourth term, with the
coefficient VNiX , represents an extension of the theory to in-
clude the intersite interaction between occupations among the
d and p orbitals. The last term is also an intersite interaction
between the next-nearest neighbors of the Se-Se type in this
class of materials. In practice, we include two of these (Se-Se)
interactions; second and third neighbors. We stop at this level
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and leave more distant correlations outside the subsequent
calculations.

A DFT implementation of the interactions presented above,
with a self-consistent and rotational invariant character, is
employed for the calculation of the ground states. This level
of theory is customarily denoted as DFT+U+V [15]. We
do not enter into the details of the theory here as this has
been extensively exposed in recent works [18,19]. We only
mention that the formalism is based on the modification of the
original DFT framework by the addition of a correction term
EU,V giving a new energy functional E = EDFT + EU,V . The
key ingredients of the EU,V term are the so-called occupation
matrices nIJσ

m,m′ which are defined by the projection of the
Kohn-Sham eigenfunctions ψσ

μ (σ labels spin) on a set of
localized orbitals φI

m (J labels the atomic site and m labels
the orbital quantum number), such that [14]

nIJσ
m,m′ =

∑

μ

f σ
μ

〈
ψσ

μ

∣∣φJ
m′

〉〈
φI

m

∣∣ψσ
μ

〉
. (3)

The coefficients accompanying these matrices are the Hub-
bard on-site and intersite parameters presented above. The
nIJσ

m,m′ are obtained in a self-consistent way along the energy
computation and comprise an appropriate model for interac-
tions at the mean-field level, with the advantage of being part
of a fast and flexible framework.

As has been made patent by the model presented, the
Hubbard parameters will modify the localization character of
the orbital manifolds of interest. However, until recently, the
most used procedure was to set the parameters in a semiem-
pirical way, resorting to experimental references or previous
numerical benchmarks [34]. Presently, an alternative approach
is to calculate these parameters in a self-consistent manner and
various approaches have been made available [16,17,35].

To describe the reference hybrid calculations, we will put
into practice a semiempirical procedure, which makes use of
empirical parameters combined with the exploration of a LR
calculation. In the first place, to achieve a general picture
of the possible phases that the NiX2 materials have at the
DFT+U+V level, we construct phase diagrams based on sev-
eral ground-state calculations. With this knowledge at hand,
we explore different sets of parameters to assess the role of
the various Hubbard corrections.

D. Magnetic phase diagrams

The possible magnetic phases of the systems at the mean-
field level are identified by performing several DFT+U+V
calculations within a range of values for U and V parameters,
and the resulting phases are depicted in Figs. 1(a) and 1(b).
The obtained states show the presence of only two cases: a
nonmagnetic phase and a ferrimagnetic (FiM) phase with a
completely compensated magnetization. The magnetic mo-
ment distribution for this FiM phase in real space is presented
in the SM (Fig. S.9). The FiM phase is also metallic and suf-
fers from an enlargement of the unit cell due to the increment
of the interactions (see Table S.1 in the SM for a summary of
the geometric parameters obtained for the magnetic phases).
Observation of the trends in these calculations indicates
that the FiM state is very robust, as it is the only ground
state encountered for the range of values explored (without

considering eventual lattice distortions that could change the
SG symmetry). This FiM state appears even in the case where
only UNi is nonzero. An antiferromagnetic coupling forms the
FiM state among the Ni atoms and the surrounding chalcogen
neighbors. Considering all these facts, we can expect that the
final FiM state will be produced due to the difference in local-
ization of the p electrons in comparison with d electrons; the
more itinerant p electrons tend to metallize the system, while
d electrons will tend to stay localized. In the overall, above
a critical value UC for on-site Ni interaction, which is of the
order of ∼6.5 eV for both materials (when UX = 0), it will be
favorable to produce a conducting channel with only one type
of spin polarization, leaving the remaining channel insulating.
The critical value UC linearly decreases with an increasing
magnitude of the on-site parameter UX , thus forming a line of
critical values UC (UX ) in the phase diagram [see Fig. 1(a)].

On the other hand, we see that even when correlations are
important, the system can have a nonmagnetic insulating state.
These types of states could be similar to the ground state
obtained with the hybrid calculation.

E. Linear response calculation and empirical parameters

In this section, we illustrate different calculations with var-
ious sets of parameters as stated before. We start by presenting
the results of the LR method to see if it can give a state
similar to our reference calculation. For this paper, we use
the method formulated in Ref. [36]. The Hubbard parameters
are computed within this framework using density functional
perturbation theory. Section II presents the specific settings
used for the calculations in this paper. We now outline the
procedure that has been put forward for procuring a converged
set of parameters. First, the calculation needs an initial guess
for the Hubbard parameters. We have started from zero values
and, with this set, run a first calculation. One of the subtle
points is that our starting configuration concerns an insulating
phase with no magnetic state. However, as is well-known,
variations of the electron interaction strength could result in
magnetic states and also in metal-insulator transitions [32].
Thereby, after the initial LR computation (first shot), we car-
ried out a new ground-state computation with the obtained set
of parameters. This ground state is now used as the input of
a second shot for the LR calculation to see how parameters
vary. After this shot, the procedure explained after the first
shot is repeated until the magnitude of the parameters does
not change above a desired tolerance. For our purposes, we
set the threshold at 0.1 eV, where we noted that the elec-
tronic structure does not suffer appreciable changes for all the
considered parameters. This iterative process yields the LR
Hubbard parameters that are presented in Table I (labeled as
set 1) for both NiS2 and NiSe2. The final phase obtained from
LR is a magnetic metallic state; the already encountered FiM
state. In particular, we find a nonzero absolute magnetization
of ∼2.7 μB/cell for NiS2 and ∼3.1 μB/cell for NiSe2. The
electronic band structures that are obtained for these parame-
ters for both materials are presented in Figs. S.4– S.7 in the the
SM. Therefore, in comparison with our reference calculation,
the LR calculation does not give the correct ground state.

We now move on to consider other arrays of parameters
that allow us to survey other areas of the phase space. To
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TABLE I. Hubbard parameters for the different sets studied for
NiS2 and NiSe2. The last column reports the values for the first-
neighbor intersite interactions that give a band gap similar to the HSE
hybrid calculation. All values are in eV units.

Parameter set UNi UX VNiX V(1)
X X V(2)

X X VHSE−gap
NiX

NiS2 set 1 6.79 3.84 0.68 0.51 0.47 1.80
NiS2 set 2 5.00 2.00 0.51 0.47 1.80
NiS2 set 3 5.00 0.00 0.00 0.00 1.70
NiS2 set 4 2.00 0.00 0.00 0.00 1.70
NiSe2 set 1 6.50 3.53 0.61 0.45 0.41 2.20
NiSe2 set 2 4.50 1.50 0.45 0.41 2.20
NiSe2 set 3 4.50 0.00 0.00 0.00 2.20
NiSe2 set 4 1.5 0.00 0.00 0.00 2.00

motivate the selection of these sets, we consider the above
LR calculation and also take into account previous results that
employed Hubbard-corrected functionals. An important fact
about parameters U and V is that their magnitudes are weakly
dependent on the values taken by the rest of the parameters.
That is to say, for example, if we adjust the UNi value in
the calculation, the value obtained by only considering this
parameter as nonzero does not change appreciably when ad-
justed in conjunction with the intersite parameters or with
UX . This allows us to consider the variation of each value
independently.

If we now take into account the values of the on-site param-
eters used in previous works, we could see that the magnitudes
explored for UNi range from 4 eV to 8 eV [37–40]. A well-
known reference system is NiO, where in Ref. [34] values
of 6.8 eV and 5.9 eV were obtained for UNi with and with-
out considering the contribution of the O atom, respectively.
These values indicate that the LR outcome is giving sensible
results for UNi. However, if we want to make a comparison
with a system closer to those of this work, one of the best
candidates is the NiS2−xSex material with the pyrite structure
[41,42]. This material is known to be a charge transfer insu-
lator [41,43,44] and possesses a crystal field configuration for
the Ni atom, similar to the NiX2 materials analyzed here but
in bulk form [39]. The most used values for UNi in these type
of systems are 5 eV and 4.5 eV when considering S and Se,
respectively [42]. These values are lower than the LR result.
A possible explanation for this is that the magnitudes can be
affected by the inclusion of the Hund exchange interaction J
[32]. This interaction is not considered in the LR calculation
in its present form.

For the case of onsite UX interaction, we have found no re-
ported values for the pyrite structure, but for NiO in Ref. [34]
values for UO in the range of 8 to 9 eV have been reported.
Earlier results such as in Ref. [32], point that values of at
least 3 eV should be used for the O atoms. This gives an
idea that the chalcogen on-site parameter also have a sizable
magnitude and therefore the values obtained for UX in LR are
in accordance with this behavior.

Inspired by the above-mentioned studies, we construct
three additional sets of values. The values for each additional
set are presented in Table I. In particular, the motivation for
set 2 (for both materials) is to lower the on-site interactions
to previously reported values for UNi, such that an insulating

state with same intersite VXX parameters as in the LR calcula-
tion is realized. In the case of set 3, we keep the same on-site
interactions with respect to set 2 and take the intersite VXX

parameters to zero. Both sets, set 2 and set 3, try to simulate
the effect that will have, for example, the inclusion of the
Hund exchange on the onsite parameters. Finally, set 4 is a low
correlation state that serves as a complementary comparison.
As can also be noted from Table I, there are two entries for
the nearest neighbor interaction VNiX . The first entry is empty
in most cases because, as described in the following section,
VNiX will be used as a variable that is related to the control
of the charge transfer properties of NiX2. The other entry is
explained in the next section.

Thus, we will explore the implications of keeping most
Hubbard parameter values fixed while varying the VNiX pa-
rameter. A guideline that this is indeed plausible is that,
observing the UNi versus VNiX diagram in Fig. 1(d), even if
we start in the FiM region and move horizontally in the graph
to greater values of VNiX , we invariably end in a nonmagnetic
correlated state.

F. Band-gap energy and intersite Coulomb interaction

We now study how the electronic structure behaves under
the variation of the intersite interaction VNiX for the different
sets in Table I. It is appropriate to stress that the VXX inter-
actions do not have a substantial impact on the properties of
the systems. We have checked by further electronic structure
calculations that varying VXX , which are next-nearestneighbor
parameters, the localization properties, band dispersion, and
energy gap, are not significantly affected. This is the reason
for keeping these values fixed for each set for the rest of the
paper.

We first describe the computation with set 1 since it is
the most complete case, as it encompasses both magnetic and
nonmagnetic phases. The rationale is to increase VNiX beyond
values where a magnetic phase transition is produced, also
implying a metal-insulator transition. Both transitions happen
at almost the same VNiX values. The trend observed in the
process is that the absolute magnetization decreases when
VNiX grows. This happens up to a point where it abruptly
goes to zero. The critical values found were ∼1.4 eV for
NiS2 and ∼1.8 eV for NiSe2. This magnetic transition is also
accompanied by a reduction of the lattice parameter of the
unit cell in such a way that, after the transition, the system re-
covers the original lattice constant found in the noninteracting
GGA calculation. As a result, the system will no longer have
magnetic properties and will display an energy gap beyond
this point. At this stage, the most notable aspect is that as
the parameter increases, there is an increase in the energy gap
of the system. In simpler terms, there is a direct relationship
between the value of VNiX and the gap size.

To see if this behavior is general for the nonmagnetic
insulating phase, we take the other sets in Table I and perform
band-structure calculations with varying VNiX . From these
calculations, we compute the dependency of the gap energy
with respect to the intersite interaction and plot the results
for NiS2 and NiSe2 in Fig. 5. It can be extracted from these
results that the relation of intersite interaction with the size
of the gap is robust and independent of the other Hubbard
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FIG. 4. (a) Orbital-projected electronic band structure at the DFT+U+V level of NiSe2 with parameters from linear response with modified
VNiX parameter. The color scale at the right is in (states Å2)/eV units. (b) Integrated local density of states for (top panel) lowest conduction
bands and (bottom panel) top of the valence bands using the DFT+U+V functional with linear response parameters with modified VNiX .

parameters. This provides solid evidence that the main in-
gredient for describing the charge transfer effects in these
systems at the DFT+U+V level is the intersite interaction.
As an additional supporting calculation, we have tried to test
the effect of using only the U interaction on the energy gap.
We found that obtaining the same effects using only DFT+U
is not feasible. In the SM, we includ a calculation at this level
for the NiS2 case in Fig. S.8.

We can now compare the above-studied cases with the hy-
brid functional results. We must select a value for VNiX for this.
The criterion is to match the energy gap magnitude obtained
from the HSE calculation. We present the values that meet
this requirement in the last column of Table I. It can be seen
that for all sets studied, the value of the intersite interaction
VHSE−gap

NiX is similar, which suggests that the relationship is
sufficiently reliable.

As a representative example of the role of all parameters, in
Fig. 4(a) we present a band-structure calculation for set 1 (us-
ing V HSE−gap

NiX ), together with orbital localization information
in the form of an ILDOS in Fig. 4(b). It can be recognized
right away that the inclusion of correlation improves not only
the band-gap magnitudes but also gives a more localized char-
acter to the states for both Ni d orbitals and Se p orbitals,
which is mainly the effect of including the on-site U parame-
ters (a similar calculation for NiS2 is available in Figs. S.1 and
S.2 in the SM). Also, the dispersion of the top valence bands
becomes very similar to the hybrid bands in Fig. 2(a). This
can be verified by looking at the energy range that the two
top valence bands span in Fig. 4(a). A rough estimate gives
that these bands cover 2.8 eV, similar to the 2.5 eV that the
same bands cover in the hybrid bands. This is a significant
upgrade over the PBE result, which only spans 1.9 eV. Sim-
ilar outcomes are obtained for NiS2 as presented in Fig. S.3
in the SM.

The band-gap dependence on VNiX as displayed in Fig. 5
can be linked to the charge transfer properties of the mate-
rials. As discussed previously, without Hubbard corrections,

the system already shows an inverted valence band ordering
similar to the case of transition metal oxides [32]. At this
PBE level, if final orbital manifold occupations are computed,
it is obtained that for Ni atoms there exists a considerable
outer shell occupation of ∼9.2. Formally, Ni must be in a
state with d6. Conversely, the p shell of each Se (S) atom
finishes with an occupation of 4.4. Formally, the initial state
of this manifold is p6. Thus, we have evidence that a charge
transfer has occurred, where the p-shell occupation of each
chalcogen atom has changed by approximately 1.5. This im-
plies a p-hole formation, a well-known phenomenon in these
charge transfer systems [33]. The inclusion of correlations
alters occupations slightly. However, the tendency gives us
clues about the behavior of the electronic structure. Thus, if
we turn on correlations with nonzero Hubbard parameters,
the occupation of the Ni d shell decreases, and increases for
the Se (S) p shell. This is understandable because the rise in
electronic localization hinders charge transfer. However, the
system remains in the charge transfer regime as p orbitals
continue to be higher in energy with respect to d orbitals.

If we start in a FiM phase, and VNiX moves to higher values
for the range where the system is still in the FiM state; the
charge transfer process shows an opposite pattern of evolution
for different atoms and spins. That is, for the chalcogen atoms,
the majority spins get their occupations diminished while the
minority spins achieve greater occupations. In the case of the
Ni atoms, the behavior gets reversed. This mechanism con-
flates so the spin unbalance at each atom is utterly canceled.

If we start from a nonmagnetic phase or achieve it from
a phase transition from the FiM state (both cases are equiv-
alent), the augmentation of VNiX reduces the charge transfer.
This reduction is coupled with a new increase in localization,
which competes with the orbital mixing between Ni and Se (S)
atoms, The former is traduced in energy-level repulsion. This
implies that bonding d orbitals will get deeper in energy, sep-
arating from the bands with a predominantly p-type character.
Thus, the corresponding antibonding orbitals associated with
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FIG. 5. Band-gap energy dependence on the nearest-neighbor interaction VNiX for the sets in Table I for NiS2 and NiSe2.

the lower conduction bands will increase their energy. Overall,
the band gap grows, controlled by the value of the intersite
interaction. In other words, the increase of VNiX will make the
generation of charge-transfer excitations energetically more
costly, which traduces in a greater band gap.

IV. DISCUSSION AND CONCLUDING REMARKS

To put in perspective the findings obtained, we can make
a few additional remarks. First, although the PBE level al-
ready shows distinctive indicators of the charge transfer state,
such as the inverted band ordering, correlations must be in-
cluded in this type of system since it is a crucial competing
mechanism for covalency and orbital hybridization. As shown
above, it is the correlation that defines the magnitude of the
energy band gap, the valence band dispersion, and orbital
localization, which are important, for example, to study op-
tical responses. Also, sufficiently high on-site correlations
must be present in the system to realize a charge transfer
insulating state, as outlined in the Zaanen-Sawatzky-Allen
scheme [32,45].

Regarding the LR calculation, although this phase does not
seem to be the one that experimentally materializes [4], we
found that the calculation is useful to get an idea of the order
of magnitude of the parameters that the systems could have.
Also, considering the technical part, we have tried to amend
the outcome by starting from different insulating and metallic
states and, ultimately, the calculation consistently tends to
the featured magnetic phase. This could be linked to several
aspects. First, there is an already recognized issue related
to calculations on systems with a nearly full shell [28,36].

Complementarily, the method does not include the Hund ex-
change interaction, which, as we mentioned earlier, can be
important in these systems. Another issue to consider is the
adequate inclusion of Coulomb screening in the parameter
calculation as indicated, for example in Ref. [46]. Notwith-
standing, the LR calculation is only a guide that does not
have incidence in the main results of this paper. Then, the
sets of parameters presented here are valuable prospects for
performing future physical response computations involving
electronic correlation.

Viewing the entire array of results, if the insulating phase
is corroborated in subsequent studies, the charge transfer
phase will be an interesting system to analyze further. This is
because, as has been identified in other works, the p-hole for-
mation, also known as self-doping, could lead to other effects
when the system is perturbed [32,33,47,48]. The interplay
between the 2D character of the materials and this p-orbital
dominance could also lead to interesting phenomena.

In summary, we have put forward a detailed analysis of
the electronic structure of monolayer TMDs NiS2 and NiSe2,
using a variety of first-principles methods. This allows us to
ponder the role that electronic interaction plays at the mean-
field level. A hybrid HSE functional was used as the first
reference in that the inclusion of correlations is built-in in
its formulation. Comparison with modern Hubbard-corrected
PBE functionals allowed further understanding of the impor-
tance of localization and the relation to the charge transfer
effect. We demonstrate that nearest-neighbor intersite param-
eter VNiX is directly linked to the the energy band gap of
the ground state, as this interaction competes with the Ni-X
hybridization and controls the energy of the charge-transfer
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excitations. In the future, further analysis of this problem will
focus on enhancing the inclusion of correlation through more
advanced calculations, such as GW calculations. Investigating
how the DFT+U+V method measures up against other state-
of-the-art approaches would be quite intriguing. It would also
be interesting to explore how to improve the self-consistent
computation of Hubbard parameters for these systems
such that results agree with other first-principles methods.
Ultimately, our goal is to highlight the importance of in-

cluding more interaction parameters in studies like this.
Doing so could offer insights into the behavior of correlated
systems.
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