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Local dynamics and the structure of chaotic eigenstates
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We identify properties of the energy eigenstates in a family of chaotic spin-chain systems with local
interactions, which distinguish them both from integrable systems and from nonlocal chaotic systems. We
study the relation between the energy eigenstates of the full system and products of energy eigenstates of
two extensive subsystems. The magnitudes of the coefficients relating the two bases have a simple form as a
function of ω, the energy difference between the full system eigenstate and the product of eigenstates. This form
explains the exponential decay with time of the probability for a product of eigenstates to return to itself during
thermalization. We also find certain statistical properties of the coefficients. While it is generally expected that the
coefficients are uncorrelated random variables, we point out that correlations implied by unitarity are important
for understanding the transition probability between two products of eigenstates, and the evolution of operator
expectation values during thermalization. Moreover, we find that there are additional correlations resulting from
locality, which lead to a slower growth of the second Rényi entropy than the one predicted by an uncorrelated
random variable approximation. We expect that the above properties are universal in chaotic systems with local
interactions.
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I. INTRODUCTION

Characterizing universal properties of chaotic quantum
many-body systems is central to many areas of physics, rang-
ing from condensed matter to high-energy physics. A number
of universal features are known for the spectrum and energy
eigenstates. Early works concentrated on the distribution of
energy eigenvalues, whose local statistics have widely been
observed to obey the eigenvalue statistics of Gaussian ran-
dom matrices [1–10]. Physical properties of individual energy
eigenstates are elucidated by the eigenstate thermalization
hypothesis (ETH) [11,12] and subsystem ETH [13,14], ac-
cording to which a system in a generic energy eigenstate
behaves macroscopically like a thermal system.

The spectral statistics and ETH properties do not distin-
guish whether a system is local or not. However, the locality of
interactions in realistic physical systems has important conse-
quences. For example, there are bounds on the speed at which
local few-body operators grow or the rate at which quantum
information spreads between spatial regions [15–20]. Since
the dynamics of a system are fully determined by the energy
eigenstates and eigenvalues, locality must be encoded in the
spectral properties. On the other hand, since the projector
onto an energy eigenstate is a highly nonlocal operator, any
imprints of locality on it must be subtle. We identify examples
of such imprints in this paper.
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One can probe constraints from local interactions on the
structure of energy eigenstates by examining the behavior
of several dynamical quantities. Consider, for example, the
evolution of the Rényi entropies of a subsystem A during
the equilibration process of some nonequilibrium state |ψ〉
expressed in terms of the energy eigenbasis {|a〉} [21].

Sn,A(t ) = − 1

n − 1
log Tr[ρA(t )]n, n = 1, 2, ... (1.1)

ρA(t ) = TrB[e−iHt |ψ〉〈ψ |eiHt ]

=
∑
a,b

e−i(Ea−Eb)t ca
ψcb∗

ψ TrB(|a〉〈b|), (1.2)

|ψ〉 =
∑

a

ca
ψ |a〉 . (1.3)

For local systems, Sn,A(t ) is expected to exhibit linear growth
in t [22–24], which can be used to constrain the collective
behavior of coefficients ca

ψ .
A particularly useful setup to probe imprints of local dy-

namics is to divide the system into two extensive subsystems
A and B, and take |ψ〉 = |i〉A| j〉B to be a product of energy
eigenstates |i〉A and | j〉B of A and B. Below we abbreviate
|i j〉 ≡ |i〉A| j〉B. In this case, the equilibration of |i j〉 originates
solely from local interactions at the interface of A and B,
and it may be expected that sharper statements can be made
about the collective behavior of the corresponding coefficients
ca

i j . For definiteness, we will consider a one-dimensional spin
chain whose Hamiltonian H can be decomposed as H =
HA + HB + HAB, with HAB the local interaction between A and
B. See Fig. 1.
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FIG. 1. In (1 + 1) dimensions, the interaction term HAB is sup-
ported on an O(1) number of sites across the boundary between A
and B.

We can consider a few interesting dynamical quantities
during the approach to equilibrium in this context, in addi-
tion to (1.1). One such quantity is the return probability as a
function of time,

P(t ) = |〈i j|e−iHt |i j〉|2 =
∑
a,b

∣∣ca
i j

∣∣2∣∣cb
i j

∣∣2
e−i(Ea−Eb)t . (1.4)

For a generic state |ψ〉, the return probability 〈ψ |e−iHt |ψ〉 is
exponentially small in the system size L at any time t of order
O(L0). For example, for a product state between all sites of
the system, the return probability shows a Gaussian decay of
the form [25]

〈ψ |e−iHt |ψ〉 = c e−�2
prodt2

, (1.5)

where c is an O(1) constant, and

�2
prod = 〈ψ |H2|ψ〉 = O(L). (1.6)

If we ignore exponentially small values in the thermodynamic
limit, this quantity therefore does not show a nontrivial evolu-
tion at any O(1) or larger time scale [26]. However, for states
of the form |i〉A| j〉B, since H differs from HA + HB only by a
local term, we may expect (1.4) to have nontrivial dynamics
for O(1) times. By studying this quantity in local chaotic spin
chains in this paper, we find that this is indeed the case. As
we discuss in Sec. III, P(t ) exhibits exponential decay with
an O(1) decay time scale 1/�. Due to the one-dimensional
nature and translation invariance of the system, � can be
interpreted as an emergent energy scale characterizing the
local dynamics of the system.

Another quantity we consider is the time evolution of tran-
sition probability from one product of eigenstates to another,

Pi j,xy(t ) = |〈xy|e−iHt |i j〉|2 =
∑
a,b

e−i(Ea−Eb)t ca
i jc

a∗
xy cb∗

i j cb
xy .

(1.7)

Again, since the time evolution is governed by HAB, this
quantity turns out to have a nontrivial evolution in the ther-
modynamic limit, as we discuss in Sec. IV. From (1.4) to
(1.7) to (1.2), the dynamical quantities defined above probe
increasingly more subtle correlations along ca

i j : P(t ) probes
only the collective behavior of |ca

i j |, while the transition prob-
abilities (1.7) are also sensitive to the phases of ca

i j and probe
correlations among four of them. The Rényi entropies Sn,A(t )
probe correlations among at least eight such coefficients
(for n = 2).

The structure of ca
ψ has been discussed in earlier papers

in different contexts for different types of |ψ〉 [11,27–34].
A common ansatz is that ca

ψ can be treated as independent
and identically distributed (iid) complex Gaussian random
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FIG. 2. A cartoon comparison between the behavior of S2,A(t ) for
an extensive subsystem A in a chaotic spin chain and the behavior
implied by the EB ansatz. From the EB ansatz, the O(L) saturation
value is first reached at an O(1) time, which is inconsistent with
locality.

variables. In particular, for ca
i j , the “ergodic bipartition (EB)”

ansatz of [29] states that

ca
i j = 0, ca

i jc
b∗
kl =

{
1
N δabδikδ jl |Ea − EA,i − EB, j | � �

0 |Ea − EA,i − EB, j | > �
,

(1.8)

where N is a normalization constant and � is an energy scale,
which does not scale with the volume of the system. The EB
ansatz leads to simple analytic expressions for the nth Rényi
entropies in an energy eigenstate |a〉 of the full system, which
have been confirmed numerically in chaotic spin chains [29].

However, on applying the EB ansatz to P(t ), Pi j,xy(t ), and
Sn,A(t ) (for |ψ〉 = |i〉A| j〉B), we find unphysical predictions for
all three quantities. See Fig. 2 for a cartoon comparison for
S2(t ). The evolution from the EB ansatz shows large oscilla-
tions, and first reaches the equilibrium value at a time scale,
which is independent of the volume of the system. This is
incompatible with locality, as it has been shown [16–20,35]
that in a system with local interactions, the Rényi entropies
can grow at most linearly with time. Similarly, applying the
EB ansatz to the calculation of P(t ) leads to large oscillations
and is not compatible with exponential decay observed in
local systems. For Pi j,xy(t ), (1.8) predicts that this quantity
reaches its saturation for any O(1) time scale, in contrast
to the nontrivial evolution at O(1) times that we observe in
Sec. IV below.

In this paper, we make a number of observations about the
collective properties of the coefficients ca

i j in a class of chaotic
spin-chain systems, which we expect to hold universally in
chaotic systems with local interactions. These properties help
explain the evolution of the above dynamical quantities during
thermalization. Below, all overlines denote averaging over an
O(1) number of energy levels close to a1, i1, i2, and other
indices. We summarize our main results below:

(1) We find that |ca
i j |2 can be approximated in a simple

form as a function of ω ≡ Ea − Ēi j , where Ēi j = 〈i j|H |i j〉.
The function is given by

f (ω) = eS(
Ea+Ēi j

2 )|ca
i j |2 =

{
C0

ω2+�2 |ω| � σ

C1e−λ|ω| |ω| � σ
, (1.9)
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where S(E ) is the thermodynamic entropy, σ > �, and in
1 + 1 dimensions, all constants appearing in the above ex-
pression are O(1). We provide a general analytic argument for
this functional form with inputs from random matrix theory,
which also applies in higher dimensions (see Sec. III D and
Appendix C). In higher dimensions, � and σ both scale as
some power of the area of the boundary of A. The time scale
for the exponential decay of P(t ) at intermediate times is 1/�.

(2) To explain the evolution of the transition probability
Pi j,xy(t ) using (1.7), we propose the following minimal model
for the average of four ca

i j . Here m1 should be seen as short-
hand for i1, j1,

ca1
m1 ca2

m2

∗cb1
n1 cb2

n2

∗ = ∣∣ca1
m1

∣∣2 ∣∣cb1
n1

∣∣2(
δa1a2δb1b2δm1m2δn1n2

+ δa1b2δb1a2δm1n2δn1m2

)
− ka1,b1,m1,n1

(
δa1a2δb1b2δm1n2δn1m2

+ δa1b2δb1a2δm1m2δn1n2

) + ... (1.10)

Here ka,b,m,n is O(e−3S ), and can be parameterized by a
smooth function g(ω1, ω2, ω3) of the energy differences ω1 =
Ea − Eb, ω2 = Ēm − Ēn, ω3 = (Ea + Eb) − (Ēm + Ēn).

If we assumed that the ca
i j were iid Gaussian random

variables, we would only have the first line in the above
expression. This assumption would lead to the unphysical
prediction that Pi j,xy(t ) is equal to its saturation value for any
O(1) time.

The correlations in the second line are needed to ensure
that |〈m|n〉|2 = |〈a|b〉|2 = 0 for a �= b and m �= n. They are
also sufficient to describe the evolution of the transition prob-
ability at leading order in e−S , which depends on both f (ω)
and g(ω1, ω2, ω3). A more detailed discussion of the physical
motivation for (1.10) can be found in the part of Sec. IV B
leading up to (4.13).

(3) The average in the first two lines of (1.10) is nonzero
only for a particular set of index structures, which is motivated
by averages over random unitary matrices. We find for a local
chaotic spin chain that the average is also nonzero at O(e−3S )
for certain other index structures not explicitly included in
(1.10). We propose a general ansatz for these correlations in
(4.28). While these additional correlations do not play a role
in the evolution of P(t ) and Pi j,xy(t ), they explain the evolution
of

C(2)(x1y1, i j, i j, x2y1; t )

= 〈x1y1|e−iHt |i j〉〈i j|eiHt |x2y1〉, x1 �= x2. (1.11)

If there were no further contributions to (1.10) at O(e−3S ), we
would predict that this quantity is zero at O(e−S ). We find
numerically that it is nonzero at O(e−S ) and has a nontrivial
time evolution at O(1) times.

(4) For the average of eight factors of ca
i j , we again have

correlations beyond the minimal ones required by the unitarity
of the change of basis from {|a〉} to {|i j〉}, as summarized in
(5.11). Such correlations play a dominant role in the evolution
of the second Rényi entropy S2,A(t ). As a result of these
correlations, the rate of entanglement growth is slower than it
would be on assuming the generalization of the first two lines
of (1.10) for eight factors of ca

i j . Since the rate of entanglement
growth is constrained by the locality of interactions, these

unexpected correlations are important imprints of locality on
the eigenstates.

(5) The correlations implied by unitarity also play a role
in the evolution of expectation values of local operators in the
state |i j〉. We find a simple expression (6.12) for 〈i j|W (t )|i j〉
for a local operator W in terms of the functions f (ω) and
g(ω1, ω2, ω3) introduced in results 1 and 2. We also discuss
the interplay of the properties of ca

i j with the eigenstate ther-
malization hypothesis.

Among these main results, points 1, 2, and 5 have direct
analogs in nonlocal systems with an interaction Hamiltonian
modeled by a sparse and/or banded random matrix, where
the bandwidth of the random matrix distribution maps to the
energy scale � in our paper. Various analytic results along
these lines have been established in [36–42]. On the other
hand, we expect that the higher-point statistical correlations
between ca

i j coefficients in 3 and 4 are unique to systems with
spatial locality.

The plan of the paper is as follows. We introduce the setup
and model in Sec. II. In Sec. III, we discuss the structure of
the absolute values |ca

i j | and how it explains the evolution
of the return probability. In Sec. IV, we discuss the phase
correlations among the ca

i j needed to explain the time evolu-
tion of the transition probability. We study the evolution of
the second Rényi entropy and the further phase correlations
implied by it in Sec. V. In Sec. VI, we discuss the evolution
of correlation functions and the interplay with the eigenstate
thermalization hypothesis. We discuss some future directions
in Sec. VII. A detailed comparison to an earlier ansatz of [30]
is discussed in Appendix A. Appendices B and C justify some
of the approximations used in the main text.

II. SETUP

In this paper, we will use as an illustration the following
family of spin-chain models in (1 + 1) dimensions:

H =
L−1∑
i=1

Sz
i Sz

i+1 + h
L∑

i=1

Sz
i + g

L∑
i=1

Sx
i . (2.1)

With a choice of the parameter g (we will use g = −1.05),
the system is integrable for h = 0, and chaotic for sufficiently
large h. We are interested in the thermodynamic limit with the
number of lattice sites L going to infinity. The energy eigen-
states of H are denoted as |a〉 with eigenvalues Ea. We use
dEeS(E ) to represent the number of energy eigenstates of H
within the energy interval [E , E + dE ]. In the thermodynamic
limit, we have Ea, S(E ) ∝ L, with Ea going from −∞ to +∞,
and the maximal value of S(E ) occurring at E = 0. We can
associate an inverse temperature β(E ) to energy E by

β(E ) = dS(E )

dE
, β(E + δE )

= β(E ) + O(1/L), for δE ∼ O(L0) . (2.2)

While our explicit numerical results will be restricted to
(2.1), we expect our conclusions may be applicable to general
chaotic systems including those in higher dimensions.
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Now divide the system into two extensive subsystems, A
and B. The total Hamiltonian can then be split as

H = HA + HB + HAB, (2.3)

where HA and HB are supported only on A and B respectively,
and HAB is a local interaction term supported on the boundary
between A and B. Let |i〉A, | j〉B denote the eigenstates of
HA, and HB respectively, with eigenvalues EA,i and EB, j . The
expectation value of H in |i j〉 ≡ |i〉A| j〉B is given by

Ei j ≡ 〈i j|H |i j〉 = EA,i + EB, j + 
i j, 
i j ≡ 〈i j|HAB|i j〉
(2.4)

and the variance is given by

σ 2
E ,i j ≡ 〈i j|(H − Ei j )

2|i j〉 = 〈i j|H2
AB|i j〉 − 
i j

2. (2.5)

Given that HAB is L independent, 
i j and σE ,i j are both of
order O(L0) [43]

The evolution of a product of subsystem eigenstates |i j〉 by
the full Hamiltonian H is an example of equilibration to finite
temperature, where the effective temperature T is associated
with the average energy density of |i j〉. Here the equilibration
process is driven by the presence of local interactions HAB,
so that this setup provides an ideal laboratory for exploring
consequences of locality. From (2.4) and (2.5), |i j〉 is expected
to equilibrate to the microcanonical ensemble at energy Ei j ,
in the sense that at late times it macroscopically resembles a
universal equilibrium density matrix ρ(Ei j ).

At infinite temperature, aspects of the equilibration process
can deduced from universal properties of operator growth in
chaotic systems [44–46]. This approach has the advantage that
locality is built in at the outset, but it has not been clear how
to generalize it to finite temperature. Moreover, this approach
does not provide insight into the effects of locality on the
structure of energy eigenstates.

Instead, we will consider the decomposition

|i〉A| j〉B =
∑

a

ca
i j |a〉 (2.6)

and study the evolution of |i〉A| j〉B in terms of properties of the
coefficients ca

i j . As discussed in Sec. I, the behavior of quan-
tities such as the return probability (1.4) and Rényi entropies
(1.1) and (1.2) can be used to infer the imprints of locality
on the energy eigenstates. We explore the extent to which the
coefficients ca

i j have a universal structure, and which aspects
of this structure are related to various dynamical properties
[47]

III. AMPLITUDE STRUCTURE AND
RETURN PROBABILITY

In this section we will first describe our main results for the
structure of the amplitude |ca

i j | in a local chaotic system, and
then provide numerical evidence and analytic arguments for
these properties.

A. Universal structure of the amplitude |ca
i j|

Our main proposal is that in a chaotic system with local
interactions,

eS(
Ea+Ēi j

2 )
∣∣ca

i j

∣∣2 ≈ f

(
Ea + Ēi j

2
, Ea − Ēi j

)
, (3.1)

where f is a smooth function of the average energy Ea+Ēi j

2 and
the energy difference Ea − Ēi j . We refer to f as the eigenstate
distribution function (EDF), as it characterizes the spread of
the full system eigenstates in a reference basis of products of
subsystem eigenstates. In more general contexts, this function
is sometimes referred to as the local density of states (LDOS)
in the literature.

In the model (2.1), we find that the approximation of the
left-hand side (LHS) of (3.1) by a smooth function improves
rapidly on increasing the value of h (with g = −1.05 fixed),
consistent with the expectation that the system becomes more
chaotic. As we discuss below, a quantitative measure of the
smoothness of the function can thus provide a diagnostic for
the onset of chaos in this family of Hamiltonians.

We will provide evidence for the following properties
of f :

(1) f has a finite limit in the thermodynamic limit
L → ∞.

(2) f has support only for ω ≡ Ea − Ēi j ∼ O(L0) in the
L → ∞ limit.

(3) f depends weakly on Ea+Ēi j

2 . More explicitly, we
expect that f (E + δE , ω) ≈ f (E , ω) + O(1/L) for δE ∼
O(L0). So below for notational simplicity we will often write
f (ω), only keeping the second argument explicit.

(4) In the chaotic regime of the Hamiltonian (2.1), we find
that f fits well to the following simple functional form:

f (ω) =
{

C0
ω2+�2 |ω| � σ

C1e−λ|ω| |ω| � σ
, (3.2)

where the constants �, Ci, σ , and λ are all O(L0), and in
particular σ is an energy scale a few times larger than �.
We expect that f (ω) is a smooth function that interpolates
between the two regimes in (3.2).

A Lorentzian regime has previously been seen for |〈a|ψ〉|2
for other choices of |ψ〉, in particular for product states, using
ideas from random matrix theory [11,33,48]. We provide an
analytic argument for the Lorentzian regime for the case of
|ψ〉 = |i j〉 in Sec. III D, which makes use of similar ideas
from random matrix theory. We argue that the Lorentzian
also applies in higher-dimensional systems, where � and σ

both grow with the area of the boundary of A. We therefore
conjecture that is universal for sufficiently small ω in any local
chaotic system, although the value of the constants depend on
microscopic details.

(5) Using general arguments for any system with local
interactions along the lines of the Lieb-Robinson bounds, we
show that the EDF must obey the following upper bound in
any spatial dimension:

f (ω) � Ce−( |β|
2 +γ )|ω|, β = S′

(
Ea + Ēi j

2

)
≈ S′(Ēi j ),

(3.3)
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where γ is an O(1) constant determined by details of the
interactions in the system, and C is a constant, which does
not scale with volume V but can scale with the area of the
boundary of A in higher dimensions. Equation (3.3) constrains
the asymptotic behavior for large ω, and is consistent with the
numerical result (3.2).

We discuss the implications of (3.2) for P(t ) in Sec. III B,
where we will show that it leads to exponential decay, which
is consistent with explicit numerical computation of P(t ). The
direct numerical supports for (3.1) and (3.2) are given in
Sec. III C. Heuristic analytic arguments for the two regimes
of (3.2) are given in Sec. III D, and the proof for (3.3) is given
in Sec. III E.

A proposal similar to (3.1) was previously made by Murthy
and Sredniki in [30]. Here we point out some differences with
their approach and results. Reference [30] used a statement
similar to (3.1) as a starting point, and then argued for cer-
tain properties of the EDF using the eigenstate thermalization
hypothesis. In this paper, we numerically test the validity
of using a smooth function on the right-hand side (RHS)
of (3.1), and find it to be a nontrivial property of chaotic
systems, which distinguishes them from integrable systems.
Reference [30] argued that f (ω) is a Gaussian in two or higher
spatial dimensions. Here, we find explicitly for one spatial
dimension that f (ω) is given by a Lorentzian at small ω and
an exponential at large ω, and argue that we should also see
the Lorentzian regime in higher dimensions. While there is
no discrepancy in one spatial dimension, where the arguments
of [30] do not apply, there does seem to be a discrepancy in
higher dimensions. We examine the argument of [30] in more
detail in Appendix A, and discuss some potential limitations
of it.

We close this subsection by mentioning some kinematic
constraints on f . From the normalization of |i j〉,

1 =
∑

a

∣∣ca
i j

∣∣2 =
∫

dω e
ω
2 β(Ēi j ) f (ω), (3.4)

where we have approximated the sum over a by
∫

dEaeS(Ea ),
and used that f is supported for ω ≡ Ea − Ēi j ∼ O(L0)

and S(Ea) − S( Ea+Ēi j

2 ) ≈ ω
2 β(Ēi j ), with β(Ēi j ) = dS

dE |Ēi j
≈

β( Ea+Ēi j

2 ) + O(1/L). Assuming that the product of the density
of states of HA and HB is approximately equal to the density
of states of H (we justify this approximation in Appendix B
below), the normalization of |a〉 leads to a similar constraint,

1 =
∑

i j

∣∣ca
i j

∣∣2 =
∫

dω e− ω
2 β(Ea ) f (ω). (3.5)

From (2.4) and (2.5)

0 =
∫

dEa eS(Ea )(Ea − Ēi j )
∣∣ca

i j

∣∣2

=
∫

dω e
ω
2 β(Ēi j ) f (ω)ω, (3.6)

σ 2
E ,i j =

∫
dEa eS(Ea )(Ea − Ēi j )

2
∣∣ca

i j

∣∣2

=
∫

dω e
ω
2 β(Ēi j ) f (ω)ω2 . (3.7)

Equation (3.3) ensures that the integrals (3.4)–(3.7) are con-
vergent. All equations can be satisfied for arbitrary i, j due to
the weak dependence of β(Ēi j ) and f on Ēi j .

B. Evolution of P(t )

In this subsection, we discuss the implications of (3.1) and
(3.2) for the return probability (1.4) and compare them with
explicit numerical computations.

From (1.4) and (3.1) we have

P(t ) ≈ |θ (t )|2, θ (t ) =
∫ ∞

−∞
dω eβω/2 f (ω) e−iωt , (3.8)

where β = S′(Ēi j ). At early times, expanding e−iωt in the
integrand of θ (t ) in Taylor series, we find

θ (t ) =
∫

dω eβ/2ω f (ω)
∑

n

(−iωt )n

n!

= 1 − 1

2
σ 2

E ,i j t2 + O(t3), (3.9)

where we have used (3.4)–(3.7). That the small t expansion
(3.9) is well defined is warranted by (3.3). Hence to quadratic
order in t ,

P(t ) ≈ 1 − σ 2
E ,i j t2 + O(t3). (3.10)

We verify this quadratic decay of P(t ) at early times in
Fig. 3(a). The numerical coefficient of the quadratic fit
is very close to σ 2

E ,i j = 1. To understand this value, we
recall that σ 2

E ,i j = 〈i j|H2
AB|i j〉 − 〈i j|HAB|i j〉2. Since HAB is

a product of two Pauli-Z operators across the cut, the
first term is 〈i j|H2

AB|i j〉 = 1. As for the second term,
limL→∞ 〈i j|HAB|i j〉 = 0 whenever |i〉, | j〉 are at effective
temperatures above the critical temperature for the Z2

symmetry-breaking phase transition. These facts together im-
ply that for states sufficiently close to the middle of the
spectrum, σ 2

E ,i j ≈ 〈i j|H2
AB|i j〉 = 1 at finite but large L.

For t 
 1
σ

, the quadratic scaling breaks down and transi-
tions to an exponential decay. To understand this behavior, we
invoke the functional form of the EDF in (3.2). For simplicity
we consider initial states with β = 0 and make the following
decomposition:

f (ω) = fL(ω) + fres(ω),

fL(ω) = C0

ω2 + �2
, | fres(ω)| � | fL(ω)|. (3.11)

Upon taking a Fourier transform,

P(t ) = C2
0 π2

�2
e−2�t + 2

C0π

�
e−�t fres(t ) + fres(t )2, (3.12)

where fres(t ) = ∫
dωe−iωt fres(ω). Generally, there are two

possible scenarios for the large t behavior of P(t ): (1) If the
singularities of fres(ω) satisfy | Im ωsing| > �, then regardless
of the precise functional form of fres(ω), the single expo-
nential decay e−2�t of P(t ) dominates at late times. (2) If
fres(ω) has singularities closer to the real axis, or if fres(ω)
is not analytic at all, the asymptotic late-time decay will be
controlled by P(t ) ≈ fres(t )2. In Fig. 3(c), we see that the
numerical exponential decay rate of P(t ) is close to 2�, in
favor of scenario (1).
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Ēij ≈ 4

−4.0 −3.5 −3.0 −2.5 −2.0 −1.5 −1.0 −0.5 0.0

log t

−8

−7

−6

−5

−4

−3

−2

−1

0

lo
g

(1
−

P
(t

))
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FIG. 3. Return probability P(t ) for various factorized states with different values of Ēi j . The top/bottom panel shows the early/intermediate
time behavior of P(t ) at L = 22/L = 20. At early times, curves at different energies perfectly align and fit very well to the expected quadratic
form. The coefficient of the quadratic term �2

i j ≈ 1 for Ēi j ∈ [−4, 4], consistent with the analytic prediction. Following this quadratic regime,
P(t ) decays exponentially for an extended range of time, until finite-size effects begin to dominate at late times. One can numerically estimate
the decay rate by fitting − log P(t ) to a linear function for intermediate times (i.e., after the quadratic regime and before saturation). Using data
from Ēi j ∈ [−6, 6], we estimate the decay rate to be 0.98 ± 0.13, which is consistent with the Lorentzian prediction 2� ≈ 0.94.

In a finite-size system, the decay of P(t ) must eventually
be cut off at t = O(L) as P(t ) saturates to an O(e−S ) value,

lim
t→∞ P(t ) ≈ lim

T →∞
1

T

∫ T

0
dt

∑
a,b

∣∣ca
i j

∣∣2∣∣cb
i j

∣∣2
eit (Ea−Eb)

≈
∑

a

∣∣ca
i j

∣∣4 ≈ e−S(Ēi j ) f 2(0). (3.13)

Thus we expect the exponential decay to hold in the range

1

σ
� t � S(Ēi j )

2�
. (3.14)

Note that P(t ) is a special case of a quantity called the
Loschmidt echo

L(t ) = |〈ψ |e−iH ′t eiHt |ψ〉|2, H ′ = H + H1, (3.15)

which characterizes the sensitivity of the system to small
perturbations of the Hamiltonian. This quantity has been ex-
tensively studied in the context of quantum chaotic few-body
systems [49,50], where ||H1|| is taken to be sufficiently small

that we can apply perturbation theory, and (3.15) is found to
decay exponentially with time. It has also been studied for
quantum many-body systems, where on taking H1 to act on
an O(1) number of sites, and |ψ〉 to be a product state, (3.15)
decays exponentially or faster with time [51]. P(t ) is a special
case of (3.15) for |ψ〉 = |i j〉 and H1 = HAB.

C. Numerical results in spin-chain models

In this section, we numerically test the approximation (3.1)
for the family of Hamiltonians in (2.1), with g = −1.05, and
h varied from 0 to higher values. By the standard measures of
chaos through spectral statistics, the h = 0 case is integrable,
while the h = 0.5 case, and most generic values of h, are
chaotic [23,52,53].

Fixing some eigenstate |a〉 of H , we evaluate the LHS

of (3.1) by averaging the quantity eS(
Ea+Ēi j

2 )|ca
i j |2 over |i j〉

in a small energy interval Ē ′
i j ∈ [Ei j − σ/2, Ei j + σ/2] with

σ = 0.2. We then plot this quantity as a function of the energy
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FIG. 4. Scatter plot of the LHS of (3.1) evaluated with five different choices of Ea near Ea = 0 for a chaotic (left) and integrable (right) spin
chain at system size L = 14. The black curve is the average over five states for each model. The sample-to-sample fluctuations for different
choices of Ea are much larger in the integrable case.

difference Ei j − Ea. The results for the cases h = 0.5 and
h = 0 are shown in Fig. 4, for a few different choices of Ea

within a much smaller energy range . In the chaotic system,
the resulting plot turns out to be approximately the same for
the different nearby values of Ea. In the integrable system,
there is much greater fluctuation between plots for nearby
energies.

A related immediate observation from Fig. 4 is that after
averaging over a few states with nearby values of Ea, the func-
tional form of (3.1) is much smoother for chaotic systems than
for integrable systems. It is expected that for finite-system
size, the model (2.1) with g = −1.05 has a crossover from
integrable to chaotic behavior at some small finite value of
h [54] This suggests that there should be a rapid increase in
how well the quantity on the LHS of (3.1) is approximated
by a smooth function on increasing h from 0. We confirm this
expectation in Fig. 5. To quantify the smoothness, we consider

the averaged curves fh(ω) for Ea = 0 (as in the black curves
of Fig. 4) for different values of h, and smooth the averaged
curves using a Savitzky-Golay filter [55]. We then measure the
difference between the actual curve fh(ω) and its smoothed
version fh, smooth(ω) using the χ2 statistic,

χ2(h) =
n∑

i=1

( fh(ωi ) − fh,smooth(ωi ))
2

fh,smooth(ωi )
, (3.16)

where n is the number of choices of ωi over which we sam-
ple the function. As shown in Fig. 5, χ2 decreases rapidly
with h, indicating the improvement of the smooth approxi-
mation. From this measure, for L = 14, the onset of chaos
occurs around h = 0.1. This value roughly coincides with the
onset of random matrix energy-level statistics in the same
family of models, as seen in Fig. 6. The onset of chaos for
finite-system size in terms of properties of eigenstates has
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FIG. 5. (Left) Comparison between the quantity on the LHS of (3.1) and the Savitsky-Golay smooth approximation to it (black curves)
for a few different values of h close to the integrable point h = 0. (Right) The quantity χ2(h) in (3.16) as a function of h, which measures the
proximity between the smooth approximation and the raw data. Both plots are for system size L = 14.
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FIG. 6. The ratio statistics r of the energy eigenvalues, introduced in [56], for the model (2.1) with fixed g = −1.05 and h going from 0 to
0.6 at system size L = 14. The quantity r is the average over all energy levels n of rn = min(δn, δn+1)/max(δn, δn+1), where δn = En+1 − En.
The red/purple lines show the characteristic values of this average in the GOE/Poisson distributions, which are expected to match the values
in chaotic/integrable systems.

previously been studied using other measures in, for instance,
[57,58].

Let us now discuss the universal properties of the smooth
eigenstate distribution function f (ω) in the chaotic regime,
using the case with h = 0.5 as the representative example. We
first consider the dependence of f (ω) on the system size, and
verify that its functional form is independent of L, as shown
in Fig. 7.

Next, we verify that EDF has a weak dependence on the
average energy (Ea + Ēi j )/2. In the left panel of Fig. 8, we
carry out the same averaging procedure used to evaluate the
EDF in the black curve in Fig. 4, now considering different
values of Ea, and making a small shift on the ω axis so that
the peaks of the different cases coincide. We find that the
curves approximately coincide, indicating that f (Ea − ω

2 , ω)

are close for different choices of Ea. In the right panel of
Fig. 8, we contrast this with the behavior of the quantity
eS(Ēi j )|ca

i j |2 considered in [30], which has a stronger depen-
dence on the average energy.

Finally, we study the universal functional form of f . By
fitting the function in different regimes as shown in Fig. 9,
we obtain the piecewise form (3.2). Note that we expect the
O(1) numbers �, σ and λ in (3.2) to depend on details of the
system. We compare the best fit to a Gaussian form, which
works well for a much smaller range of |ω|. As mentioned in
the previous subsection, this is expected as the arguments of
[30] do not apply in one spatial dimension.

In the remaining discussion, we explain aspects of this
universal functional form and consider its consequences for
dynamical quantities.
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FIG. 7. EDF evaluated at increasing system sizes L, with fixed energy Ea ≈ 0. On the left panel (where the y axis is linear scale), the
difference between curves at different values of L cannot be resolved when ω is large. To emphasize that even the large ω regime is independent
of L, we also show the log-linear plot in the right panel.
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FIG. 8. On left/right panel, the quantity eS(Ēi j )|ca
i j |2 and the quantity eS(

Ēi j +Ea
2 )|ca

i j |2 as a function of ω = Ēi j − Ea for nine different values
of Ea at system size L = 16. In both panels, for different values of Ea, a small horizontal shift is applied so that the peaks are aligned. It is clear
that at large ω, the adjustment of entropy factor in the right panel corrects for the systematic dependence on Ea observed in the left panel. This
provides further justification for the definition of the eigenstate distribution function in (3.1).

D. Physical argument for the form of the eigenstate
distribution function

The accurate fitting of f (ω) to a Lorentzian at sufficiently
small ω and an exponential at large ω suggests the existence
of some simple underlying principles. Here, we motivate the
Lorentzian regime using random matrix universality and spa-
tial locality as inputs. This argument also allows us to relate
the width of the Lorentzian to certain microscopic parameters
of the Hamiltonian.

Let us decompose the Hilbert space of the full system into
|i〉| j〉 and its orthogonal complement, H = Hc ⊕ |i〉| j〉. After
diagonalizing the Hamiltonian H within the subspace Hc, we
can put H into a block form

H =

⎛
⎜⎜⎜⎜⎝

Ēi j V2,i j . . . VD,i j

V ∗
2,i j ε2 0 . . .

. . . 0 . . . 0

V ∗
D,i j 0 . . . εD

⎞
⎟⎟⎟⎟⎠, (3.17)
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− ω2

2·(0.51)2

FIG. 9. Functional form of the EDF for L = 16, averaged over five states with energy closest to Ea = 0. At small ω, a Lorentzian fit works
well, and in particular is more accurate than a Gaussian fit. At large ω, we observe two exponential regimes with different decay rates.
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where D = dim H, and Vm,i j = 〈i j|HAB|m〉. In this block
form, we can easily write down exact characteristic equa-
tions for the eigenvalues Ea and the eigenvectors |a〉,

Ea − Ēi j =
∑
m>1

|Vm,i j |2
Ea − εm

, (3.18)

∣∣ca
i j

∣∣2 = |〈a|i j〉|2

=
(

1 +
∑
m>1

|Vm,i j |2
(Ea − εm)2

)−1

≈
(∑

m>1

|Vm,i j |2
(Ea − εm)2

)−1

, (3.19)

where in the last identity, we used the fact that |ca
i j |2 is expo-

nentially small in the system size to drop the factor of 1 inside
the bracket.

Let us define

�i j (εm) = πρ(εm)|Vm,i j |2 (3.20)

and rewrite (3.18) and (3.19) in terms of �i j (εm),

Ea − Ēi j = 1

π

∑
m

�i j (εm)ρ(εm)−1

Ea − εm
,

∣∣ca
i j

∣∣−2
ρ(Ea)−1 ≈ 1

πρ(Ea)

∑
m>1

�i j (εm)ρ(εm)−1

(Ea − εm)2
. (3.21)

In order to express the LHS of the second equation (3.21)
in terms of the LHS of the first, we need to understand the
structure of �i j (εm). Note that

|Vm,i j |2 = |
∑
kl �=i j

〈m|kl〉〈kl|HAB|i j〉|2. (3.22)

Since {|m〉} are the eigenstates of H projected to Hc, |〈m|i j〉|2
as a function of εm − Ēi j should have a similar characteristic
width to f (ω). From (3.22), �i j should then have a larger
characteristic width than f (ω), as it involves a convolution of
〈m|kl〉 with the matrix element 〈kl|HAB|i j〉, which has its own
characteristic width as a function of Ēkl − Ēi j . Let us there-
fore introduce an energy scale σ such that |�′

i j (ε)| � 1 for
ε − Ēi j � σ . Our approximations below will be for the range
|Ea − Ēi j | � σ , which from the above argument is larger than
the characteristic width of f (Ea − Ēi j ).

Now note that even though �i j (ε) and ρ(ε) are smooth, the
discrete sums in (3.21) cannot be replaced with integrals over
the smooth integrands due to the singular contributions near
εm ≈ Ea. Instead, we use simplifying assumptions to directly
evaluate the discrete sums. Since �i j (Ea) varies slowly with
Ea for Ea − Ēi j � σ , let us approximate �i j (εm) ≈ �i j (Ea)
for the dominant terms in (3.21). Furthermore, let us assume
that the levels εm are uniformly spaced with spacing ρ(Ea)−1.
This assumption is motivated by the repulsion between nearby
energy levels in a generic chaotic system and is a standard
assumption in the literature for related problems (see e.g.,
[33,48]). Under this assumption, the discrete sums in (3.21)

FIG. 10. Numerically extracted form of �i j (ε) = πρ(εm )|Vm,i j |2
as well as f (ω). �i j (εm ) fits well to a Lorentzian with width σ ≈
3.4, confirming the fundamental assumption made in Sec. III D that
the characteristic width of �i j (ε) is much larger than that of f (ω).
Plugging �i j (ε) into fapprox(ω) gives a good numerical fit to the EDF
for |ω| � 6, which is larger than the range of validity |ω| � σ of the
analytic arguments.

can be evaluated explicitly and we find

Ea − Ēi j = �i j (Ea) cot [π (Ea − εa)ρ(Ea)],∣∣ca
i j

∣∣2
ρ(Ea) ≈ 1

π�i j (Ea)(1 + cot2 [π (Ea − εa)ρ(Ea)])
,

(3.23)

where εa is the level closest to Ea. Note that the above state-
ment should be seen as applying to an average of |ca

i j |2 over
energy levels close to Ea, Ei, Ej . Combining the two equa-

tions above, and noting that ρ(Ea) ≈ ρ( Ea+Ēi j

2 ) for Ea − Ēi j =
O(1), we find

fapprox(Ea − Ēi j ) = 1

π

�i j (Ea)

(Ea − Ēi j )2 + �i j (Ea)2
. (3.24)

For Ea − Ēi j � σ , since |�′
i j (Ea)| � 1, (3.24) implies a

Lorentzian form of f (ω) with width �i j (Ēi j ) [59] From the
definition of �i j , we can see that this width is O(1) in a
local system in one spatial dimension. For Ea − Ēi j � σ ,
|�′

i j (Ea)| � 1 no longer holds and we expect deviations from
(3.24).

The uniform level spacing assumption used above, al-
though standard in the literature, is uncontrolled given that
small deviations from uniform spacing lead to large fluctu-
ations in 1/(Ea − εm) when εm ≈ Ea. In Appendix C, we
discuss alternative approximations, which can also explain the
Lorentzian regime of f (ω). In these approximations, we eval-
uate the sums in (3.21) by making certain assumptions about
the functional form of �i j (ε). We show that the Lorentzian
form of f (ω) is robust to different choices of the functional
form of �i j (ε).

We confirm various assumptions going into the above ar-
gument numerically for our spin-chain model. In Fig. 10,
we show that the width of �i j (εm) is indeed larger than
that of f (ω). Moreover, we explicitly compare the LHS and
RHS of (3.24) using the numerically derived forms of f (ω)
and �i j (ε), and find excellent agreement with (3.24) up to
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Ea − Ēi j a few times larger than σ . This range is even larger
than warranted by the analytic arguments.

Notice that the above argument for the Lorentzian should
hold quite generally for chaotic systems, and the input about
a local system in 1 + 1 dimensions is used only in the final
step, to deduce that the width of the Lorentzian is O(1). The
same argument applies in local systems in higher dimensions,
where the width of the Lorentzian grows with the area of the
boundary of A. The energy range σ for which the Lorentzian
is valid also grows with the area, and is still larger than the
width of the Lorentzian [60]. Similarly, systems with long-
range interactions in 1 + 1 dimensions are distinguished from
local systems by the fact that in the former, the width of the
Lorentzian scales with the system size.

We are not able to analytically determine the asymptotics
of f (Ea − Ēi j ) at |Ea − Ēi j | � σ , but the exponential decay
observed in numerics is consistent with the rigorous upper
bounds that we derive in Sec. III E. Moreover, the rate of this
exponential decay can be estimated via the variance of the
EDF

σ 2
E ,i j = 〈i j|H2

AB|i j〉 − 〈i j|HAB|i j〉2 =
∫

dω f (ω) ω2.

(3.25)

If the Lorentzian form for f (ω) is used, the ω integral is
divergent. This means that the true variance is determined
by the exponentially decaying regime of f (ω). Assuming

f (ω) ∼ e− |ω|
ω∗ at large ω, the constraint above implies that

ω∗ � σE ,i j/
√

2, which is consistent with numerical simula-
tions in Fig. 9.

E. Upper bound on f (ω) from locality

In this subsection, we show the exponentially decaying
lower bound (3.3) on f (ω), using the results of [61].

In the discussion below we will make use of ||O||, the
operator norm of O, defined as

||O|| = sup|||ψ〉||=1 ||O|ψ〉|| = max
|||ψ〉||=1,|||φ〉||=1

|〈ψ |O|φ〉|,

|||ψ〉|| =
√

〈ψ |ψ〉. (3.26)

We define the following projectors onto the eigenstates of H
and HA + HB respectively in some energy interval I:

�I =
∑
Ea ∈ I

|a〉〈a|, QI =
∑

EA,i+EB, j ∈ I

|i〉| j〉〈i|〈 j|. (3.27)

By a slight modification of the analysis in [61], we can
show that for any EAB, E such that EAB > E , and for any δ >

0, we have∥∥ Q[EAB, EAB+δ] �[E−δ, E ]

∥∥ � Ce−γ (EAB−E ), EAB > E .

(3.28)

This statement applies to lattice models with local interactions
in any number of dimensions, for a somewhat more general
notion of locality defined in [61], and to both chaotic and
integrable systems. In particular, it applies to Hamiltonians
with spatially local interactions such as (2.1). Here γ is an
O(1) constant associated with the parameters of the lattice
model, which is defined explicitly in [61], and referred to as λ

in their notation. The constant C depends on the quantity

∂A =
∑

hx in HAB

||hx||, (3.29)

which is proportional to the area of the boundary of A. In the
discussion below, we will absorb various constants that are
O(1) or that scale with ∂A in C. Similarly, for any EAB, E
such that EAB < E , and δ > 0, we have

|| Q[EAB−δ, EAB] �[E , E+δ] || � Ce−γ (E−EAB ), EAB < E .

(3.30)

Let us now assume that we have a chaotic spin chain, where
the approximation (3.1) is valid, and see what constraints we
get on the eigenstate distribution function f (ω) from (3.28)
and (3.30). For EA + EB > E , consider the operator appearing
on the LHS of (3.28),

O = Q[EAB, EAB+δ] �[E−δ, E ] =
∑

EAB�Ei+Ej�EAB+δ,

E−δ�Ea�E

ca
i j

∗|i〉| j〉〈a|.

(3.31)

Note that

Tr[O] =
∑

E−δ�Ea′ �E

〈a′|O|a′〉 =
∑

EAB�Ei′ +Ej′ �EAB+δ

〈i′ j′|O|i′ j′〉

(3.32)

=
∑

EAB�Ei+Ej�EAB+δ,

E−δ�Ea�E

∣∣ca
i j

∣∣2
. (3.33)

Using the first expression in (3.32) together with (3.28), we
find

Tr[O] � N[E−δ,E ] Ce−γ (EAB−E ), (3.34)

where N[E−δ,E ] is the number of eigenstates of H in the in-
terval [E − δ, E ]. Taking δ to be small enough such that the
density of states can be approximated as a constant in the
interval, we have

N[E−δ,E ] =
∫ E

E−δ

dE ′ eS(E ′ ) ≈ eS(E )δ. (3.35)

By similarly using the second expression in (3.32), we end up
with the following upper bound for Tr[O] [absorbing the O(1)
constant δ in C]:

Tr[O] � min(eS(E ), eSfac (EAB ) )Ce−γ (EAB−E ), (3.36)

where Sfac(E ) is the thermodynamic entropy of HA + HB.
Further, assume that the window δ is small enough such that
the expectation value 〈i|〈 j|HAB|i〉| j〉 for all states |i〉| j〉 with
EAB � Ei + Ej � EAB + δ is approximately equal, and call
this value ẼAB. Then by absorbing a factor eγ ||HAB|| in C, we
find

Tr[O] � min(eS(E ), eSfac (EAB ) )Ce−γ (ĒAB−E ), (3.37)

where ĒAB = EAB + ẼAB.
To complete the argument, we need to relate Tr[O] to the

EDF f (ω). We first observe that eSfac (E ) ≈ eS(E ) up to O(1)
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multiplicative factors (see Appendix B for a detailed argu-
ment). This approximation allows us to express (3.33) in terms
of the density of states, using Ei j as shorthand for Ei + Ej ,

Tr[O] ≈
∫ E

E−δ

dEa

∫ EAB+δ

EAB

dEi j eSfac (Ei j )+S(Ea )
∣∣ca

i j

∣∣2

≈
∫ EAB+δ

EAB

dEi j eS(Ei j )+S(Ea )
∣∣ca

i j

∣∣2
. (3.38)

Let us now expand both S(Ei j ) and S(Ea) around S(Ē ), where

Ē = Ēi j+Ea

2 and Ēi j = Ei j + 
i j = Ei j + 〈i|〈 j|HAB|i〉| j〉, and
assume that ω = Ea − Ēi j is less than extensive. Define β =
S′(Ē ). Then we find, on changing variables to Ē and ω,

Tr[O] ≈
∫ ĒAB+E

2 +δ/2

ĒAB+E
2 −δ/2

dĒ eS(Ē )e
∫ E−ĒAB

E−ĒAB−2δ

dω e−βẼi j f (Ē , ω)

(3.39)

≈ 2δ2 eS( ĒAB+E
2 ) f

(
E + ĒAB

2
, E − ĒAB

)
e−βẼAB , (3.40)

where in the final form we assume that δ is sufficiently small
that S(Ē ), f (Ē , ω), and Ẽi j can all be treated as constants in
the above windows.

Combining (3.40) with (3.36), we obtain the following
upper bound on the eigenstate distribution function:

f

(
E + ĒAB

2
, E − ĒAB

)
� Ce−( |β|

2 +γ )|E−ĒAB|,

β = S′
(

E + ĒAB

2

)
. (3.41)

Here we have absorbed 1/2δ2 and factors of eβẼAB in C. Start-
ing with (3.30) in the case EAB < E , we find the same bound.

IV. TRANSITION PROBABILITY AND CORRELATIONS
FROM UNITARITY

To understand the behavior of quantities like the transition
probability Pi j,xy(t ) in terms of the coefficients ca

i j , it is useful
to see the ca

i j as being drawn from a statistical ensemble. Av-
erages over this statistical ensemble are realized by averages
over an O(1) number of a, i, j close to some energies Ea,
Ei, Ej . In this section, we show that statistical correlations
among the coefficients are important for understanding the
evolution of the transition probability. We also show numeri-
cally that further correlations are present beyond the minimal
ones needed to explain the transition probability.

A. Transition probability

Let us consider the time evolution of the transition proba-
bility,

Pi j,xy(t ) = |〈xy|e−iHt |i j〉|2

=
∑
a,b

e−i(Ea−Eb)t ca
i jc

a∗
xy cb∗

i j cb
xy, xy �= i j. (4.1)

The initial value of this quantity is zero. Assuming that
the spectrum is nondegenerate, the late-time saturation value

comes from the a = b terms in the above sum,

Pi j,xy(t → ∞) =
∑

a

∣∣ca
i j

∣∣2∣∣ca
xy

∣∣2
. (4.2)

Approximating this sum as an integral, we see that the satu-
ration value is the convolution of the eigenstate distribution
function with itself,

Pi j,xy(t → ∞) ≈ e
−S

(
Ei j +Exy

2

) ∫
dEa f

(
Ea + Ēi j

2
, Ea − Ēi j

)

× f

(
Ea + Ēxy

2
, Ēxy − Ea

)
. (4.3)

Neglecting the weak dependence of the eigenstate distribution
function on the first argument and approximating the depen-
dence on the second argument as a Lorentzian, we can do the
integral explicitly and find

Pi j,xy(t → ∞)

≈ e−S(
Ei j +Exy

2 )
∫

dE
C0

�2 + (Ei j − E )2

C0

�2 + (Exy − E )2

≈ e−S(
Ei j +Exy

2 ) 2πC2
0

�

1

(2�)2 + (Ei j − Exy)2
, (4.4)

which is another Lorentzian with width 2�. We verify this
behavior numerically in Fig. 11(a). The best-fit width 0.89 is
indeed close to twice the best fit width 0.47 of the eigenstate
distribution function found in Fig. 9.

Next we turn to the dynamics of Pi j,xy(t ) in the approach
towards equilibrium. A simple approximation is to assume
that ca

i j are taken from a statistical ensemble

ca
i jc

b
kl

∗ = ∣∣ca
i j

∣∣2
δabδikδ jl ,

∣∣ca
i j

∣∣2 = e−S(
Ea+Ēi j

2 ) f

(
Ea + Ēi j

2
, Ea − Ēi j

)
. (4.5)

The ansatz (4.5) is an improvement over the EB ansatz (1.8)
as it incorporates the nontrivial functional form (3.1) of |ca

i j |2,
but it still assumes that ca

i j are independent Gaussian random
variables.

Applying (4.5) to (4.1), we find that at all times t ,

Pi j,xy(t ) =
∑

a

∣∣ca
i j

∣∣2 ∣∣ca
xy

∣∣2 = Pi j,xy(t → ∞) . (4.6)

The RHS is time independent, which tells us that under such
an approximation, Pi j,xy(t ) already saturates to the equilibrium
value for any time t ∼ O(L0). However, as discussed in the
introduction, we expect Pi j,xy(t ) to have nontrivial evolution
dynamics for t ∼ O(L0) due to the locality of HAB. Numerical
simulations of Pi j,xy(t ) shown in Fig. 11(b) are consistent with
this expectation. Thus (4.5) is inadequate, and further struc-
ture must be included to capture effects of local dynamics. In
the rest of this section, we discuss how to improve on (4.5) by
including correlations among ca

i j .

B. Constraints from unitarity

To capture the nontrivial evolution of Pi j,xy(t ), we first need
to be able to capture that at t = 0, it is zero to order O(e−S )
due to orthogonality of |i j〉 and |xy〉 [62].
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FIG. 11. Numerical simulation of Pi j,xy(t ) for the mixed-field Ising model at L = 20, fixing i j, xy to be near the middle of the spectrum.
The equilibrium profile Pi j,xy(t → ∞) is found to be a Lorentzian of Ei j − Exy with width consistent with the analytic prediction. The
normalized time evolution Pi j,xy(t )/Pi j,xy(t = ∞) is a nontrivial smooth function of time, which depends weakly on Ei j − Exy. This nontrivial
time dependence is a manifestation of spatial locality.

For this purpose, it is helpful to first study a simple toy
model. Consider a system without any energy constraints,
with d the dimension of the Hilbert space. Consider two
random orthogonal basis {|a〉} and {|m〉}, which are related
by

|m〉 =
∑

a

ua
m|a〉 . (4.7)

Let us first assume ua
m are independent Gaussian random vari-

ables, with

ua
mub∗

n = 1

d
δabδmn, (4.8)

under which we have

〈m1|m2〉 =
∑

a

ua
m1

ua∗
m2

= δm1m2 , (4.9)

with the variance for m1 �= m2 given by

|〈m1|m2〉|2 =
∑
a1b1

ua1
m1 ua1

m2

∗ub1
m2 ub1

m1

∗ =
∑

a

∣∣ua
m1

∣∣2 ∣∣ua
m2

∣∣2 = 1

d
.

(4.10)

While (4.10) is suppressed by 1/d , there is something
fundamental missing. Since u is a unitary matrix, ua

m cannot
be genuinely independent. A better approximation is to treat
ua

m as a random unitary. From the standard results for a Haar
random unitary we have

ua1
m1 ua2

m2

∗ub1
n1 ub2

n2

∗

= 1

d2

(
δa1a2δb1b2 δm1m2δn1n2 + δa1b2δa2b1δm1n2δn1m2

)
− 1

d3

(
δa1a2δb1b2δm1n2δn1m2 + δa1b2δb1a2δm1m2δn1n2

) + · · · ,

(4.11)

where · · · denotes higher-order corrections in 1/d . The first
line of (4.11) is the same as that for treating ua

m as independent
Gaussian variables. The second line comes from correlations

among different ua
m’s. Naively, the second line can be ne-

glected, as it is suppressed by an additional factor 1/d . That
is incorrect; while in the second line an individual term is
suppressed compared with the first line, there are many more
combinations of indices that have nonvanishing contribution.
As a result, when calculating the variance |〈m1|m2〉|2, we find
that the contribution from the second line is of the same order
as, and in fact exactly cancels, that from the first line, leading
to the orthogonality at order O(1/d )

|〈m1|m2〉|2 = 0, m1 �= m2 . (4.12)

Let us now return to the spin-chain system and the co-
efficients ca

i j . The story here is more intricate, as there is a
nontrivial interplay between the correlations from unitarity
and constraints from energy conservation as well as locality.
To take into account the correlations from unitarity, we may
consider the following analog of (4.11) (we use the m indices
as shorthand for i j indices):

ca1
m1 ca2

m2

∗cb1
n1 cb2

n2

∗ = ∣∣ca1
m1

∣∣2 ∣∣cb1
n1

∣∣2(
δa1a2δb1b2δm1m2δn1n2

+ δa1b2δb1a2δm1n2δn1m2

)
− ka1,b1,m1,n1

(
δa1a2δb1b2δm1n2δn1m2

+ δa1b2δb1a2δm1m2δn1n2

)
, (4.13)

The key difference from (4.11) is that |ca
m|2 are no longer

constants with respect to a and m, and are given by (4.5).
Hence, ka1,b1,m1,n1 also cannot be constants with respect to
a1, b1, m1, n1, but should be constrained by energy differ-
ences.

In analogy with (4.12), ka1,b1,m1,n1 are required to ensure
|〈m1|m2〉|2 = 0 and |〈a|b〉|2 = 0, that is,

a �= b :
∑

m1,m2

ka,b,m1,m2 =
∑
m1

∣∣ca
m1

∣∣2 ∣∣cb
m1

∣∣2
, (4.14)

m1 �= m2 :
∑
a,b

ka,b,m1,m2 =
∑

a

∣∣ca
m1

∣∣2 ∣∣ca
m2

∣∣2
. (4.15)
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Since the RHSs of (4.14)–(4.15) are smooth functions of var-
ious energies, it is natural to expect that ka,b,m1,m2 should be
a smooth function of Ea, Eb, Ēm1 , Ēm2 and have support only
for cases where the energy differences between any pair is of
order O(1). That is, we can parametrize it as

ka,b,m1,m2 = e−S(Eab)−S(Ēm1m2 )−S(
Eab+Ēm1m2

2 )

× g
(
ωab, ω̄m1m2 , Eab − Ēm1m2

)
, (4.16)

Eab = Ea + Eb

2
, Ēm1m2 = Ēm1 + Ēm2

2
, ωab = Ea − Eb,

ω̄m1m2 = Ēm1 − Ēm2 . (4.17)

Equations (4.14)–(4.15) give∫
dωdω′ e

β

2 ω′
g(ωab, ω,−ω′) =

∫
dω f (ω) f (ω − ωab),

(4.18)∫
dωdω′ e

β

2 ω′
g
(
ω, ω̄m1m2 , ω

′) =
∫

dω f (ω) f
(
ω − ω̄m1m2

)
.

(4.19)

Applying (4.13) to (4.1) we have

|〈m1|e−iHt |m2〉|2
=

∑
a,b

e−i(Ea−Eb)t ca
m1

ca∗
m2

cb
m2

cb∗
m1

, m2 = i j, m1 = xy

(4.20)

=
∑

a

∣∣ca
m1

∣∣2 ∣∣ca
m2

∣∣2 −
∑
a,b

e−i(Ea−Eb)t ka,b,m1,m2 (4.21)

= e−S(Ēm1m2 )
∫

dωdω′ e
β

2 ω′
(1 − e−iωt )g(ω, ω̄m1m2 , ω

′),

(4.22)

where β = S′(E = Ēi j,kl +Eab

2 ). The above expression exhibits
nontrivial time evolution for t ∼ O(L0).

C. Further correlations

Now consider the average of a more general product of two
amplitudes

C(2)(m1, m′
1; m2, m′

2; t ) ≡ 〈m1|e−iHt |m′
1〉〈m2|eiHt |m′

2〉 (4.23)

=
∑
a,b

e−i(Ea−Eb)t ca
m1

ca∗
m′

1
cb

m2
cb∗

m′
2

(4.24)

=
∫

dω e−iωt C(2)(m1, m′
1; m2, m′

2; ω),

(4.25)

where we have also introduced the Fourier transform [63]

C(2)(m1, m′
1; m2, m′

2; ω)

=
∑
a,b

δ(ω − (Ea − Eb))ca
m1

ca
m′

1

∗cb
m2

cb
m′

2

∗
. (4.26)

From (4.13), C(2) is zero unless there exists some permutation
σ such that m′

i = mσ (i), i = 1, 2. That is, it is nonzero [i.e., at
least of order O(e−S )] only for the two situations we consid-
ered already:

(1) For m1 = m′
1 = m2 = m′

2 = m, we have (1.4), with the
leading contribution given by (3.8), which is O(1).

(2) For m1 = m′
2 �= m2 = m′

1, we have (4.1), which is
given by (4.22) [of order O(e−S )].

We may wonder whether there are further correlations
among ca

i j that are not captured by (4.13). Note that equa-
tion (4.13) treats index m = i j as a whole, and is thus ignorant
of the product nature of the basis {i j}. Consider, for example,

C(2)(x1y1, i j; i j, x2y1; t )

= 〈x1y1|e−iHt |i j〉〈i j|eiHt |x2y1〉, x1 �= x2, (4.27)

which has m2 = m′
1, but m1 and m′

2 coincide partially (for
the B subsystem). Equation (4.13) would imply that it is of
higher order than O(e−S ), but numerical simulations show
that C(2)(. . . ; t ) for the index structure in (4.27) is comparable
in magnitude to Pi j,xy(t ). Furthermore, Fig. 12 suggests that
(4.27) depends smoothly on its energy arguments. We can
parametrize the corresponding Fourier transform as

C(2)(x1y1, i j; i j, x2y1; ω)

= e−S(Ēi j )g̃
(
Ēx1y1 − Ēi j, Ēx2y1 − Ēi j ; ω

)
, (4.28)

where g̃ is a smooth function, which has support only for
energy differences of O(L0).

These numerical results indicate correlations among ca
i j

that go beyond (4.13), which in turn results in correla-
tions between the transition amplitudes 〈x1y1|e−iHt |i j〉 and
〈i j|eiHt |x2y1〉. We will see further examples of such correla-
tions from studies of the Rényi entropy in the next section,
where it is possible to tie them to locality.

D. Averages of higher products

We can generalize (4.13) to averages of higher products of
ca

m’s. We will again model these on the behavior of random
unitaries.

The generalization of (4.11) to the average of a product of
2k random unitary matrix variables ua

m is given by

ua1
m1 u

a′
1

m′
1

∗
ua2

m2 u
a′

2
m′

2

∗
...uak

mk u
a′

k

m′
k

∗

= 1

dk

∑
σ,τ∈Sk

wg(σ, τ, k)〈a1a′
1 a2a′

2...aka′
k |σ 〉

× 〈τ |m1m′
1...mkm′

k〉. (4.29)

In (4.29), Sk denotes the permutation group of k objects, and
|σ 〉 for an element σ ∈ Sk is defined by

〈a1a′
1...aka′

k|σ 〉 = δa1a′
σ (1)

...δak a′
σ (k)

. (4.30)

wg(σ, τ, k) is the inverse of the matrix gσ,τ = dc(στ−1 )−k ,
where c(σ ) is the number of cycles in σ .

Now for more general products of ca
m in the spin-chain

model, we can generalize (4.13) based on the structure of
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FIG. 12. Numerical simulation of C (2)(x1y1, i j, i j, x2y1; t ) for the mixed-field Ising model at L = 20. We fix i, j near the middle of the
spectrum, average Ey1 , (Ex1 + Ex2 )/2 over microcanonical windows, and study the dependence of C (2)(x1y1, i j, i j, x2y1; t ) on Ex1 − Ex2 and t .
After normalizing the curves by their maximum values, we observe smooth dependence of this function on Ex1 − Ex2 and on t . We only show
the imaginary part for visual clarity, but the real part is also a smooth function of each of the arguments. The real and imaginary parts are
comparable in magnitude but have different functional forms.

(4.29) as follows,

ca1
m1 c

a′
1

m′
1

∗
...cak

mk c
a′

k

m′
k

∗

= ∣∣ca1
m1

∣∣2 ∣∣ca2
m2

∣∣2
...

∣∣cak
mk

∣∣2 ∑
σ∈Sk

〈a1a′
1 a2a′

2...aka′
k |σ 〉

× 〈σ |m1m′
1...mkm′

k〉
+

∑
σ,τ∈Sk ,σ �=τ

h(σ, τ ; a1, ..., ak m1, ..., mk )

× 〈a1a′
1 a2a′

2...aka′
k |σ 〉〈τ |m1m′

1...mkm′
k〉, (4.31)

where we have explicitly separated the diagonal and off-
diagonal pieces in terms of permutations. Similar to (4.14)
and (4.15), the coefficients h(σ, τ ; a1, ..., ak m1, ..., mk ) must
obey certain consistency conditions. These coefficients are
suppressed in powers of e−S relative to |ca1

m1 |2...|cak
mk |2, which is

O(e−kS ). Note that the structure of (4.29) is such that the RHS
is zero unless there exists some σ, τ ∈ Sk such that m′

i = mτ (i)

and a′
i = aσ (i).

We can also generalize the “correlation functions” of
amplitudes (4.23) to higher orders, for example, involving
products of four amplitudes

C(4)(m1, m′
1; m2, m′

2; m3, m′
3; m4, m′

4; t )

≡ 〈m1|e−iHt |m′
1〉〈m2|eiHt |m′

2〉〈m3|e−iHt |m′
3〉〈m4|eiHt |m′

4〉

=
∫

dω e−iωt C(4)(m1, m′
1; m2, m′

2; m3, m′
3; m4, m′

4; ω),

(4.32)

where

C(4)(m1, m′
1; m2, m′

2; m3, m′
3; m4, m′

4; ω)

=
∑

a1,b1,a2,b2

δ
(
ω − (

Ea1 + Ea2 − Eb1 − Eb2

))

× ca1
m1 ca1

m′
1

∗ cb1
m2 cb1

m′
2

∗
ca2

m3 ca2
m′

3

∗ cb2
m4 cb2

m′
4

∗
. (4.33)

If we assume (4.31), C(4) is zero unless there exists some
σ ∈ Sk such that m′

i = mσ (i). Note that it is possible that C(4) is
nonzero, but the averages of any subgroup of factors are zero.
One example is

C(4)(m1, m2; m2, m3; m3, m4; m4, m1; t ) (m1 �=m2 �=m3 �=m4)

= 〈m1|e−iHt |m2〉〈m2|eiHt |m3〉〈m3|e−iHt |m4〉〈m4|eiHt |m1〉.
(4.34)

Note that the quantity under the average is not a manifestly
positive number. The fact that the average is nonzero shows
that its phase is not random.

Given the discussion of Sec. IV C, we may wonder whether
there are additional correlations not captured by (4.31) at the
level C(4). We will find that this is indeed the case.

V. EVOLUTION OF RENYI ENTROPY AND FURTHER
CORRELATIONS FROM LOCALITY

In this section, we use the evolution of the second Rényi
entropy S2,A(t ) of the state |i〉A| j〉B in the subsystem A to
infer certain collective properties of ca

i j . We will see there are
further correlations from locality beyond the minimal ones
required from unitarity, which play a dominant role in the
evolution of this quantity.

Consider the expression for the Rényi entropy (1.1) with
n = 2, which can be written in terms of ca

i j as

e−S2,A(t ) =
∑

x1,x2,y1,y2

〈x1y1|e−iHt |i j〉〈i j|eiHt |x2y1〉

× 〈x2y2|e−iHt |i j〉〈i j|eiHt |x1y2〉 (5.1)

=
∑
x1,y1,
x2,y2

∑
a1,b1,
a2,b2

e−it (Ea1 +Ea2 −Eb1 −Eb2 )ca1
x1y1

(
ca1

i j

)∗
cb1

i j

(
cb1

x2y1

)∗

× ca2
x2y2

(
ca2

i j

)∗
cb2

i j

(
cb2

x1y2

)∗
. (5.2)
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From the equilibrium approximation [64], S(A)
2 (t ) should grow

from its initial value of zero to a late-time saturation value of

S(A)
2 ≈ min

(
S(A)

2 (ρ( Ei j )), S(B)
2 (ρ( Ei j ))

)
. (5.3)

The way in which this value is approached depends on the
collective behavior of ca

i j’s.
To understand the structure of (5.1), it is useful to separate

the sum into different cases,

e−S2,A(t ) = |P(t )|2 + T1 + T2 + T3 + T4, (5.4)

T1 =
∑

x1,y1 �=y2

|〈x1y1|e−iHt |i j〉|2 |〈x1y2|e−iHt |i j〉|2, (5.5)

T2 =
∑

x1 �=x2,y1

|〈x1y1|e−iHt |i j〉|2 |〈x2y1|e−iHt |i j〉|2, (5.6)

T3 =
∑

x1 y1 �=i j

|〈x1y1|e−iHt |i j〉|4, (5.7)

T4 =
∑

x1 �=x2,y1 �=y2

〈x1y1|e−iHt |i j〉〈i j|eiHt |x2y1〉

× 〈x2y2|e−iHt |i j〉〈i j|eiHt |x1y2〉. (5.8)

Here P(t ) is the return probability |〈i j|e−iHt |i j〉|2, which as
discussed in Sec. III B is O(1) in the thermodynamic limit.

Now suppose we approximate e−S2,A(t ) by doing an ensem-
ble average of the RHS. If we use the model (4.31), then each
of the remaining terms in (5.4) is either zero or exponentially
small relative to |P(t )|2:

(1) The terms T1 through T3 are nonzero and manifestly
positive, but are small in the thermodynamic limit.

For example, for the terms in T1, the average in each term
approximately factorizes between the two transition probabil-
ities, and we know from (4.20) that these probabilities are
O(e−S ). Hence we have a sum over e3S/2 terms of O(e−2S ),
which is O(e−S/2) and can be ignored relative to |P(t )|2.
Similarly, T2 ∼ O(e−S/2) and T3 ∼ O(e−S ).

(2) Terms in T4 are products of transition amplitudes and
are in general complex. Its average can be written in terms of
(4.33) as

T 4 =
∑

x1 �=x2,y1 �=y2

C(4)(x1y1, i j; i j, x2y1; x2y2, i j; i j, x1y2; t )

(5.9)

but its index structure is such that there is no permutation
σ ∈ S4 for which mi = m′

σ (i). In the model of (4.31) these
terms average to zero. Hence (5.9) is expected to be highly
suppressed.

From this analysis, at t ∼ O(L0) we should have

e−S2,A(t ) ≈ |P(t )|2 + O(e−S/2), (5.10)

which would imply that the evolution of e−S2,A(t ) is similar
to that of P(t ), showing quadratic decay at early times and
exponential decay subsequently. The exponential decay cor-
responds to a linear growth of S2,A, which is qualitatively the
expected behavior for a local system (see for instance [23,65–
67]). The saturation happens at times t ∼ O(L), when other
terms can also contribute.

Equation (5.10), however, appears to give the wrong
growth quantitatively. Numerically simulating the evolution
of S2,A in the chaotic spin-chain model (2.1) with g = −1.05,

0 2 4 6 8
0

1

2

3

4

5

6

S2,A

− log(|P (t)|2)
− log(T1 + T2 + T3)

− log(T4)

FIG. 13. Comparison of S2(t ) with − log(|P(t )|2), − log(T1 +
T2 + T3), and − log(T4) for a single state |i〉| j〉 at L = 20, with i
and j both taken to be in the middle of the spectrum for the L = 10
Hamiltonian (i = 512, j = 512). While this plot is for a single state,
any other state with nearby energy (and hence the average over such
states) shows similar behavior of these different contributions.

h = 0.5, we find that rate of growth of S2,A predicted by (5.10)
is much larger than the rate observed by directly evaluating
S2,A. S2,A and − log |P(t )|2 agree only at very early times. See
Fig. 13.

Moreover, in Fig. 13, we also compare S2,A(t ) with
− log(T1 + T2 + T3), and − log(T4). Remarkably, the domi-
nant contribution at intermediate times seems to come from
the term T4, which we expected should average to zero from
(4.31). We verify this by analyzing the dependence of each
contribution on the system size in Fig. 14. T1 through T3

decay exponentially with system size, consistent with the
expectation from our simple model. On the other hand, T4 is
not only nonzero, but also does not decay with system size.
Clearly, there are more correlations among ca

i j (which induced
correlations among various transition amplitudes) than that
captured by the simple model (4.31).

That there are correlations among factors in (5.8) may not
be entirely surprising given the discussion of Sec. IV C, as
the index structure of the factors in (5.8) is similar to that
in (4.27). The numerical results on T4 suggest that we can
parametrize

C(4)(x1y1, i j; i j, x2y1; x2y2, i j; i j, x1y2; ω)

× (x1 �= x2 �= i, y1 �= y2 �= j)

= e−2S(Ēi j )ĝ
(
Ēx1y1 − Ēi j, Ēx2y2 − Ēi j, Ēx1y2 − Ēi j,

× Ēx2y1 − Ēi j ; ω
)
, (5.11)

where ĝ is an order O(1) smooth function, which is supported
only for energy differences of order O(1). Since T4 is a sum of
e2S such terms, it is O(1). We provide numerical evidence for
(5.11) in Fig. 15. Comparing the index structure in T4 and that
in (4.27), we may wonder whether the correlations in (5.11)
may solely be understood from that in (4.27). In other words,

224305-16



LOCAL DYNAMICS AND THE STRUCTURE OF CHAOTIC … PHYSICAL REVIEW B 108, 224305 (2023)

0 2 4 6 8
t

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5
−

lo
g
(|P

(t
)|2

)
L = 12

L = 14

L = 16

L = 18

L = 20

2 4 6 8
t

2.5

3.0

3.5

4.0

4.5

5.0

5.5

6.0

−
lo

g
( T

1
+

T
2)

2 4 6 8
t

6

7

8

9

10

11

−
lo

g
(T

3)

2 4 6 8
t

2

3

4

5

6

7

−
lo

g
( T

4)

FIG. 14. We consider states |i〉| j〉 with both i and j in the middle of the spectrum for different system sizes, and consider the dependence
of each of the terms in (5.4) on the system size from L = 12 to L = 20.

FIG. 15. Numerical simulation of C (4)(. . . ; t ) = ∫
dωC (4)(. . . ; ω)e−iωt for the index structure in (5.11) in the mixed-field Ising model at

L = 20. It is computationally infeasible to study the dependence of C (4) on all energy indices. Therefore, we chose to fix i, j near the middle
of the spectrum, average Ey1 , Ey2 , (Ex1 + Ex2 )/2 over microcanonical windows near the middle of the spectrum, and study the dependence of
C (4)(. . . ; t ) on Ex1 − Ex2 and t . On the panel (a), we choose a few different values of t , and plot the dependence of C (4)(. . . ; t ) on Ex1 − Ex2 ,
normalized by the maximum amplitude for each time. Up to fluctuations due to finite-size effects, the dependence is smooth and coherent
across multiple choices of t . On panel (b), we plot C (4)(. . . ; t ) for fixed Ex1 − Ex2 and find a rapid decay with time, implying that its Fourier
transform C (4)(. . . ; ω) is a smooth function of ω. Remarkably, although C (4) itself is a complex amplitude in general, the microcanonical
average procedure outlined above renders the imaginary part negligible compared to the real part.
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whether (5.11) can be factorized into a product of C(2) of the
form (4.27). This turns out not to be the case, as we find that

C(4)(x1y1, i j; i j, x2y1; x2y2, i j; i j, x1y2; t )

�= C(2)(x1y1, i j; i j, x2y1; t ) C(2)(x2y2, i j; i j, x1y2; t ).
(5.12)

In particular, while the LHS appears to be purely real, the RHS
is generally complex.

Given that the average of T4 provides the dominant con-
tribution to S2,A(t ), and that the evolution of S2,A(t ) is
constrained from locality, we expect that the correlations re-
flected by (5.11) are a consequence of locality.

It is also worth noting that while S2,A(t ) in Fig. 13 does not
seem to have any clear linear regime, the growth of − log T4

does appear to be linear. This suggests that in the thermody-
namic limit, where T4 becomes closer to S2,A for intermediate
times, the growth of S2,A(t ) could become linear. We also note
that for the system size and the choice of couplings we look at,
we do not see a regime where S2,A(t ) is proportional to

√
t , as

was previously found in random product states [68]. It would
be interesting to push the numerics to larger system sizes and
check for the existence of a regime where S2,A(t ) and − log T4

could both grow as
√

t .

VI. EVOLUTION OF CORRELATION FUNCTIONS AND
INTERPLAY WITH ETH

The series of dynamical quantities considered in the previ-
ous sections probe increasingly complex correlations amongst
the ca

i j coefficients. In this section, we build on these results
and explore the interplay between ca

i j and the coefficients
appearing in the eigenstate thermalization hypothesis, as re-
vealed by correlation functions of local operators. For the
one-point function in the state |i j〉, correlations between ca

i j
and the random numbers Rab appearing in the ETH for the full
system eigenstates (6.2) are necessary for explaining its initial
value, while correlations amongst ca

i j imposed by unitarity
(see Sec. IV) play an important role in its time evolution.
Furthermore, we find that the correlations among ca

i j , which
originate from locality (see Sec. V) do not affect two-point
functions, but can play a role in four-point functions. In all
correlation functions, we also derive constraints that relate the
smooth function h(ω) in ETH (6.2) to the eigenstate distribu-
tion f (ω). A more detailed physical understanding of these
correlations is left for future work.

A. Evolution of one-point functions in |i j〉
One commonly studied signature of thermalization is the

evolution of expectation values of local observables in some
out-of-equilibrium state to their thermal values. For the prod-
uct of eigenstates, we consider the quantity

〈i j|W (t )|i j〉 (6.1)

for a local operator W . Let us say W is in the A half of the
system.

We will assume below that we can use the eigenstate
thermalization hypothesis both in the full system and in each
extensive subsystem. Let us state both versions of the ETH
precisely. For two eigenstates |a〉 and |b〉 of the full system,

we have

〈a|W |b〉 = W (Ea/V )δab + e−S(Ēab)/2 RW
ab hW (ωab), (6.2)

where Ēab = (Ea + Eb)/2, ωab = Ea − Eb, W (ε) and hW (ω)
are O(1) smooth functions of their arguments, and the RW

ab are
random variables with mean zero and variance 1,

RW
abRW ′

cd
∗ = δacδbdδWW ′ . (6.3)

Similarly, for two eigenstates |i1〉 and |i2〉 of HA, we have

〈i1|W |i2〉 = W (Ei1/VA)δi1i2 + e−SA(Ēi1 i2 )/2RA,W
i1i2

hA,W (ωi1i2 ),

(6.4)

where the notation is similar to that in (6.2), and in particular
W (ε) is the same function of the energy density that appears
in (6.2), and SA is the thermodynamic entropy in A. Note the
additional A label in R and h to indicate the left half of the
system.

From (6.4), at t = 0, (6.1) is equal to the thermal expecta-
tion value in the microcanonical ensemble at energy density
Ei/VA,

〈i j|W |i j〉 = 〈i|W |i〉 = W (Ei/VA) + e−SA(Ei )/2RA,W
ii hA,W (0)

= W (Ei/VA) + O(e−S/4). (6.5)

Let us now understand the interplay of the properties of ca
i j

with the ETH in the evolution of 〈i j|W (t )|i j〉. First, instead
of using the half system ETH as in (6.5), let us expand the
expression at t = 0 in terms of the full system eigenstates,
and use the full system ETH as follows:

〈i j|W |i j〉 =
∑

ab

ca
i jc

b
i j

∗
Wab

=
∑

a

∣∣ca
i j

∣∣2
W (Ea/V )

+
∑

ab

ca
i jc

b
i j

∗
e−S(

Ea+Eb
2 )RW

abhW (ωab). (6.6)

Comparing (6.5) and (6.6), ignoring the exponentially sup-
pressed contribution in (6.5), and expressing |ca

i j |2 in terms of
f (ω), we have∑

ab

ca
i jc

b
i j

∗
e−S(

Ea+Eb
2 )RW

abhW (ωab)

= W

(
Ei

VA

)
−

∫
dωeβω/2 f (ω)W

(
Ēi j + ω

V

)
. (6.7)

Assuming Ei − Ej = O(1), the RHS is O(1/V ). If we assume
that RW

ab, the matrix elements of the full system ETH, are
uncorrelated with ca

i j , then the LHS can be seen as a sum
of O(e2S ) numbers of O(e−2S ) with random phases, so it
is O(e−S ). We therefore see that we must have correlations
between ca

i j and the matrix elements of the full system ETH
such that the LHS is instead O(1/V ).

Let us now see whether the ca
i j also need to be correlated

with the matrix elements RA,W
i1i2

for the ETH of the A subsys-
tem. To see this, let us expand Wab further in (6.6) in terms of
subsystem eigenstates to write

〈i j|W |i j〉 =
∑

a,b,k,l,k′
ca

i jc
b
i j

∗
ca

kl c
b
k′lWkk′ . (6.8)
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Then using ETH for the A subsystem for Wkk′ , we have

〈i j|W |i j〉 =
∑

a,b,l,k

ca
i jc

b
i j

∗
cb

kl c
a
kl

∗W (Ek/VA) +
∑

a,b,l,k,k′
ca

i jc
b
i j

∗
ca

kl c
b
k′l e

−SA(Ēkk′ )/2hA,W (ωkk′ )RA,W
kk′ . (6.9)

Let us expand the first term using the statistical model for ca
i j in (4.13),

∑
a,b,l,k

ca
i jc

b
i j

∗
cb

kl c
a
kl

∗W (Ek/VA)

=
∑
a,b

∣∣ca
i j

∣∣2∣∣cb
i j

∣∣2
W (Ei/VA) −

∑
a,b

W (Ei/VA)ka,b,i j,i j +
∑

a,kl �=i j

∣∣ca
i j

∣∣2∣∣ca
kl

∣∣2
W (Ek/VA) −

∑
a,b,kl �=i j

ka,b,i j,klW (Ek/VA)

= W (Ei/VA) +
∑
kl �=i j

W (Ek/VA)

⎛
⎝∑

a

∣∣ca
i j

∣∣2∣∣ca
kl

∣∣2 −
∑
a,b

ka,b,i j,kl

⎞
⎠ + O(e−S )

= W (Ei/VA) + O(e−S ). (6.10)

If we assume that the coefficients RA,W
kk′ for the ETH in the A subsystem are uncorrelated with ca

i j , the second term in (6.9) gives
a contribution of order O(e−S/2). Since from (6.10), the first term in (6.9) is sufficient to explain (6.5), we find that there is no
need for correlations between RA,W

kk′ and ca
i j .

Let us now understand the time evolution of the expectation value in |i j〉 in terms of properties of the ca
i j . We again use an

expansion similar to (6.9),

〈i j|W |i j〉 =
∑

a,b,l,k

ei(Ea−Eb)t ca
i jc

b
i j

∗
cb

klc
a
kl

∗W (Ek/VA) +
∑

a,b,l,k,k′
ei(Ea−Eb)t ca

i jc
b
i j

∗
ca

kl c
b
k′l e

−SA(Ēkk′ )/2hA,W (ωkk′ )RA,W
kk′ . (6.11)

Based on the above discussion of the t = 0 behavior, let us ignore the second line of the above expression. Then using the model
of (4.13) again, we have

〈i j|W (t )|i j〉 = W (Ei/VA)
∑
a,b

∣∣ca
i j

∣∣2∣∣cb
i j

∣∣2
ei(Ea−Eb)t +

∑
a,kl �=i j

∣∣ca
kl

∣∣2∣∣ca
i j

∣∣2
W (Ek/VA) −

∑
a,b,kl �=i j

ka,b,i j,kl e
i(Ea−Eb)tW (Ek/VA)

= W (Ei/VA) P(t ) +
∫

dEadĒkl e
β

2 (Ēkl −Ēi j ) f (Ea − Ēkl ) f (Ea − Ēi j )W (Ek/VA)

−
∫

dEadEbdĒkle
iωabt e− 3

4 βω̄+ 1
2 βω′

g(ωab, ω̄, ω′)W (Ek/VA), (6.12)

where β = S′(E )|E=Ēi j,kl /2, ωab = Ea − Eb, ω̄ = Ēi j − Ēkl ,

ω′ = Eab−Ēi j,kl

2 , and P(t ) is the return probability for the state
|i j〉.

All three terms in (6.12) are O(1). At t = 0, the second and
third terms combine to zero, and we have 〈i j|W (t = 0)|i j〉 =
W (Ei/VA). The equilibrium value is given by the second term.
The nontrivial time evolution of the operator expectation value
is thus determined by both f and g. Without including the
correlations from unitarity, we would only get the first two
terms in (6.12).

The evolution of one-point functions in out-of-equilibrium
initial states during thermalization was previously studied us-
ing spectral properties in [31]. The initial states considered
there have a simple representation in some fixed reference
basis, in which the representation of the operator W is also
simple. It is assumed that the energy eigenbasis is related
to this reference basis by a random unitary. The expression
obtained for the time evolution of the operator expectation
value there is somewhat simpler than (6.12) due to the lack of
energy constraints in the relation between the reference basis
and the energy eigenbasis for that setup.

B. Evolution of thermal correlation functions of local operators

Let us consider the relation between the properties of the
coefficients ca

i j and the behavior of thermal correlation func-
tions of local operators.

We will consider the two-point function of an operator Wx

at site x with itself,

〈Wx(t )Wx〉 = 1

Zβ

Tr[e−βHWx(t )Wx] (6.13)

and the out-of-time-ordered correlation function (OTOC) be-
tween Wx and Zy,

〈Wx(t )ZyWx(t )Zy〉 = 1

Zβ

Tr[e−βHWx(t )ZyWx(t )Zy]. (6.14)

In a local chaotic system, both correlation functions defined
above should be O(1) at O(1) times, and should eventually
decay to a small value. To simplify the discussion, we will
consider both correlators at infinite temperature β = 0 below
[70]. For this case Zβ = d , with d the Hilbert space dimen-
sion. For simplicity we will assume that Tr[Wx] = Tr[Zy] = 0,
and Tr[W 2

x ] = Tr[Z2
y ] = d . We will find below that (6.13) is
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not sensitive to correlations among ca
i j , but (6.14) may be

affected by them at leading order.
In all equations below, there is no sum on repeated indices

unless explicitly stated.
Let us first consider the evolution of the two-point function

(6.13). Expanding in the energy eigenbasis of the full system,
we have

〈W (t )W 〉 = 1

d

∑
a,b

ei(Ea−Eb)tWabWba. (6.15)

Let us use the ETH for the full system from (6.2), and as-
sume for simplicity that the microcanonical expectation value
W (E ) = 0 for any E in the middle of the spectrum. Then
using (6.2) in (6.15), we find

〈W (t )W 〉 =
∫

dω eiωt hW (ω)2. (6.16)

As expected, this quantity is O(1) at O(1) times.
We can also relate the two-point functions to the ca

i j . For an
operator W in the A half of the system,

WabWba =
∑

i1,i2,i3,i4
j1, j2

ca
i1 j1

∗ca
i4 j3 cb

i3 j3

∗
cb

i2 j1Wi1i2Wi3i4 . (6.17)

Using ETH for the matrix elements Wi1i2 in the subsystem
eigenstates, we have

Wi1i2Wi3i4 = e−SA(Ēi1 i2 )hA,W (ωi1i2 )2δi1i4δi2i3 . (6.18)

Assuming, like in the previous subsection, that the coefficients
ca

i j are uncorrelated with these matrix elements for the subsys-
tem A, we have

WabWba =
∑

i1,i2, j1, j3

e−SA(Ēi1 i2 )hA,W
(
ωi1i2

)2
ca

i1 j1
∗ca

i1 j3 cb
i2 j3

∗
cb

i2 j1 .

(6.19)

From the model (4.13) for the coefficients, the only nonzero
contributions in this sum are from cases where (i) j1 = j3
or (ii) i1 = i2. The contribution from the second case is sup-
pressed by O(e−S ) compared to the first, so we have

WabWba ≈
∑

i1,i2, j

e−SA(Ēi1 i2 )hA,W (ωi1i2 )2
∣∣ca

i1 j

∣∣2 ∣∣cb
i2 j

∣∣2
. (6.20)

Now each |ca
i j |2 ≈ e−S((Ea+Ēi j )/2) f (Ea − Ēi j ), so that (6.20)

has the right scaling of e−S . Note that even if there were

additional correlations beyond (4.13) such that a general term
in (6.19) were comparable to the terms with i1 = i2, i.e.,

ca
i1 j1

∗ca
i1 j3

cb
i2 j3

∗
cb

i2 j1
∼ O(e−3S ), (6.21)

the total contribution from such terms is still suppressed by
O(e−S/2) compared to (6.20). Hence, the two-point function
is not sensitive to correlations among the ca

i j . By comparing
(6.20) and the average of this quantity that we get using the
full system ETH (6.2),

WabWba = e−S(Ēab)hW (ωab)2, (6.22)

we can relate hW to hA,W and f .
Let us now consider the evolution of the OTOC (6.14).

Expanding in the energy eigenbasis of the full system,

〈W (t )ZW (t )Z〉 = 1

d

∑
a,b,c,d

ei(Ea−Eb+Ec−Ed )t WabZbcWcdZda.

(6.23)

If we assume that the RW
ab, RZ

ab in (6.2) are uncorrelated Gaus-
sian random variables, this quantity appears to be of order
O(e−2S ) for any O(1) time. We can see that it is O(1) at
O(1) times from the following generalized version of the ETH
ansatz, proposed in [71,72]:

WabZbcWcdZda = e−3S(Ē ) h(4)
W,Z (ωab, ωbc, ωcd ), (6.24)

where Ē = (Ea + Eb + Ec + Ed )/4, and h(4) is some smooth
O(1) function.

Let us now understand the contributions to (6.23) from
the ca

i j . Let the operator operator W be in the left half of the
system, and Z in the right half,

WabZbcWcd Zda =
∑

i1,...,i6
j1,..., j6

ca
i6 j6 ca

i1 j1
∗ cb

i2 j1 cb
i3 j2

∗
cc

i3 j3

× cc
i4 j4

∗cd
i5 j4 cd

i6 j5

∗
Wi1i2 Zj2 j3Wi4i5 Zj5 j6 . (6.25)

Assume again that the ca
i j are uncorrelated with Wi1i2 , Zj1 j2 .

Further, since W and Z are in different parts of the system,
let us assume that their matrix elements in the subsystem
eigenstates are uncorrelated [73]. Then using (6.18) and its
analog for Z ,

WabZbcWcd Zda =
∑

i1,i2,i3,i6
j1, j2, j3, j4

ca
i6 j2

ca
i1 j1

∗ cb
i2 j1

cb
i3 j2

∗
cc

i3 j3
cc

i2 j4
∗cd

i1 j4
cd

i6 j3
∗
e−SA(Ēi1 i2 )−SB (Ē j2 j3 )hA,W (ωi1i2 )2hB,Z (ω j2 j3 )2. (6.26)

Now if we assume that the ca
i j are uncorrelated random variables, then the only contribution to (6.26) for generic values of

a, b, c, d is

WabZbcWcd Zda
uncorrelated=

∑
i1,i2
j1, j3

∣∣ca
i1 j1

∣∣2 ∣∣cb
i2 j1

∣∣2 ∣∣cc
i2 j3

∣∣2 ∣∣cd
i1 j3

∣∣2
e−SA(Ēi1 i2 )/2)−SB (Ē j2 j3 )hA,W

(
ωi1i2

)2
hB,Z

(
ω j1 j3

)2
. (6.27)

This expression scales as O(e−3S ), so the uncorrelated approximation for ca
i j is in principle sufficient to account for (6.24). It

is possible that in addition to this contribution, correlations among the ca
i j can also contribute at leading order to the four-point

function. For example, note that the pattern of indices appearing in (6.26) is similar to the pattern appearing in the expression of
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the time-evolved second Rényi entropy, (5.2). We can write

〈W (t )ZW (t )Z〉 = 1

d

∑
i1,i2,i3,i6
j1, j2, j3, j4

C(4)(i6 j2, i1 j1; i2 j1, i3 j2; i3 j3, i2 j4; i1 j4, i6 j3; t )e−SA(Ēi1 i2 )−SB (Ē j2 j3 )hA,W (ωi1i2 )2hB,Z (ω j2 j3 )2.

(6.28)

The argument of C(4) in (5.11) is a special case of that in
(6.28). So if the more general C(4) appearing in (6.28) also
has the scaling of the RHS of (5.11), then we can get a
contribution similar to T4 in the four-point function, which
competes with (6.27). We leave a detailed numerical study of
these contributions to future work.

One interesting question is how (6.28) can give rise to
the dependence of the OTOC on the distance between the
operators A and B. The contribution C(4) does not contain
this information, so it may be encoded in the functions hA,W

and hB,Z , which may have some dependence on the distance
between the operator and the boundary of the subsystem.

VII. CONCLUSIONS AND DISCUSSION

In the last several decades, a lot of progress has been
made in understanding universal properties of the energy
eigenvalues and eigenstates of chaotic quantum many-body
systems. The powerful framework of random matrix theory
has driven much of this progress. However, random matrix
theory ignores the local structure of interactions in realis-
tic Hamiltonians, and fails to capture universal dynamical
properties resulting from locality, such as ballistic spreading
of operators and linear growth of entanglement entropy. An
important open question is about how these dynamical phe-
nomena emerge from spectral properties, which in principle
underlie all features of the dynamics.

In this paper, we addressed this question in a family of
chaotic spin-chain models in one spatial dimension. We stud-
ied the time evolution of a few different quantities during the
thermalization of a product of eigenstates of two extensive
subsystems, including the return probability, transition proba-
bility, Rényi entropy, and correlation functions. We attributed
the dynamics of these quantities to various collective proper-
ties of the coefficients relating the energy eigenbasis of the
full Hamiltonian to products of eigenstates of the subsystem
Hamiltonians. The magnitudes of the coefficients were found
to take a simple universal form, given by a Lorentzian at
small energy differences that crosses over to an exponential
decay for large energy differences. The Lorentzian form of
the magnitude explained the exponential decay of the return
probability with time. Correlations among these coefficients,
which are often assumed to be negligible, were found to play
a key role in the evolution of the transition probability and the
entanglement entropy during thermalization.

One important direction for future work is to see whether
the spectral properties we identified in this paper also hold in
other examples of local chaotic quantum many-body systems.
For example, in the SYK chain model [75], it may be possible
to analytically study various properties of the coefficients ca

i j .
Such studies could also provide a better understanding of
the somewhat mysterious correlations from locality discussed

in Sec. V, which govern the evolution of the second Rényi
entropy.

The coefficients ca
i j can also be studied in the context of

quantum field theories, with the caveat that their definition
would depend on the UV cutoff. For example, one could
consider the overlap between the eigenstates of two semi-
infinite boundary conformal field theories (BCFTs) and the
eigenstates of a single CFT where they are joined together.
The evolution of the von Neumann entropy on joining together
two pure states in BCFTs has previously been studied in
(1 + 1)D in [76,77]. To address the questions posed in this
paper, one would need to extend these calculations to the
case where the two pure states are excited eigenstates, and to
quantities like the return probability and transition probability.
The holographic dual of BCFTs is well understood [78–80],
and it would be interesting to see what features of the bulk
theory underlie the behavior of P(t ), Pi j,xy(t ), and ca

i j .
The dependence of the various quantities discussed above

on the UV cutoff is due to the fact that the full Hilbert space
HAB in a continuum QFT does not factorize into HA ⊗ HB.
One interesting conceptual question is whether it is possible
to capture some aspects of the collective behavior of ca

i j with
quantities that are well defined in the continuum using alge-
braic QFT [81,82].

Another important direction is the generalization of our
results to higher dimensions. For the magnitude of the coeffi-
cients, our arguments for a Lorentzian form of the eigenstate
distribution function in Sec. III D seem to be equally appli-
cable to one or higher spatial dimensions. On the other hand,
the argument of [30] suggests a Gaussian form. We discuss
some limitations of the argument for a Gaussian form in Ap-
pendix A, but since both arguments involve approximations
it would be useful to understand the behavior explicitly in a
concrete model in higher dimensions. Similarly, understand-
ing the nature of the phase correlations and their contribution
to linear growth of entanglement entropy in higher dimensions
is an important question.

Another exciting direction is to develop protocols to test
the predictions of this paper in experimental setups in the near
term. As mentioned in the introduction, P(t ) is an example
of a Loschmidt echo, which has been indirectly probed for
other sets of initial states in NMR experiments [83]. Recently,
algorithms have also been developed for measuring the re-
turn probability for simple initial states using interferometry
and other techniques that can be practically implemented in
systems like trapped ion simulators and Rydberg atoms in op-
tical lattices (see Appendix A of [84] and references therein).
While it is not easy to prepare products of excited energy
eigenstates as initial states in experimental setups, some al-
gorithms have recently been developed to apply a “filtering”
operation to a product state in order to prepare a pure state
with an arbitrarily small energy variance [84,85]. To probe
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the properties of the eigenstate distribution function, it may
be sufficient to prepare states with some small O(1) variance
δ2. For instance, consider the quantity

Qδ,i j = 〈iδ|A〈 jδ|Be−iHt |iδ〉A| jδ〉B,

|iδ〉 =
∑

Ei′ ∈[Ei−δ,Ei+δ]

di′ |i′〉, (7.1)

where di are random coefficients, which can be obtained for
instance from taking random initial product states in the fil-
tering protocol of [84,85]. Then by averaging over different
realizations of the di we find that

Qδ,i j ≈ 〈i j|e−iHt |i j〉 ∼ e−�t . (7.2)

Making these ideas more precise and implementing them in
realistic systems should provide an interesting challenge for
future work.

Finally, one can try to understand the dynamics of more
general initial states in terms of collective properties of the co-
efficients ca

ψ defined in (1.3). As discussed in the introduction,
for product states the return probability has the Gaussian form
in (1.5). On expressing S2,A(t ) for a product state in terms of
ca
ψ , if we assume that the ca

ψ are uncorrelated random vari-
ables, we find that S2,A(t ) ≈ − log |〈ψ |e−iHt |ψ〉|2, precisely
as in Sec. V. This would give the unphysical prediction that
the second Rényi entropy for such states grows quadratically
at a rate proportional to the system size, unlike the linear and
slower than linear growth at a finite rate observed in [68].
Hence, there must be significant correlations among the ca

ψ

giving rise to the bounded growth of entanglement, which
should be characterized more carefully in future work.
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APPENDIX A: SUBTLETIES OF THE
MURTHY-SREDNICKI ARGUMENT

In this Appendix, we review the derivation of the form of
the eigenstate distribution function by Murthy and Sredniki in
[30], identify the implicit assumptions involved, and clarify its
range of applicability. Murthy and Sredniki consider a similar
division of a local Hamiltonian H into HA, HB, and HAB as we
have in the main text, but focus on the case of (2 + 1) and
higher dimensions. In such cases, the area A of the boundary
between A and B (measured in units of lattice spacing) is also

a large quantity. Various errors in their approximations are
suppressed in powers of 1/

√
A. HAB has the form

HAB =
∑
x∈∂A

hx, (A1)

where the hx are local operators supported near the boundary
∂A between A and B.

To derive the EDF for a given state |a〉, they shift HAB by a
constant such that 〈a|HAB|a〉 = 0. They assume the following
ansatz for the coefficients ca

i j ,

ca
i j = F (Ei j − Ea)e−S(Ei j )/2Ma

i j, (A2)

where Ma
i j is a matrix of erratically varying O(1) numbers,

S(E ) is the microcanonical entropy, and F is taken to be
a smooth function. Based on the eigenstate thermalization
hypothesis, they further assume that the eigenstate |a〉 has an
O(1) correlation length ξ . To study the functional form of F ,
consider its moments,∫

dωF (ω)ωn = 〈a|(HA + HB − Ea)n|a〉

= 〈a|(H − Ea − HAB)n|a〉
= 〈a|Hn

AB|a〉−〈a|HAB(H−Ea)Hn−2
AB |a〉+ . . . .

(A3)

The concrete statement proved in [30] is the following:
Claim A.1. For any integer n � √

A, we have∫
dωF (ω)ωn ≈

{
(n − 1)!!
n n even

0 n odd
+ O(A(n−1)/2).

(A4)

Here 
 is the standard deviation of HAB in |a〉,

2 ≡ 〈a|H2

AB|a〉 = O(A), (A5)

and hence the errors in the even moments are suppressed by
powers of 1/

√
A relative to the leading contribution.

Proof. The n = 1 and n = 2 cases are true by definition.
For higher moments, we have to contend with the complicated
sum in (A3). The first term in the sum can be expanded as

〈a|Hn
AB|a〉 =

∑
x1,...,xn∈B

〈a|hx1 . . . hxn |a〉. (A6)

Since the correlation length is ξ , the higher-point function
〈a|hx1 . . . hxn |a〉 vanishes whenever xi is separated from all the
other x j’s by a distance much larger than ξ , since we have for
instance∑

|x1−x j |
ε

〈a|hx1 hx2 ...hxn |a〉 ≈
∑

|x1−x j |
ε

〈a|hx1 |a〉〈hx2 ...hxn

∣∣a〉

≈ 〈a|HAB|a〉
∑

x2,...,xn

〈a|hx2 ...hxn |a〉

= 0. (A7)

When n � A, the entropically favorable nonzero configura-
tions are those in which the {xi}′s organize into well-separated
pairs. The total contribution from configurations where more
than two of the indices xi are spatially proximate is sup-
pressed by powers of 1/A. When n is odd, in order to get a
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nonzero contribution, we must have one set of three nearby
hxi ’s in each configuration, and can form (n − 3)/2 pairs out
of the rest. Hence the correlation function is approximately
O(A n−1

2 ). On the other hand, when n is even, all the indices
can be paired and we obtain a sum over all Wick contractions,
such that the result is O(A n

2 ). This combinatorial structure
immediately gives approximately Gaussian moments

〈a|Hn
AB|a〉 =

{
(n − 1)!!
n n even

0 n odd
+ O(A(n−1)/2) (A8)

�
so long as n � A. For n ≈ A, we cannot have well-separated
pairs of hxi , so (A8) no longer holds.

Next, we show that the remaining terms in (A3) are sup-
pressed relative to the first term when n � √

A. Generally,
each remaining term contains factors of (H − Ea) sandwiched
between powers of HAB. Since H is local, Hk

AB|a〉 is a su-
perposition of eigenstates with weight concentrated below
Ea + O(k||hx||). Therefore, when k < n � √

A, each factor
of H − Ea contributes at most O(k||hx||). From (A8), each
factor of HAB approximately contributes a factor of

√
A.

Hence, the remaining terms in (A3) are k/
√
A suppressed

relative to the leading term. This concludes the argument.
On the basis of Claim A.1, [30] concludes that the distri-

bution F (ω) can be approximated by a Gaussian,

F (ω) ≈ Fgauss(ω) = e−ω2/2
2

√
2π


. (A9)

It is not clear whether this conclusion can be drawn, for
two reasons: firstly, note that (A4) is not exact. Indeed, the
errors in (A4) are proportional to powers of A and hence
large, although the errors in even powers are small relative to
the leading approximation. Moreover, even in the case where
we do have exact matching of a certain number of moments
between two distributions, this does not guarantee that the
distributions are equal. Suppose we have a distribution F0 such
that the nth moments of F0 and FGauss are equal for all n � p.
Then for p 
 1 and ω � 1, their difference is bounded as [86]

|F0(ω) − FGauss(ω)| � O(|ω|−p). (A10)

Motivated by the argument of [30], suppose we take 1 � p �√
A. We now consider the usefulness of this bound in different

ranges of ω:
(i) For ω < 1, (A10) does not apply, and the distribution

is unconstrained.
(ii) For ω > 1 and O(1), FGauss(ω) ∼ 1/

√
A, while

|ω|−p ∼ e−#p. Since we can always take p 
 lnA, the bound
gives a strong constraint, |F0(ω) − FGauss(ω)| � FGauss(ω).

(iii) For 1 � ω � O(
√

p
), FGauss(ω) � O(e−#p), while
|ω|−p ∼ O(e−#p logA), so again we get a strong constraint.

(iv) For ω � O(
√

p
 ln 
), FGauss(ω) � |ω|−p and the
constraint coming from moment-matching becomes weak.

Therefore, we conclude that exact moment matching up to
p = O(

√
A) would constrain the behavior of the distribution

function F0(ω) in the intermediate range 1 � ω � A3/4.
Finally, we emphasize that when A is O(1), as is always

the case in a (1 + 1)-dimensional system, the Gaussian ansatz

does not hold in any regime, as already pointed out in [30].
This was also numerically verified in Sec. III C.

APPENDIX B: JUSTIFYING THE APPROXIMATION
S(E ) ≈ Sfac(E )

In this Appendix, we justify the approximation that the
thermodynamic entropy of H is approximately equal to that
of HA + HB, which we use in several arguments in the main
text. We first recall a key result from [87]:

Claim B.1. (Keating, Linden Wells 2014): Consider a se-
quence of local qudit Hamiltonians on a d-dimensional lattice
with volume V ∼ Ld ,

H (V ) =
∑
〈i, j〉

3∑
a=0

3∑
b=0

Ja,b σ
(a)
i σ

(b)
j , (B1)

where σ
(a)
j label on-site Pauli matrices, 〈i j〉 is a sum over

nearest neighbor sites and Ja,b are a set of finite real constants.
Let 
2

V denote the variance of the Hamiltonian HV . Then there
is a positive constant σ such that

lim
V →∞


2
V /V = σ 2, (B2)

and the density of states ρ̃(ε,V ) of H (V )/(
√

V σ ) converges
weakly to the unit-variance Gaussian distribution.

Now let us apply this result to the Hamiltonians H (V )
and HA(V ) + HB(V ) respectively . For every lattice volume
V , H (V ) and HA(V ) + HB(V ) are both local Hamiltonians
defined on the same Hilbert space. Moreover, since they only
differ by a finite number of terms in the V → ∞ limit, the
difference between their variances is O(1), although their
variances are individually O(V ). Therefore, the normalized
variance σ 2 appearing in Claim B.1 is identical for H (V ) and
HA(V ) + HB(V ). This guarantees that the normalized density
of states ρ̃(ε,V ), ρ̃fac(ε,V ) associated with H (V )/(σ

√
V )

and [HA(V ) + HB(V )]/(σ
√

V ) converge to the same Gaus-
sian.

In the main text, we are interested in the density of states
ρ(E ) = eS(E ) of H (V ) and ρfac(E ) = eSfac (E ) of HA(V ) +
HB(V ), rather than ρ̃ and ρ̃fac. After rescaling by the variances,
S and Sfac tend to slightly different Gaussians

S(E ) = − E2

2σ 2V
Sfac(E ) = − E2

2(σ 2 + δ/V )V
, (B3)

where δ quantifies the O(1) difference between the variances
of H (V ) and HA(V ) + HB(V ). For E � O(V ), the difference
between S(E ) and Sfac(E ) can be shown to vanish in the
thermodynamic limit

S(E ) − Sfac(E ) ≈ − δ

2σ 4

E2

V 2
→ 0. (B4)

However, when E = εV for some ε = O(1), the difference
S(E ) − Sfac(E ) becomes O(1). As a result, the ratio of ρ(E )
and ρfac(E ) at a finite energy density E = εV approaches a
finite ratio in the thermodynamic

eSfac (E )/eS(E ) ≈ e
ε2δ


2 . (B5)
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This O(1) multiplicative correction does not change any of
the qualitative conclusions we drew in the main text about the
functional form of f (ω) and its dynamical consequences.

APPENDIX C: ALTERNATIVE APPROXIMATIONS
FOR THE EDF

Recall that in Sec. III D, we found the exact characteristic
equations

Ea − Ēi j = 1

π

∑
m

�i j (εm)ρ(εm)−1

Ea − εm
,

∣∣ca
i j

∣∣−2
ρ(Ea)−1 ≈ 1

πρ(Ea)

∑
m

�i j (εm)ρ(εm)−1

(Ea − εm)2
, (C1)

and evaluated the sums using the approximation that the en-
ergy levels are exactly evenly spaced. In this Appendix, we do
not make this assumption, but give an alternative argument for
the Lorentzian regime,

f (Ea − Ēi j ) = 1

π

�i j (Ēi j )

(Ea − Ēi j )2 + �i j (Ēi j )2
, (C2)

using assumptions about the functional form of �i j (ε).

Before we state and use these assumptions, we first per-
form some exact manipulations that are independent of the
form of �i j (ε). We start by squaring both sides of the first
equation in (3.21),

(Ea − Ēi j )
2 = 1

π2

∑
m,n

�i j (εm)ρ(εm)−1�i j (εn)ρ(εn)−1

(Ea − εm)(Ea − εn)

= 1

π2

∑
m

�i j (εm)2ρ(εm)−2

(Ea − εm)2

+ 1

π2

∑
m �=n

�i j (εm)ρ(εm)−1�i j (εn)ρ(εn)−1

(Ea − εm)(Ea − εn)
.

(C3)

For the first term, since the sum is sharply peaked at εm ≈ Ea,
we can pull out a factor of �i j (Ea)/ρ(Ea) and relate it to the
EDF,

Term 1 = �i j (Ea)

π

∣∣ca
i j

∣∣−2
ρ(Ea)−1 ≈ �i j (Ea)

π
f (Ea − Ēi j )

−1.

(C4)

The second term can be simplified using partial fractions

Term 2 = 1

π2

∑
m �=n

�i j (εm)ρ(εm)−1�i j (εn)ρ(εn)−1

εm − εn

[
1

Ea − εm
− 1

Ea − εn

]

= 2

π2

∑
m �=n

�i j (εm)ρ(εm)−1�i j (εn)ρ(εn)−1

(εm − εn)(Ea − εm)

= 2

π

∑
m

gi j (εm)
�i j (εm)ρ(εm)−1

Ea − εm
, (C5)

where gi j (εm) is the Hilbert transform of �i j (ε)

gi j (εm) = 1

π

∑
n, n �=m

�i j (εn)ρ(εn)−1

εm − εn
= 1

π
P

∫
�i j (ε)

εm − ε
dε. (C6)

Since we expect gi j (εm) to be a smooth function, we can expand gi j (εm) around εm = Ea. Assuming that �i j (εm) is even in
εm − Ēi j , we obtain a further simplification

Term 2 = 2

π

∑
m

[gi j (εm) − gi j (Ea)]
�i j (εm)ρ(εm)−1

Ea − εm
+ 2gi j (Ea)

π

∑
m

�i j (εm)ρ(εm)−1

Ea − εm

= − 2

π

∑
m

∞∑
p=1

g(p)
i j (Ea)

p!

(εm − Ea)p

εm − Ea
�i j (εm)ρ(εm)−1 + 2gi j (Ea)(Ea − Ēi j )

= − 2

π

∞∑
p=0

g(1+p)
i j (Ea)

(1 + p)!

∑
m

�i j (εm)ρ(εm)−1(εm − Ea)p + 2gi j (Ea)(Ea − Ēi j ), (C7)
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where g(p)
i j (ε) is the pth derivative of gi j (ε). In this new representation of Term 2, the summand is completely nonsingular.

Therefore, all sums can be approximated by integrals. After further expanding in powers of δ = Ea − Ēi j , we find

Term 2 = − 2

π

∫
dε�i j (ε)

∞∑
p=0

g(1+2p)
i j (Ēi j + δ)

(1 + 2p)!
(εm − Ēi j − δ)2p + 2gi j (Ēi j + δ)δ

= − 2

π

∫
dε�i j (ε)

∞∑
p=0

∞∑
k=0

p∑
q=0

g(1+2p+2k)
i j (Ēi j )

(1 + 2p)!

δ2k

(2k)!
(εm − Ēi j )

2q(−δ)2p−2q

(
2p

2q

)
+ 2

∞∑
s=1

g(s)
i j (Ēi j )

s!
δ1+s

=
∞∑

n=0

C2nδ
2n, (C8)

where C2n are a set of real coefficients that can in principle be
calculated. Putting these together, we find

f (Ea − Ēi j ) ≈ 1

π

�i j (Ea)

(Ea − Ēi j )2 − ∑∞
n=0 C2n(Ea − Ēi j )2n

.

(C9)

As we will show in the rest of the section, C0 < 0. Therefore,
the Lorentzian prediction for f (ω) is robust for generic func-
tional forms of �i j (ε), as long as �i j varies slowly for some
range σ larger than the characteristic width of f . Corrections
coming from C2n with n > 0 distort and Lorentzian and lead
to additional features observed in Fig. 9.

Now let us explicitly evaluate C0 using two different as-
sumptions for the functional form of �i j (ε). Let us first
consider the simplest box approximation,

�i j (ε) =
{

πσ 2
E ,i j

2σ
|ε − Ēi j | � σ

0 |ε − Ēi j | > σ
, (C10)

which satisfies the exact normalization constraint∫
�i j (ε)dε = π

∑
m

|Vm,i j |2 = π (〈i j|H2|i j〉 − 〈i j|H |i j〉2)

= πσ 2
E ,i j . (C11)

The Hilbert transform then evaluates to

gi j (εm) = 1

2σπ
P

∫ Ēi j+σ

Ēi j−σ

πσ 2
E ,i j

εm − ε

= σ 2
E ,i j

2σ
log

(
σ + εm − Ēi j

σ − εm + Ēi j

)
. (C12)

By explicit computation, we can show that

g(1+2p)
i j (εm) = �i j (Ēi j )

π
(2p)![(σ + Ēi j − εm)−(1+2p)

+ (σ − Ēi j + εm)−(1+2p)], (C13)∫
dε�i j (ε)(ε − Ēi j )

2p = �i j (Ēi j )
2

1 + 2p
σ 1+2p. (C14)

Plugging these results back into Term 2, we find that for Ea =
Ēi j ,

C0 = − 2

π

∞∑
p=0

2�i j (Ēi j )(2p)!

π (1 + 2p)!
σ−(1+2p)�i j (Ēi j )

2

1 + 2p
σ 1+2p

= −�i j (Ēi j )
2 8

π2

∞∑
p=0

1

(1 + 2p)2
= −�i j (Ēi j )

2. (C15)

Assuming that the quadratic correction to Term 2 is sup-
pressed (as we confirm below), this gives the approximation
(C2) for f (ω).

Next, we assume a more realistic situation where �i j (ε) is
an approximate Lorentzian with width σ and decays rapidly
for |ε − Ēi j | 
 σ . Using the normalization constraint again,
we have

�i j (ε) ≈ σ 2
E ,i jσ

σ 2 + (ε − Ēi j )2
. (C16)

Up to small errors due to the deviation of �i j (ε) from a
Lorentzian at large ε − Ēi j , the Hilbert transform takes the
form

gi j (ε) = σ 2
E ,i j (ε − Ēi j )

σ 2 + (ε − Ēi j )2
. (C17)

Putting (C17) into Term 2, and evaluating at Ea = Ēi j , we find

C0 = 2

π

∑
m

σ 2
E ,i j (εm − Ēi j )

σ 2 + (εm − Ēi j )2

�i j (εm)ρ(εm)−1

Ēi j − εm

= −2σ 2
E ,i j

π

∑
m

�i j (εm)ρ(εm)−1

σ 2 + (εm − Ēi j )2
= −�i j (Ēi j )

2,

(C18)

where we approximated the last sum with an integral because
the summand is nonsingular. The width again matches (3.24).
For both the box approximation and the Lorentzian approxi-
mation, we should also explicitly check that the corrections
to Term 2 in (C8) for Ea �= Ēi j are suppressed for small
|Ea − Ēi j |. From this expansion, it is clear that the leading cor-
rections are quadratic in δ. To extract the quadratic coefficient
C2, we need only evaluate the terms with k = 0, p − q = 1
and k = 1, p = q in the first sum and the terms with s = 1
in the second sum. Using either the box approximation or

224305-25



SHI, VARDHAN, AND LIU PHYSICAL REVIEW B 108, 224305 (2023)

the Lorentzian approximation for �i j (ε) (we omit the details,
which are tedious but straightforward), we find that

Term 2 ≈ −[�i j (Ēi j )
2 − C2(Ea − Ēi j )

2 + O((Ea − Ēi j )
4)],

(C19)

where C2 � O( �i j (Ēi j )
σ

). The upper bound guarantees that the
Lorentzian holds over a much larger range of |Ea − Ēi j | than
the width �i j (Ēi j ).

Finally, we note in passing that we could have obtained
the above result by starting with a slightly weaker assump-
tion about the analytic structure of �i j (ε). We can start by
requiring that �i j (ε) is an even analytic function of ε − Ēi j

whose only singularity in the upper half plane is a pole at
ε∗ − Ēi j = iσ . Consider the Hilbert transform

gi j (εm) = 1

π
P

∫
�i j (ε)

εm − ε
dε. (C20)

By completing the principal value integral to an integral from
−∞ + i0+ to ∞ + i0+ and then closing the integration con-
tour in the upper half plane, we pick up two residues at ε = εm

and ε = Ēi j + iσ . If the residue at ε = Ēi j + iσ is R1 + iR2,

then

gi j (εm) = −i�i j (εm) + 2i(R1 + iR2)

εm − Ēi j − iσ

= −i�i j (εm) + 2(R1 + iR2)
−σ + i(εm − Ēi j )

σ 2 + (εm − Ēi j )2
.

(C21)

By definition, gi j (εm) is a real function for real εm. Thus, the
above equation leads to the constraints

�i j (εm) = 2R1(εm − Ēi j ) − 2R2σ

σ 2 + (εm − Ēi j )2
,

gi j (εm) = −2
R1σ + R2(εm − Ēi j )

σ 2 + (εm − Ēi j )2
. (C22)

Since �i j (εm) is real, manifestly positive, and even for εm ∈ R,
we must have R1 = 0 and R2 < 0.

Putting all of these ingredients together, and using the
normalization condition (C11), we conclude that

�i j (ε) = σσ 2
E ,i j

σ 2 + (ε − Ēi j )2
,

gi j (ε) = σ 2
E ,i j (ε − Ēi j )

σ 2 + (ε − Ēi j )2
, (C23)

which was precisely our assumption in (C16) and (C17).
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