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Topological analog of the magnetic bit within the Su-Schrieffer-Heeger-Holstein model
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In magnetic memories, the state of a ferromagnet is encoded in the orientation of its magnetization. The energy
of the system is minimized when the magnetization is parallel or antiparallel to a preferred (easy) axis. These
two stable directions define the logical bit. Under an external perturbation, the direction of magnetization can be
controllably reversed and thus the bit flipped. Here, we theoretically design a topological analog of the magnetic
bit in the Su-Schrieffer-Heeger-Holstein model, where we show that a transient external perturbation can lead to

a permanent change in the electronic band topology.
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I. INTRODUCTION

In the past 15 years, there has been a flurry of research
activity in the area of topological condensed matter physics
(see, e.g., Refs. [1-8] and references therein). One of the
research frontiers in the field is to develop the ability to control
and alter the values of topological invariants through the ap-
plication of external perturbations [9,10]. Such control could
be a precursor of topological transistors and memories.

There exist conceptually different approaches to switching
the value of topological invariants. One of them is to induce
a reversible topological phase transition in thermodynamic
equilibrium through the application of pressure [11] or of a
static electric field [12]. A second approach relies on Floquet
engineering: a topologically trivial material is driven out of
equilibrium by a time-periodic perturbation, such that the
dressed electronic bands become topologically nontrivial [13].
One limitation of the preceding two approaches is that the
induced change in the electronic topology is transient: once
the external perturbation is removed, the system goes back to
its initial state.

A third approach, pursued more recently, consists in uti-
lizing light pulses to induce a transition between two stable
(or metastable) states of different electronic band topology
[14-16]. This approach has the advantage of allowing a per-
manent change in electronic topology under the transient
action of an external perturbation. One challenge of this ap-
proach is that, thus far, it has been implemented only in
materials whose crystal structure must be modified in order to
switch the electronic topological invariant. The intense light
pulses required to attain such change in structure are hardly
compatible with scalable transistor or memory architectures.
In addition, the two topologically distinct phases in those
materials are both electrically conducting (a Weyl semimetal
and a topologically trivial semimetal), which makes it more
difficult to distinguish them and use them for applications.

In this work, we theoretically conceive a system in which a
small transient external perturbation can lead to a permanent
switch between two topologically distinct phases of matter
that are electrically insulating. Our proposal is inspired by an
analogy with the magnetic bit. In magnetic memories [17], the
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state of a magnetic material is encoded in the orientation of its
magnetization. The energy of the system is minimized when
the magnetization is parallel or antiparallel to a preferred axis.
These two stable directions define the magnetic bit (0 and
1). Under an external perturbation, the direction of magneti-
zation can be reversed following the Landau-Lifshitz-Gilbert
equation [18] and thus the bit flipped. To do so, the external
perturbation must overcome the magnetic anisotropy energy,
which is small compared to the energy scale associated to
the magnitude of the magnetization. Accordingly, relatively
weak perturbations suffice to flip the magnetic bit. At the same
time, the magnetic anisotropy energy ensures that the magne-
tization will retain its new stable state, with robustness under
thermal and quantum fluctuations, when the perturbation is
turned off.

In our work, the roles of 0 and 1 are played by two ener-
getically degenerate ground states having different values of a
topological invariant. This idea is similar in spirit to the third
approach described above, while differing from it in a number
of ways. First, we do not require strong external perturbations.
Second, the phase transition is between two insulating phases
of matter. Third, the topological invariant is encoded not in
a discrete crystal structure, but instead in an order parameter
that can be continuously changed. Admittedly, a straightfor-
ward example of such encoding is realized in an anomalous
Hall insulator, wherein the reversal of the magnetic order
parameter results in a change of the electronic topological in-
variant (Chern number). Yet, this change occurs between two
topologically nontrivial states (see also Ref. [19] for a related
switch in the superconducting context). Here, we are instead
interested in attaining a switch between a topologically trivial
phase and a topologically nontrivial phase, both of them being
insulating in the bulk.

We find that the simplest system realizing the preceding at-
tributes is the Su-Schrieffer-Heeger-Holstein (SSH-Holstein)
model at half-filling, with its parameters tuned close to a phase
transition between a bond density wave and a site density
wave. This is a situation that does not necessarily describe
a real material; it remains an open question whether the
ideas exposed in it will be eventually realized in experiments.
The model consists of a one-dimensional chain of orbitals
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FIG. 1. Schematic representation of the mean-field ground states
for the Holstein model (a) and the SSH model (b), with the electron
density depicted in blue. In each panel, the two degenerate ground
states (differing by a sign of the order parameter) are displayed.

with SSH-type (intersite) and Holstein-type (onsite) electron-
phonon coupling. When the SSH coupling dominates, the
ground state displays an instability towards a bond density
wave. This bond density wave has two topologically distinct
but energetically identical ground states [Fig. 1(b)], which
are the analogs of the two states of a magnetic bit. Shifting
the order parameter to a site density wave [Fig. 1(a)] has
an energy cost that plays a role analogous to the magnetic
anisotropy energy in magnetic memories.

The rest of this work is organized as follows. In Sec. II,
we review the mean-field phase diagram and associated topo-
logical invariants of the SSH-Holstein model. In Sec. III,
we describe the mean-field order-parameter dynamics under
external perturbations. We use the path-integral formalism
to derive an equation of motion of the density-wave order
parameter, and we identify parameter regimes in which the
topological analog of magnetization reversal is realized. In
Sec. IV, we highlight connections with the dynamics of
the superconducting order parameter in an unconventional
Josephson junction. In Sec. V, we provide a proof of principle
for the topological analog of the magnetic bit. The main text
of the paper concludes in Sec. VI with a summary of our
results and a comparison with the existing literature on the
dynamics of incommensurate charge density waves. Some
technical points are relegated to the Appendix. We take i = 1
until Sec. IIIJ, and restore the 7 factors afterwards.

II. THE SSH-HOLSTEIN MODEL

The SSH-Holstein model describes spinless fermions mov-
ing in one dimension, with a hopping amplitude and an onsite
energy modulated by two distinct types of phonons. The cor-
responding Hamiltonian reads as

H =y Z(C;Cj_;,_] + H.c.)
J

—as 2(4_/ — qj+1 )(c;c_,qr] +H.c.)
J

1
+ 3 Z [msq? + Ks(q; — fI_i+1)2]
J
1 .
—ay Z Qjcje; + ) Z (mu Q)" + Kn03). (1)
J j

where j is the site index, #; is the hopping amplitude be-
tween nearest neighbors (assumed to be real), g; — g1 is
the bond displacement (SSH phonon), and Q; is the intr-
asite displacement (Holstein phonon). Also, «;, K;, and m;
are, respectively, the electron-phonon couplings, the spring

constants and atomic masses associated to SSH (i = S) and
Holstein (i = H) phonons.

When oy = 0, Eq. (1) becomes the SSH model [20]. At
half-filling (one electron per two sites), this system undergoes
a Peierls instability towards a bond density wave [Fig. 1(b)].
In the mean-field approximation [21], the density wave is
described by the staggered displacement field

q; = (=1)/ Ag, 2)

where Ay is the SSH order parameter. Substituting Eq. (2) in
Eq. (1), assuming a static and uniform order parameter Ay,
adopting the continuum approximation (see Sec. III A below),
and minimizing the energy with respect to Aggs, we find

aty A
s

Ags >~ + e s, 3)
where a is the lattice constant (distance between nearest
neighbors), A ~ 1/a is a UV wave-vector cutoff, and

20

As = “

B wtyKs

is a dimensionless coupling constant between electrons and
SSH phonons (As < 1 in the continuum approximation).

Although the ground-state energy is independent of the
sign of Ags, the electronic band topology is sensitive to it.
For one sign, the electronic Berry phase is 7 (mod 27 ); for
the other sign, the electronic Berry phase is 0 (mod 27). In
the first case, but not in the second, a finite-size chain hosts
zero-energy electronic modes at chain ends [1]. Domain
walls between regions of opposite sign of Agg likewise host
zero-energy electronic modes. These modes are protected by
chiral symmetry.

When ag = 0, Eq. (1) becomes the Holstein model [22]. At
half-filling, this system undergoes a Peierls instability towards
a site density wave [Fig. 1(a)],

Q= (=1 Au, &)

where Ay is the Holstein order parameter. Assuming a static
and uniform order parameter Aoy, the minimization of the
mean-field energy in the continuum approximation gives

datg A

Aoy >~ =+ e Vi (6)
(%%:}
where
o
= 7
" 2mtoKy 7

is a dimensionless coupling constant between electrons and
Holstein phonons (Ay < 1 in the continuum approximation).

Like in the SSH model, the ground state of the Holstein
model is doubly degenerate because the system’s energy is
independent of the sign of Agy. Contrary to the SSH model,
the two ground states of the Holstein model are not distinct
from the point of view of the Berry phase, which varies con-
tinuously with the parameters of the Hamiltonian. Yet, the two
signs of Aoy are topologically distinct due to a nonsymmor-
phic chiral symmetry [23]. Unlike the chiral symmetry of the
SSH model, the nonsymmorphic chiral symmetry of the Hol-
stein model is broken at the ends of a finite-size chain, as well
as at a sharp domain wall between regions of opposite sign
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(a)

FIG. 2. Mean-field energy for the SSH-Holstein model calculated in the continuum approximation, as a function of the order parameter
A = (Ag, Ap). Darker blue denotes higher energy. Energy minima are indicated in red. (a) When As > Ay [defined in Eqgs. (4) and (7)], the
ground state is a doubly degenerate bond density wave. The white line indicates the lowest-energy path for switching the order parameter
between the two degenerate ground states. This is analogous to the path followed in the magnetization reversal of a two-dimensional
ferromagnet with easy-axis anisotropy. In the main text, we study the dynamics of the order-parameter angle ¢ as a function of external
perturbations. (b) When Ag = Ay, the ground state is infinitely degenerate (red line). In the lattice model, the phase boundary between the
SSH-type and Holstein-type charge density waves is slightly away from Ag = Ag. (¢) When g < Ay, the ground state is a doubly degenerate

site density wave.

of Aoy. As a result, zero-energy modes are not guaranteed at
interfaces of different topological invariant [24].

‘When both o5 and o are nonzero, the nature of the mean-
field ground state in the continuum approximation depends on
the ratio Ag/Ag: (1) when Ag > Ag, the ground state harbors a
SSH-type (bond density wave) order parameter [Eq. (3)]; (2)
when Ag < Ay, the ground state displays a Holstein-type (site
density wave) order parameter [Eq. (6)]; (3) when Ag = Ay,
the mean-field order parameter is infinitely degenerate with

(Aos, Aoy) = datgAe /1 (L sin @, € cos (p), (8)
dag oy
for any ¢ € [0, 2). In this case, the charge density wave is
said to be incommensurate. In comparison, the charge density
wave for Ay # Ay is named as commensurate. Figure 2 illus-
trates the mean-field energy landscape for the SSH-Holstein
model.

The preceding observations are based on the mean-field
approximation, which is expected to be accurate in the adi-
abatic regime [25], where the phonon frequencies are small
compared to the mean-field energy gaps (as|Aos|, | Aog]).
In the nonadiabatic regime, the density waves are less robust
and metallic phases may also emerge (see, e.g., Refs. [26,27]
for a recent numerical study on the spinful SSH-Holstein
model). Hereafter, we will limit ourselves to the adiabatic
case.

In order to realize a topological analog of the magnetic bit,
we place ourselves in the regime As > Ag. In this regime, the
two ground states have topologically robust Berry phases, one
of them being zero (trivial) and the other 7 (topological). As
illustrated in Fig. 2(a), the situation is reminiscent to that of
a two-dimensional ferromagnet with easy-axis anisotropy: the
two preferred (antiparallel) orientations of the magnetization
can be mapped to the two signs of the order parameter Ag.

In a ferromagnet with easy-axis anisotropy, the dynam-
ics of the magnetization and its possible reversal in the
presence of external perturbations are described by the
Landau-Lifshitz-Gilbert (LLG) equation [18]. In the next sec-
tion, we will search for a counterpart of the LLG equation in
order to describe the reversal of electronic band topology in
the SSH-Holstein model. Such reversal will take place fol-
lowing the low-energy path indicated in white in Fig. 2(a).
The probability for direct quantum tunneling of the order
parameter through the energy barrier at (Ag, Ay) = (0,0)
will be neglected.

III. ORDER-PARAMETER DYNAMICS

Thus far we have discussed the mean-field ground state of
the SSH-Holstein model and we have described the presence
of topologically distinct ground states. In this section, we
determine the dynamics of fluctuations around the mean-field
ground state.

A. Continuum model approximation

We begin by applying the continuum approximation to the
SSH-Holstein model, which will facilitate the calculations
that follow. The continuum model is motivated by the fact that,
for half-filling, low-energy excitations are concentrated in the
vicinity of the Fermi wave vectors £kr with kp = 7 /2a [28].
This allows to write

L g ()€™ 4 Wy(x)e e ©)
Ja )
where W, (Wg) is the field operator for the left-moving
(right-moving) fermions, varying slowly as a function of x.
Substituting Egs. (2), (5), and (9) into Eq. (1) and keeping
only terms that vary slowly at the scale of a, the mean-field

214306-3



XU, SENECHAL, AND GARATE

PHYSICAL REVIEW B 108, 214306 (2023)

Hamiltonian of the SSH-Holstein model becomes

H= /dxqﬂ'hxu ?/dx(&éjtw@g)
a
my A2 2 A2
+20[ ax(&3 + o o). (10)

where wy = (Kg/my)'? and ws = (4Kg/ms)'/? are fre-
quencies of Holstein and SSH phonons, ¥ = (¥, Wg) is a
two-component spinor, and

h = —ivo*d, — dasAso” + agAyo™ (11D

is the electronic Hamiltonian for a one-dimensional (1D)
Dirac fermion [29] with scalar and pseudoscalar masses
(—4asAs, ag Ay) and velocity v = 2aty, o; being the Pauli
matrices in the (L, R) space. When Ag and Ay are treated as
known parameters (rather than order parameters with internal
dynamics), the electronic part of the SSH-Holstein model is
also widely known as the Rice-Mele model [30]. Below, we
will study the dynamics of Ag and Ap in response to external
perturbations.

B. Perturbations

We will focus on external perturbations that act on elec-
trons. In the presence of such perturbations, the Hamiltonian
in Eq. (10) acquires an additional term

8H=/dx\I/T8h\IJ=/dx\IJT(B-a—i-Bo)\IJ, (12)

where B = (By, By, B;). Physically, By and B, can be in-
terpreted as scalar and vector electromagnetic potentials,
respectively, because By couples to the charge density ¥iWw
and B, enters the Hamiltonian density as W (—ivd, +
B;)o*W. Likewise, B, and B, can be regarded as external
influences on the Dirac masses in Eq. (11).

In general, perturbations that lead to electron backscatter-
ing result in nonzero B, and B,. Static disorder is an example
of such a perturbation. There are, in addition, other sources of
By and B,. For example, let us consider a spatial modulation
of the onsite potential

> Vicle,. (13)
J

Using Eq. (9) and transferring V(x) to Fourier space as
Vix)=>, vee’™, Eq. (13) becomes proportional to

/ dx vy + Re(vag, Yo — Im(vay, Yo ¥ TW. (14)

Thus, a modulation of the onsite potential produces the per-
turbations By, By, and By. If the modulation is symmetric in
space [V (x) = V(—x)] and has a zero mean [f V(x)dx = 0],
then only B, is present. Similarly, in the case of modulated
strain,

> “Vi(ciejpn +He.) o Re(vy, ) / dxVio?W,  (15)
J
we get a nonzero By. A recent theoretical study [31] indicates

that By could also be produced when the system containing
impurities is driven by ultrasound.

C. Effective action for the order parameters

A convenient and standard way to obtain the order-
parameter dynamics is through the minimization of an
effective action. To obtain such an effective action, we be-
gin by writing the partition function of the system in the
imaginary-time path-integral formalism [32]:

Z= / DV, W, Ag, Ay) e SV V0801 (16)

where
S = /d‘[ dx[¥'o, —M\pT\y]+/dr(H+aH) (17)

is the Euclidean action of the system, u is the chemical po-
tential (we take pu = 0 below, corresponding to half-filling),
and t = it is the imaginary time. The full action in Eq. (17)
contains both fermion and phonon (order-parameter) fields.
However, we are interested only in the dynamics of the order
parameters. Thus, we integrate out the electronic degrees of
freedom (W7, W) in order to quantify their influence in the
dynamics of A = (Ag, Ag).
The integration of the electronic fields [32] yields

Z= /D(As, Agg)eSarthsam), (18)

where Ser = Spn — Tr In G~! is the effective action for the
order parameters, and

1 : A
Sph = % dt dx[ms(A§ + wag) + mpy (Ai{ + o Aé)]

(19)

is the phonon-only part of the effective action. In addition,
G~' = 3, — u + h + 8h is the inverse of the electron Green’s
function, and Tr represents the trace over both space-time and
the (L, R) pseudospin.

From the effective action, we obtain the dynamics of the
order parameters in two steps: first, we minimize the effective
action via §Ser/0A = 0, and afterwards we switch back to
real time. There is a problem, however. While the expression
for Sefr is exact in principle, in practice it cannot be computed
exactly because G~! contains order-parameter fields with ar-
bitrary time and space dependence. As a result, we are unable
to compute the trace over space and time, unless we resort to
approximations.

The simplest approximation is to assume that the external
fields are weak and that the deviations of the order parameter
A from its mean-field value are small. This approximation is
unsatisfactory for the purposes of studying the switching of
the electronic band topology, where A must be allowed to
flip by 180° from its initial state. A better approximation is
to allow the direction of A to vary arbitrarily, while assuming
that the variation is slow in space and time. To implement the
latter approximation, it is convenient to carry out a unitary
transformation known as the chiral rotation.

D. Chiral rotation
Let us define

—dasAg = Asing, aygAy = Acoso, (20)
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where A is the modulus of the combined SSH and Holstein
order parameters (in energy units), and ¢ is an angular vari-
able characterizing the relative weight between the SSH and
Holstein order parameters. Then, the electronic part of the
action in Eq. (17) is

Se = /dxdt Uo, —ivo®dy — AR -0 — u + Sh]W,

ey

where € = (cos¢, sin¢,0). Now consider a change of
variables W' = RW, where R = exp(—io,¢/2) is a unitary
operator that rotates the left- and right-moving fermions in
the opposite directions by an angle ¢. A similar transforma-
tion has been used to study the dynamics of incommensurate
charge density waves [33-35] and ferromagnets [18]. Upon
this transformation, the electronic action becomes

S. = /dx dr ' + M)V, (22)
where U/ = W'o*, I = yH3, — iey"A,, yo=0% pl=
—0o?Y, 0y = 0;, 01 = vdyx, Ap = iBy/e, and A} = —B;/e. We
define

Al = A — ivd,¢/2e,

Al = A, +id.p/2e (23)

as the effective electromagnetic potentials including the con-
tributions from the gradients of ¢ [34]. The mass term in
Eq. (22) is

M=A+B-Q—ic*(Bx Q)17 24)

In Eq. (22), the time and space gradients of ¢ have been
separated out from ¢ itself. The latter only appears in terms
that multiply B, which can be treated perturbatively. Thus, this
opens the door of doing perturbation theory in d,¢ and 0,¢,
instead of ¢ itself.

E. Chiral anomaly

In Eq. (22), we have seen how the electronic action changes
under a chiral rotation, through (Ag,A;) — (Aj, A)). As it
turns out, when such an operation is applied to Dirac fermions
in even space-time dimensions, the measure of the path in-
tegral changes as well [36-38]. This change results in an
additional term S, to the effective action,

7 = / DLW, W ¢, AleSee SV V0.0l (25)
where
1 ) 1 s U 2
Sa = E dt dx le¢E.x + R(ar(ﬁ) + Z(axd)) (26)

is known as the chiral anomaly contribution and E, =
—9pA! — 3,A° is the electric field along the chain [not con-
taining the contributions from 9,¢ and 9,¢ in Eq. (23)]. Such
chiral anomaly contribution to the total action in incommensu-
rate charge-density-wave (CDW) systems has been considered
in Refs. [33-35].

F. Modulus of the order parameter and anisotropy energy

In Eq. (25), there remains a difficulty when integrating
out the fermion fields (¥, ¥'). Namely, the resulting term
Trin(p' + M) cannot be calculated explicitly because A in
Eq. (24) is generally space and time dependent. To make
progress, we draw an analogy with an approximation that is
commonly invoked in magnetism [18].

For temperatures well below the Curie temperature, the
fluctuations in the magnitude of the magnetization of a ferro-
magnet are relatively unimportant because they involve higher
energies than the fluctuations in the direction of the magne-
tization. In our model, the magnitude of the magnetization
maps to A, while its direction maps to ¢. Then, if we assume
that temperature is low compared to the mass gap, A can be
obtained by minimizing the mean-field energy E[A, ¢] with
respect to A, for each value of ¢. This amounts to neglecting
the fluctuations of A around its mean-field value.

Ignoring the contributions from B (whose effect on the
dynamics of ¢ will be taken into account below), the energy
minimization in the continuum model gives

A > datyAexp (—rg'sin® ¢ — Ay' cos®¢).  (27)

Thus, the value of A becomes tied to that of ¢. Assuming
As >~ Ay, we have

A~ Ag(l — & sin? @) = A(¢), (28)

where the constant A is the value of A for A¢ = Ay, and

E=hg'— 2y (29)

is a small dimensionless number. Hence, we have succeeded
in separating A into a dominant constant piece A plus a small
time- and space-dependent piece. The latter can be treated
perturbatively when computing Tr In(}’ + M).

Substituting Eq. (28) in E[A, ¢], we get

E[A, ¢] =~ const + Ly sin® ¢ = E[¢], (30)
where L is the system length and
AZ
= i 3D
4 aty

is the analog of the magnetic anisotropy energy per unit
length for a two-dimensional magnet with an in-plane easy
axis. Like in the magnetic case, the anisotropy energy in the
SSH-Holstein model at Ag ~ Ay is small compared to the
magnitude of the order parameter. When Ay > Ag, E[¢] is
minimized for ¢ = 0, 7 (degenerate minima). When Ay <
s, E[¢] is minimized for ¢ = 7 /2,37 /2 (degenerate min-
ima). This is consistent with Fig. 2. As mentioned above, for
the purposes of the topological bit we choose Ay < Ag, so that
in the absence of external perturbations the stable minima are
¢ = /2 and 37 /2 (mod 27).

G. Perturbative contributions to the effective action
We are now ready to obtain an explicit expression for
the effective action. Replacing A by A(¢) in Eq. (25) and
integrating out the fermion fields (W’, ¥'), we have

Z:/D[¢]e_setf[¢]’ (32)
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where Setr = Sph + S, — Tr In G l'and G~ = I + M is the
inverse of the electronic Green’s function after chiral rota-
tion. Now, the effective action is only a function of ¢. The
equation of motion for the order parameter follows from
8Sets /8¢ = 0.

In order to further develop the last term in S, we define
the unperturbed inverse electronic Green function as

Gyl = y"du + Ao (33)

and a perturbation V = G ' — G'~! that is small provided that
(0:9)/ Ao, v(0:0)/ Ao, &, and |B|/A( are small parameters.
Yet, there is no restriction on the value of ¢. Thus, a perturba-
tive treatment on V does allow to explore arbitrary values of
¢; such is the gain from the chiral rotation carried our in the
preceding subsection.

Expanding Tr In G'~! to second order in V, the effective
action reads as

Set[#] = Spnl@] + Sa + Tr(GoV) + 5 Tr(GoV GoV),  (34)

where we have omitted a term that is independent of ¢ and
thus does not contribute to the equation of motion of the order

parameter.
The first-order term in the perturbation gives
Ay
Tr(GpV)= ———— / dxdt(B,cos¢
2rtyaly
+ By sing — Aok sin’ ¢), (35)

where we have assumed that f dx By(x) = 0 (or, alternatively,
we have absorbed the zeroth Fourier mode of By into the
chemical potential and have imposed that the renormalized p
stays in the middle of the mass gap). Equation (35) is obtained
in the standard way [39] by writing the trace in frequency and
wave-vector space, performing the Matsubara sum, taking the
zero-temperature limit, and finally computing the integral over
the wave vector. We have also used that vA > Ao.

The second-order term in the perturbation, Tr(GyV GyV),
can be computed similarly but is singular. First, the result
depends on the order in which the momentum and frequency
integrals are carried out. Second, the result leads to an action
that breaks gauge invariance. Both of these problems can be
remedied through a Pauli-Villars regularization. Upon regu-
larizing, we find that the second-order term in V makes a
negligible contribution to the effective action in comparison
to S,. More details about this point can be found in the Ap-
pendix.

H. Effective action

Combining the different terms of Eq. (34), the effective
action for ¢ in real time reads as

(3¢)* — (v3:9)*

+ y sin’ ¢
8rv

mm:/mm[
e¢Ex A0
2 TVAY
AZ 2
200 <w—H cos? ¢ + sin? ¢>(3,¢)2], (36)
2aap \ o

2
S

(Bx cos ¢ + By sin ¢)

T
/2
]
g
o 0 1
Az
<
N
—1/2
—TT T T T
0 /2 T 31/2 27

¢

FIG. 3. Electronic Zak phase of the occupied band in the SSH-
Holstein model, as a function of the order-parameter angle ¢, for
A ~ 0.1ty. The Zak phase matches with ¢ (modulo 27), thereby
supporting Eq. (38) of the main text.

where the last line comes from the kinetic part of Sy, (the po-
tential part of Sy, contributes to the anisotropy term y sin ).
In the derivation of Eq. (36), we have assumed As ~ Ay
and neglected higher-order terms like (Ay — As)(3:¢)* and
(A — As)*

Let us discuss two relevant aspects of Ses. First, the electric
polarization is given by

o 3Sett _ ed
T SE,  2m’

37)

According to the modern theory of polarization [3], when ¢ is
constant or slowly varying we should have

w/a
¢=i/ dk (w0 |wg)  mod 27, (38)

w/a

where |u;) is the eigenstate of the occupied band in the so-
called canonical electronic Bloch Hamiltonian [30]. Figure 3
displays the right-hand side of Eq. (38) as a function of ¢, and
confirms that Eq. (38) is indeed satisfied for Agy/fy <« 1. The
departures from Eq. (38) become noticeable when Ag /7y 2 1.
This can be attributed to the fact that the chiral anomaly action
responsible for Eq. (37) is calculated from the low-energy
continuum model, which breaks down for Aq 2 7y, whereas
the electric polarization is computed from the full lattice
model.

We now turn to a second aspect of Seg. The electric charge
(p) and current () densities are given by

8Setf e
= = ——9 s
P=sa0 = g
. OSe e 0,6 (39)
=T AT T 2

At a sharp domain wall between ¢ = 7 /2 and —m /2 centered
atx = 0, Eq. (39) implies p(x) = —ed(x)/2. Thus, a particle
of charge e/2 is trapped at the domain wall between two
regions of different topological invariant. This result is well
known in the SSH model literature [40,41]. It is less frequently
mentioned [30] that, as evidenced by Eq. (39), a particle of
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charge e/2 can also be trapped at any domain wall where ¢
jumps by 7.

Hereafter we focus on spatially uniform order-parameter
dynamics (d,¢ = 0) in the bulk of the chain, neglecting the
effect of chain boundaries.' This is analogous to the case of
magnetic memories based on single-domain ferromagnets.

I. Inclusion of damping

One key ingredient of magnetic memories that is missing
so far in the topological counterpart is damping. Energy loss is
essential in order to ensure that the order parameter departing
from, say, ¢ = —m /2 under the action of a transient external
perturbation will eventually be able to relax into a local energy
minimum corresponding to ¢ = 7 /2.

Damping of the order parameter in the SSH-Holstein
model originates from electron-phonon coupling and phonon-
phonon coupling. The electronic mechanism for damping is
the decay of order-parameter fluctuations into particle-hole
pairs. This is analogous to the decay of magnons into electron-
hole pairs in conducting ferromagnets. However, this process
is suppressed at zero temperature, when the chemical potential
is inside the energy gap and when the characteristic frequency
of the dynamics of the order parameter is smaller than the
energy gap (which we have assumed above). We thus concen-
trate on the intrinsic phonon damping, which is analogous to
magnon-magnon coupling in magnetic relaxation.

We incorporate such damping phenomenologically
through the Caldeira-Leggett model [42]. We suppose that
SSH and Holstein phonons are coupled to baths of harmonic
oscillators. This results in an additional term that must be
added to the real-time action (for a succinct review, see e.g.
Ref. [43]),

1
Scamp = 7 / dxdt di'{Gs(t — 1)[As(x, 1) = Ag(x, )]

+ Gyt — [ Ap(x, 1) — Ay (x, )1},

where G;(t) = G;(—t) is the time-ordered correlation function
of the bath for SSH (i = §) and Holstein (i = H) phonons.
For simplicity, we have assumed that the damping is local in
space.

The contribution of Sgamp to the equation of motion renor-
malizes the oscillator frequencies and provides a friction term,
provided that G;(z) is replaced (ad hoc) by the retarded
correlation function [43]. Herein, we neglect the frequency
renormalization and concentrate solely on the friction term.
Then, the contribution of Syamp to the equation of motion for

¢ is

(40)

‘SSdamp _ 8Sdamp 0Ag + BSdamp 0Ayg ’ (41)
5 SAs ¢ | SAy a¢

'In practice, we must consider finite-sized chains. Otherwise, there
would be no way to physically distinguish ¢ = 7 /2 from —m /2.
Yet, for technical simplicity, we take the approach of treating the
dynamics of the order parameter as though the chain were infinitely
long and uniform. This approach is approximately valid for long
enough chains, where the effect of the boundaries on the equation of
motion of the order parameter is relatively unimportant.

where
S damp mg
§Ag

I'i «« Im[G;(w)/|w|] is the damping rate, and G;(w) is the
Fourier transform of G;(¢) at frequency w. In the Ohmic
damping approximation that we adopt, I'; is a constant. Here-
after, we will assume for simplicity that 'y = I'y = I'. Then,
Eq. (42), combined with the bare phonon action Sy, results in
damped harmonic oscillations with a damping rate I" for both
SSH and Holstein order parameters.
Neglecting smaller terms like ()Lgll - AS’I)F /to, we have

8S A2 2
damp On;H w_,; cos’ ¢ + sin’ ¢ |99, (43)
3¢ avy \ wg

which is expectedly invariant under ¢ — ¢ + 2x.

my
= —Tyo,Ap, (42)
a

J. Equation of motion for the order parameter

Starting from Eq. (36), taking into account the damping
contribution [Eq. (43)], and restoring all factors of #, the
condition 8(Seft + Sdamp)/8¢ = O results in

dvy .
1+ 032 + T3 + —— sin2¢
nw%, . 4evE,
= —2(—B,sing + Bycosp) — , @
Ao h
where
AN} 4s)
= }‘12(1)[2_1)%]

is a dimensionless parameter. In the regime of adiabatic
phonons (iwy < Agp) and continuum approximation (Ay <
1), we expect n > 1. In the derivation of Eq. (44), we have
assumed that wg = wy.? Even though we are interested in the
case y < 0 (where the ground state is an SSH bond density
wave), Eq. (44) holds also for the case y > 0 (where the
ground state is a Holstein site density wave). We also mention
in passing that Eq. (44) holds for neutral fermions as well,
provided that e = 0 is taken.

For numerical convenience, we can recast Eq. (44) in di-
mensionless form. First, we introduce a dimensionless time

f =t/t,, where
. (1 +n)
T\ dmuly|

is the characteristic time associated to the anisotropy energy.
Then, Eq. (44) becomes

32¢ + Td:¢p — sin2¢ = —B, sinp + B, cos ¢ — E,,

(46)

(47)

%In real quasi-one-dimensional crystals with intramolecular (Hol-
stein) and intermolecular (SSH) phonons, the former typically have
higher frequencies (remark courtesy of C. Bourbonnais). Our as-
sumption of ws = wy is made on the grounds of analytical simplicity.
Should this assumption be relaxed, the analogy with the dynamics of
a Josephson junction (discussed in Sec. IV) would no longer hold.
Yet, the idea of the topological bit would still be realized.
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where
e 'z,
147
n 2 D,y
X,y — Ta) ——>
T S
E =-"LE (48)
Ty

are dimensionless parameters associated to damping, pseudo-
magnetic fields, and electric field, respectively.

Several terms in Eq. (44) are familiar from the literature
on the sliding of incommensurate CDW [44]. Such is the case
for the inertial (3,2(;5), damping (d,;¢), and electrical driving
(Ey) terms. On the right-hand side, the term proportional to
B, has in the past been associated to the effect of impurities,
which provide a cos ¢ potential that pins the incommensurate
CDW. In our theory, the main pinning potential for the CDW
originates instead from the anisotropy energy y. This sin® ¢
pinning potential differs qualitatively from the one resulting
from B, because it creates stable energy minima at ¢ = —m /2
and 7 /2. This property is crucial for the realization of the
topological bit. Also in Eq. (44) is the presence of the term
proportional to B,.

Below, Eq. (44) will allow us to establish the basis of the
topological bit. But before, let us discuss the analogy between
Eq. (44) and the dynamics of a Josephson junction.

IV. ANALOGY WITH AN UNCONVENTIONAL
JOSEPHSON JUNCTION

The analogy between the CDW dynamics and the dy-
namics of a current-biased Josephson junction (JJ) is amply
documented in the literature [44]. In Eq. (44), this analogy
contains some elements that will be discussed in this section.

The current conservation equation in a Josephson junction
can be approximately described by [45]

nc _, h )

— 0,0 + — 0,0 + Ip sin 20 = Iy, 49)

e eR
where Iy is the bias current, 26 is the superconducting phase
difference across the junction, R is the normal-state resistance
of the weak link, and C is the junction capacitance. The first
term on the left-hand side of Eq. (49) is Maxwell’s displace-
ment current. The second term is the normal (quasiparticle)
dissipative current, while the third term is the dissipation-
less current due to the tunneling of Cooper pairs, with its
maximum amplitude given by Iy. It is clear that, if we take
By =B, =0, Eq. (49) has the same form as Eq. (44); see
Table I and Ref. [44].

Taking advantage of the analogy with the Josephson ef-
fect, we can anticipate the effect of the electric field in the
dynamics of ¢. To that end, we first recognize that (still for
B, = B, = 0) Eq. (44) can be understood as the equation of
motion of an effective particle moving in a tilted washboard
potential

Ul¢] = Qrvy/h)cos2¢ — (4evE,/h)¢, (50)

where ¢ plays the role of the position of the particle. If
elE,| < m|y| (|E;| < 1), there is a stable solution where ¢
makes small oscillations around a local energy minimum of

TABLE 1. Correspondence between charge-density-wave dy-
namics [Eq. (44)] and Josephson junction dynamics [Eq. (49)]. The
pseudomagnetic fields refer to B, and B,.

CDW Josephson junction

Order-parameter angle Superconducting phase difference

Anisotropy field Conventional supercurrent
Pseudomagnetic fields Unconventional supercurrents
Damping Dissipative current
Electric field Current bias

U(¢). In this case, E, alone cannot induce a topological
phase transition. In Fig. 2(a), the system stays close to, and
makes small oscillations about, a local energy minimum. For
elE,| > m|y| (|E:| > 1), U(¢) becomes a monotonic function
of ¢ and accordingly the effective particle keeps sliding down
the washboard potential. In Fig. 2(a), the order parameter
circles repeatedly along a rim in the energy landscape (white
line). In real space, the charge density wave slides along the
chain. In this case, while the electric field is on, the system
undergoes a succession of topological phase transitions. Once
the electric field is turned off, the system will once again relax
towards a local minimum of the untilted washboard potential,
aided by damping. If the final and the initial values of ¢ differ
by 7w (modulo 27), then we will have realized a permanent
topological phase transition with a transient electric field. We
will discuss this transition further in the next section.

Thus far, we have considered B, = B, = 0. When B, # 0,
we get a new supercurrentlike term with a doubled periodicity
in ¢: in Eq. (44), B, multiplies sin ¢ while y multiplies sin 2¢.
Therefore, a constant B, 7% 0 gives rise to an effect that is
analogous to the fractional Josephson effect. Recently, the
fractional Josephson effect has attracted a lot of interest in
Josephson junctions made out of topological superconductors
[46]. In these systems, Majorana bound states are responsi-
ble for the fractional Josephson effect. Intense efforts have
been devoted to detect such an effect through unconventional
Shapiro steps and Josephson radiation, for example. It is inter-
esting that an analog of the fractional Josephson effect could
also take place in charge-density-wave systems.>

The unconventional character of the analog Josephson
junction is further evidenced when B, # 0. In this case, a

3A caveat about the semantics is in order. A static B, cos ¢ term
has in the past been associated to the pinning potential for an in-
commensurate CDW, originating, e.g., from impurities [44]. Then,
the term B, sin ¢ in the equation of motion has been referred to as
the analog of the conventional Josephson current. From that point of
view, the anisotropy force term y sin(2¢) appearing in our theory
would be a current of pairs of Cooper pairs. Yet, in the context
of a commensurate CDW, it is natural to associate the y sin(2¢)
term with the ordinary supercurrent and the B, sin¢ term with a
fractional supercurrent (dissipationless tunneling of single electrons),
at least when the system is clean and B, is applied externally. At
any rate, independently from the semantics, we may state that in the
presence of B, and y, the dynamics of a CDW is akin to that of
an unconventional Josephson junction with two different coexisting
periodicities in its supercurrent.
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FIG. 4. Shapiro steps in a voltage-biased SSH-Holstein chain.
The time-averaged current () is calculated by solving Eq. (47) nu-
merically in the presence of an electric field E, = Ey + E cos(wt),
where E and E; are constants. A constant pseudomagnetic perturba-
tion B, (which could describe, e.g., the effect of static impurities) is
likewise included. The bars indicate dimensionless parameters [see
Eq. (48)]. (a) When B, « 1 (anisotropy dominates over pseudomag-
netic field), Shapiro steps take place when 27 (j) /w is a half-integer.
(b) When B, > 1 (pseudomagnetic field dominates over anisotropy),
Shapiro steps take place when 27 (j)/w is an integer. The doubling
in the periodicity of Shapiro steps is analogous to the situation in a
fractional Josephson junction.

term proportional to Bycos¢ is added to the supercurrent.
The coexistence of sin ¢ and cos ¢ terms in the supercurrent
is known to occur in the so-called ¢y junctions [47,48].

The existence of two different harmonics of ¢ in the equa-
tion of motion leads to unconventional Shapiro steps. Let us
suppose a voltage-biased system with

E. = Ey + E; cos(wt), (&2))

where Ey, E|, and w are constants. Figures 4(a) and 4(b)
display the time-averaged electric current density (j), calcu-
lated numerically from Eq. (47), as a function of E, for the
cases of strong (B, < 1) and weak (B, >> 1) anisotropy. We
set By, = 0 for simplicity. If anisotropy is weak (y — 0), the
Shapiro steps take place when (j) is a multiple of ew/(4m).
If anisotropy is strong (B, — 0), the Shapiro steps occur
instead when (j) is a multiple of ew/(2r), i.e., they are half
as numerous. These findings are in agreement with standard

FIG. 5. Band topology of the system at long times, after being
driven by external perturbations E, and B, of duration 7. The param-
eters 7, and I" denote the anisotropy time and the damping strength.
In the blue (red) regions, the topological invariant of the final state
is the same as (different from) the topological invariant of the initial
state.

theory of Shapiro steps (see, e.g., Ref. [49] for the case of
Josephson junctions).

Consequently, Shapiro steps provide a diagnostic tool for
the phase transition between the SSH-type and Holstein-
type CDW. At the phase boundary, the anisotropy energy y
vanishes and the Shapiro steps arise when (j) = new/(2m)
with integer n. Sufficiently far from the phase boundary, y
dominates over B, and hence the Shapiro steps occur when
(J) = new/(4m).

V. SWITCHING DYNAMICS

In this section, we provide a proof of concept for the
topological bit in the SSH-Holstein model. We take the initial
state to be ¢(0) = /2 mods. This is a stable state in the ab-
sence of perturbations. Then, we apply a square external pulse
(E.(t), B(t)) of finite duration 7. For simplicity, we keep
By, = 0. We also rule out a static B,. Should such a static field
be present (e.g., due to impurities), we would require that it
be smaller than the anisotropy energy; otherwise, ¢ = +m /2
would no longer be energy minima and the topological bit
would not be realized.

Solving Eq. (47) numerically, we obtain the final state at
long times, 7 >> (1o/7,, 1/I"). The final state is of the form
¢(0c0) = ¢p(0) 4+ nmr, where n € Z. If n is odd, we will have
achieved the desired topological switch. The numerical results
for ¢(o0) are displayed in the switching diagrams of Fig. 5.
The blue (red) color corresponds to n even (odd). Thus, the
existence of red regions confirms the possibility of a topolog-
ical bit.
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When B, = 0, there exists a critical value for E, beyond
which the topological phase transition is realized. The critical
E, tends to 1 as 19 becomes long; this is consistent with the
discussion below Eq. (50). The switching diagrams contain
alternating red and blue arcs, which are caused by the inertia
of the CDW. Even after the pulse is turned off, the CDW will
continue to slide until it is finally stopped by damping. When
either 7y or E, increases, the final state alternates between blue
and red regions.

For larger values of B,, the red regions in the figures be-
come wider overall (compare the top two panels of Fig. 5). In
other words, B, helps realizing the desired topological bit flip.
To understand why that is the case, we recall that B, multiplies
sin ¢ in the equation of motion, whereas the anisotropy field
scales as sin2¢. Thus, in the effective potential energy, B,
multiplies cos ¢, while the anisotropy energy goes like cos 2¢.
Plotting combined cos 2¢ and cos ¢ functions, we see that B,
reduces the energy barrier for transitions between topologi-
cally distinct states (e.g., ¢ — ¢ + m), while it increases the
energy barrier for transitions between topologically identical
transitions (e.g., ¢ — ¢ + 2m).

In all the graphs there exists a critical value of 75 beyond
which the topological phase transition is realized. Obviously,
if 7y is very short, finite external perturbations cannot con-
tribute significantly to the equation of motion (47). The values
of both B, and E, have significant impacts on the critical value
of 7p. When E;, is large, a small increase of 79/t, leads to a
large change of ¢ in the final state. This is why successive blue
and red regions get closer at stronger electric fields. As a re-
sult, for strong E,, it is harder to predict whether the final value
of ¢ will be the correct one (red) or the wrong one (blue). If E,
becomes infinite, the final value of ¢ becomes unpredictable.
The most favorable combination for a robust and controllable
topological switch appears to be £, ~ B, < 1.

The results in Fig. 5 were obtained for moderately strong
damping. With stronger damping, the width of the arcs gets
generally larger, thereby facilitating a controlled switch of
the topological invariant (compare the top right and bottom
left panels of Fig. 5). On the contrary, if damping is weak,
the system behaves closer to the undamped case and ¢(00)
becomes very sensitive to small changes in 7y, E,, and B,.

VI. DISCUSSION AND CONCLUSION

In summary, we have constructed a proof-of-principle
for the topological analog of a magnetic bit, where a rela-
tively small and transient external perturbation can lead to
a permanent change in the electronic band topology. We
have theoretically illustrated this analogy in the SSH-Holstein
model, where two distinct charge-density-wave order param-
eters (the SSH-type Ay and Holstein-type Ay) compete with
one another. We have considered the situation in which the
SSH-type order parameter is realized in the ground state, with
a uniform value of the order parameter. This is akin to a
single-domain ferromagnetic order.

Then, using a time-dependent mean-field theory, we have
obtained the equation of motion for the order parameter and
have confirmed that it can continuously rotate by 180° in the
(Ag, Ap) plane, under an appropriate external perturbation.
This process is analogous to a magnetic bit flip. In real space,

the reversal of the charge-density-wave order parameter is tan-
tamount to a displacement of the electronic system by an odd
number of unit cells. The resulting change in the momentum-
space winding number of the electronic wave functions has
observable effects on the boundaries of a finite-size chain.

When the number of sites in the chain is even, the logical
0 can be ascribed to the ground state without edge modes,
while the 1 state has two topologically protected edge modes
(one on each boundary). When the number of sites is odd, the
logical O can be associated to the state that has an edge mode
on the right boundary, whereas the 1 state has an edge mode
on the left boundary [50]. Irrespective of having an even or an
odd number of sites, we may attribute the logical 1 (0) to the
ground state in which the left boundary has (does not have) an
edge mode. In all cases, the states 0 and 1 differ by a change
in sign of Ag.

To read such a bit, one should be able to probe the local
density of states on the boundary of a chain. To our knowl-
edge, the edge states of the SSH model have not been directly
seen in condensed matter settings. Recent implementations of
the SSH model have taken place in the context of photonic
crystals [51,52], acoustic crystals [53], and cold-atomic sys-
tems [54-56]. In these systems, local probes have been able
to detect edge modes. Yet, the SSH-Holstein model where Ag
and Ap are dynamical order parameters (as opposed to exter-
nally set parameters) remains to be experimentally realized.

The equation of motion for the order parameter that
we have obtained resembles the one corresponding to in-
commensurate charge-density-wave systems, derived, e.g., in
[33-35,44,57,58]. Comparing with those earlier papers, the
main points in our work are that (i) we consider a commen-
surate charge density wave with nonzero anisotropy energy,
while preserving the energy degeneracy between two topo-
logically distinct ground states; (ii) we consider the effect
of external perturbations other than an electric field; (iii) we
seek to realize a proof of principle for a topological bit, by
identifying situations where the charge density wave slides by
an odd number of unit cells. Points (i) and (ii) are essential
for point (iii); as such, our work is distinct from the earlier
literature on the dynamics of charge density waves.

Most recently, the possibility of producing a topological
phase transition in a one-dimensional charge density-wave
system with a time-dependent external perturbation has been
theoretically explored [59]. While relevant, this numerical
study is qualitatively different from our work in a number
of ways. First, it treats the dynamics of an incommensurate
charge density wave. Second, it considers a light pulse that
induces interband electronic transitions across the insulating
energy gap (contrary to our case, where the dynamics is
slower than the energy gap). Third, the light pulse in Ref. [59]
is spatially inhomogeneous (we work with uniform external
perturbations). Fourth, the light-induced topological phase
predicted in Ref. [59] consists of the winding of the CDW
order-parameter phase in real space (as opposed to momentum
space, like in our case).

Looking forward, there are several research directions that
deserve further study. For instance, it would be interesting
to generalize the topological analog of the magnetic bit to
higher-dimensional systems. Moreover, it remains an open
question whether one can identify an experimentally realiz-
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able platform where the analogy can be implemented. Can-
didate systems include quasi-one-dimensional crystals with
intramolecular and intermolecular phonons, or quasi-one-
dimensional spin systems with phonon-modulated spin-spin
interactions.
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APPENDIX: DETAILS ABOUT THE CALCULATION
OF Tr(GyVG,V)

In the main text, we have stated that the second-order
perturbative term in Eq. (34) does not make a substantial
contribution to the effective action. In this Appendix, we
substantiate that assertion.

The second-order term Tr(GoV GyV) can be written in
Fourier space as

1
Tr (GoV GoV) o 75 > w[Gok)V (9)Gotk — 9V (—q)],
k.q

(AD)

where § is the inverse temperature, tr denotes the trace over
the pseudospin, and k (or g) denotes both wave vector and
frequency. The next step is to do the k sum in order to get an
explicit contribution to the effective action. In the condensed
matter literature, it is customary to carry out the frequency
(Matsubara) sum first, followed by the sum over the wave
vector. Doing so and expanding the result to leading order in
q, we get

2
TH(GoV GoV) = =3 — Y A @A (=) 4+, (A2)
q

where we have taken the zero-temperature limit after the Mat-
subara summation, and we have omitted terms involving B,,
By, and & (as those already appear at first order in perturbation
theory). In addition, we have kept only the lowest-order con-
tribution in space and time gradients. At first glance, Eq. (A2)
is problematic as it is not gauge invariant [cf. Eq. (23)].

If we reverse the order between frequency and wave-vector
sums in Eq. (Al), we still get the same result if the wave-
vector sum has a finite cutoff A and we take A — oo in the
very end. But, if we insist on doing the wave-vector sum first
from —oo to co and then the Matsubara sum, we get (under
the same approximations as above)

2
TH(GoV GoV) = 7— D Ay@Ap(—)++++ . (A3)
q

which differs from Eq. (A2) and is not gauge invariant either.

To find the origin of the preceding problems, we notice
that, in the zero-temperature limit, Tr(GoV GyV') involves the
following integrals:

/00 dkodk; (:F k& £ vk + Aé),
—oo (k3 + vk + A?)

whose outcome varies depending on whether we do the
frequency (kyp) or the wave-vector (k) integral first. In

polar coordinates, where ky = r cos6 and k; = (r/v)siné,
Eq. (A4) reads as

(A4)

2 o0 1 A2 2 260
/ do / dr—r20 TS0 (AS)
0 o vV (P+A))
This integral is ill defined, in the sense that
2 00 3 20
/ d6 / dr—27 ) = (A6)
0 0 (r2 + A%)
and
o0 2 3 20
/ dr / o= ) <o (A7)
0 0 (2 +A}2)

One recipe to solve this problem is to apply a UV regular-
ization, such as the Pauli-Villars regularization [60], which
consists in subtracting from Tr(GyV GyV') the same quantity
but with the Dirac mass A replaced by another mass M. In
the end of the calculation, M is taken to infinity. Because
neither Eq. (A2) nor (A3) depends on the mass to leading
order in g, the regularized Tr(GyV GyV') vanishes to leading
order in g irrespective of the order in which the frequency
and momentum integral is carried out. Gauge-noninvariant
terms are therefore eliminated. This does not mean that the
regularized Tr(GoV GyV) is exactly zero: it has higher-order
derivative terms in ¢ and in the gauge fields, but those terms
are gauge invariant and small compared to the ones that appear
in the action terms we have kept in the main text. They can
therefore be neglected.

We conclude this Appendix by comparing our approach
to a number of earlier studies, which, in the course of in-
vestigating the dynamics of incommensurate charge density
waves [33-35,57,58], discussed in some form the calculation
of Tr(GoV GyV). While all of these works reached similar
results for the equation of motion describing the dynamics of
the CDW, their procedures and arguments differ substantially
from one another and can altogether give rise to confusion. It
must also be mentioned that those works, which we discuss
briefly next, omit the external perturbations (B, B,) and the
anisotropy energy y (the CDW treated therein is incommen-
surate).

In Ref. [57], the authors assume that all the electronic con-
tributions to the effective action of the order parameter come
from Tr(GyV GV ). There is no discussion of the change in the
path-integral measure under the chiral rotation, and hence the
chiral anomaly action is apparently overlooked. In addition,
the authors’ choice of a concrete gauge hides the fact that the
calculated Tr(GoV GyV) is not gauge invariant.

Reference [34] adopts a semirelativistic model for
fermions: while a linear electronic dispersion is used, a dia-
magnetic term of the electromagnetic vector potential is also
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included (unlike in our relativistic model). This diamagnetic
term contributes to Tr(GoV GoV) and cancels a term that is
not gauge invariant. The resulting expression for Tr(GoV GyV')
still breaks gauge invariance, but the authors manage to restore
it through the computation of the chiral anomaly term. Unlike
in our theory, the chiral anomaly term in Ref. [34] is not gauge
invariant, but when combined with Tr(GyV GyV) it renders
the entire action gauge invariant. Thus, the final result is in
agreement with ours, modulo the fact that Ref. [34] omits the
phonon-only part of the action, the external perturbations B,
and By, and the anisotropy energy y.

The method of Ref. [35] is closer to our work. Its authors
state that Tr(GoV GyV') does not contribute to the effective

action of ¢ at leading order and that all the leading contri-
butions come from the chiral anomaly term. This conclusion
matches our result. However, the statement that Tr(GoV GyV)
is negligible is not substantiated by an explicit calculation
in Ref. [35]. As we have seen above, an explicit calculation
shows that Tr(GoV GyV) is of the same order as the anomaly
term, unless one regularizes it. The role of regularization is
not evident in Ref. [35].

Finally, Refs. [33,58] use other regularization methods (in-
homogeneity expansion, point splitting) when computing the
perturbative terms in the action. As a result, the intermediate
steps of the calculation are quite different from ours. The end
result is nevertheless consistent with ours.
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