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Electron-hole dichotomy and enhancement of the thermoelectric power factor
by electron-hole-asymmetric relaxation time: A model study

on a two-valley system with strong intervalley scattering
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The role of electron-phonon scattering in thermoelectric transport has been paid much attention, especially
in multivalley systems. By investigating a two-valley model with electron-phonon coupling, we find three
electron transport regimes realized by electron-hole asymmetry of the electron relaxation time due to the strong
intervalley scattering. The Seebeck coefficient denotes an electron-hole dichotomy due to this asymmetry.
Also, the strong intervalley scattering can enhance the power factor. Our finding sheds light on unexplored
thermoelectric transport under strong electron-phonon scattering.
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I. INTRODUCTION

Thermoelectric conversion, which enables waste heat re-
covery, is a key technology for resolving the energy crisis.
Enhancing thermoelectric conversion efficiency is a cru-
cial task in this field; accordingly, many studies have been
conducted on this topic. To date, several types of desir-
able electronic band structures have been proposed, for
example, band convergence [1,2], low-dimensional band dis-
persion [3–5], resonant states [6], and pudding-mold-shaped
band structures [7]. An important feature of these band struc-
tures is large density of states (DOS) and/or large group
velocity near the band edge. These factors are certainly
favorable for efficient thermoelectric conversion when simpli-
fication of the scattering process and its strength, e.g., with the
constant relaxation-time approximation (CRTA), is validated.

However, scattering can drastically change a situation.
In fact, there are several strategies for enhancing ther-
moelectric conversion efficiency utilizing scattering, e.g.,
energy filtering [8–10], modulation doping [11,12], and
ionization-impurity scattering [13,14]. Strong electron corre-
lation effects can invoke nontrivial scattering effects, which
cause anomalous temperature dependence of the Seebeck
coefficient [15–19], enhancement of the Seebeck effect by
spin entropy [20–22], spin fluctuation [23], (para)magnon
drag [24–26], scattering by magnetic ions [27], and band
renormalization [28]. Recent theoretical developments allow
the first-principles treatment of the electron-phonon cou-
pling in transport calculations [29–33]. Using this technique,
researchers can investigate, e.g., how intervalley and in-
travalley electron-phonon scattering differ and affect transport
properties [34–38]. It was pointed out that band conver-
gence occurring at distant k points is beneficial, while that
for a single k point is not [39], contrary to the previous
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understanding that band convergence is always beneficial
assuming simplified scattering processes. The detrimental
effect of band convergence was demonstrated in some ma-
terials, e.g., for GaN [40,41]. Valley engineering to avoid
valley degeneracy via strain has also been proposed [42].
The mobility of electrons for characteristic electronic and
phonon states in (quasi-)two-dimensional materials has been
investigated [43–46]. The role of interband electron-phonon
scattering in electron lifetimes has been discussed linked with
highly photoexcited electrons and transport [47–49]. Enriched
knowledge of electron-phonon scattering also leads one to
a strategy for decreasing thermal conductivity via phonon
softening that does not degrade electron mobility [50]. It is
also interesting that the electron-phonon drag enhancement
of transport properties has now been analyzed in a first-
principles manner [51].

As an aspect of electron-phonon scattering, Fedorova
et al. [52] pointed out that strong interband scattering can
invoke an anomalous sign change in the Seebeck coefficient
by blurring a portion of the electronic band structure. This idea
can be used to effectively hide the upper side of the Dirac cone
overlapping with a heavy band, which increases the power
factor (PF) owing to the sharp dispersion of the Dirac cone
liberated from the bipolar effect [53]. However, currently, lit-
tle is known about such an intriguing role of electron-phonon
scattering owing to the theoretical complexities of addressing
the very large degrees of freedom in electron-phonon-coupled
systems. Many energy scales appearing there make it diffi-
cult to explore a wide parameter space to find unprecedented
phenomena.

In this paper, we analyze a minimal model for a
two-electron-valley system with intravalley and intervalley
electron-phonon scattering; accordingly, we find three elec-
tron transport regimes under strong intervalley scattering.
As shown in the schematic represented in Fig. 1, the usual
electron transport with a negative Seebeck coefficient S < 0
is realized in regime 1, where the chemical potential μ is
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FIG. 1. A schematic picture showing the three electron transport regimes in the temperature gradient for a two-valley system with strong
intervalley scattering.

placed near the band edge and far from the other valley. In
this regime, the Seebeck effect is dominated by carriers above
the chemical potential (electron carriers) owing to their larger
concentration and group velocity than those of the carriers be-
low the chemical potential (hole carriers), which yields S < 0.
In regime 2, S > 0 is realized by strong intervalley scattering
significantly shortening the lifetime of electron carriers [52],
while hole carriers are energetically far from the other band
edge so that they do not suffer from intervalley scattering.
In addition, we find that reentrance to S < 0 and enhance-
ment of PF, called regime 3, is realized when μ is placed
near the edge of the other electron valley at low temperature.

The PF enhancement of this regime is caused by asymmetric
coherence where only hole carriers suffer from intervalley
scattering effects. Our findings shed light on an unexplored
role of the electron-phonon coupling and will trigger a search
for high-performance thermoelectric materials from an alter-
native perspective.

II. METHODS

We used a two-dimensional effective model of an electron-
phonon coupled system expressed as follows:

H =
∑

k=(kx,ky )

∑
σ∈{↑,↓}

2∑
i=1

εkiĉ
†
kσ iĉkσ i +

∑
q=(qx,qy )

2∑
ν=1

h̄ωqν

(
b̂†

qν b̂qν + 1

2

)
+ 1√

N

∑
k,q,σ,i1,i2,ν

[
gqi1i2ν ĉ†

k+qσ i1
ĉkσ i2 b̂qν + H.c.

]
,

(1)

where σ ∈ {↑,↓} is the spin index, N is the number of k (q) points in our simulation, and ĉ (ĉ†) and b̂ (b̂†) are the annihilation
(creation) operators of an electron and a phonon, respectively. The wave numbers of electrons and phonons satisfy −π/a �
kx, ky, qx, qy � π/a, where a is the lattice constant. The electron band dispersion was given as

εki =
{

− h̄2

m∗a2 [cos(kxa) + cos(kya) − 2] (i = 1)

− h̄2

m∗a2 [cos(kxa + π ) + cos(kya + π ) − 2] + � (i = 2),
(2)

where � and m∗ are the energy offset between the two valleys
and the effective mass, respectively. The phonon band disper-
sion was given as

ωqν =
{

v0

√
q2

x + q2
y (ν = 1)

ω0 (ν = 2),
(3)

where v0 and ω0 are the acoustic phonon velocity and Einstein
phonon frequency, respectively. A simple electron-phonon
coupling was assumed as follows:

gqi1i2ν = gA

√
|q|aδi1i2δν1 + gE(1 − δi1i2 )δν2, (4)

where the coupling constants for intravalley scattering (i1 =
i2) by the acoustic phonon (ν = 1) and intervalley scatter-
ing (i1 �= i2) by the Einstein phonon (ν = 2) are gA and
gE, respectively. This is a minimal model representing a

two-electron-valley system with electron-phonon coupling.
The

√|q| dependence of the acoustic phonon expressed
in Eq. (4) was assumed by considering g ∝ Mqkω

−1/2
q,ν=1 ∝

Mqk|q|−1/2 with the matrix element Mqk for the potential vari-
ation δVq associated with the phonon mode satisfying Mqk =
〈k + q|δVq|k〉 ∝ |q|, which holds, e.g., for the deformation
potential approximation [54]. Note that electron-phonon cou-
pling for longitudinal optical phonons becomes very strong
around |q| = 0 for polar materials, as is well known as Fröh-
lich coupling. In our model, two electron valleys are placed
at different k points, and the chemical potential is far from
band crossing, that is, momentum transfer |q| for the inter-
valley scattering is sufficiently large so that we can neglect q
dependence of the electron-phonon coupling for ν = 2.

Transport calculations were performed based on the
Boltzmann transport theory. The transport coefficient
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Kj ( j = 0, 1) is defined as follows:

Kj = − 2

	N

∑
k,i

τkiv
2
x;ki(εki − μ) j ∂ fki

∂ε
, (5)

where μ is the chemical potential, fki = {exp[β(εki − μ)] +
1}−1 is the Fermi-Dirac distribution function for the inverse
temperature β = (kBT )−1, vx;ki is the x component of the
group velocity vki = h̄−1∂εki/∂k, 	 = a3 is a unit-cell vol-
ume, and the factor of two on the right-hand side comes from
spin degeneracy. Here, we used the momentum-relaxation
time approximation, and then the electron relaxation time τk,i

was calculated using the following equation [55,56]:

1

τki
= 2π

h̄
N

∑
q,i′,ν

(
1 − vki · vk+qi′

|vki||vk+qi′ |
)

|gqii′ν |2

×[
W (+)

kqii′ν + W (−)
kqii′ν

]
, (6)

with

W (±)
kqii′ν = δ(εki − εk+qi′ ± h̄ωqν )

{
fk+qi′ + nqν

1 − fk+qi′ + nqν,
(7)

where nqν = [exp(β h̄ωqν ) − 1]−1 is the Bose-Einstein dis-
tribution function. The electrical conductivity σ , Seebeck
coefficient S, and PF were calculated as follows:

σ = e2K0, S = − 1

eT

K1

K0
, PF = σS2. (8)

The electron-phonon coupling affects the electron transport
only through the electron relaxation time in this formulation.
Renormalization effects through the real part of the electron
self-energy are an important future issue. Possible effects of
scattering processes other than the electron-phonon scattering
are discussed in Sec. III E 3.

We used ε0 ≡ h̄2(m∗a2)−1 in the electron band disper-
sion, Eq. (2), as an energy unit. Then we fixed gA = ε0

and used gE/gA as a parameter representing the strength of
the intervalley scattering. We used h̄ω0 = 0.2ε0 so that the
phonon energy is an order of magnitude smaller than the
electronic bandwidth. The acoustic phonon velocity was set as
v0 = ω0aπ−1 so that ωq1 ∼ ωq2 holds near the Brillouin zone
boundary. We used 500 × 500 and 1000 × 1000 k (q) meshes
for kBT � 0.25ε0 and kBT < 0.25ε0, respectively, except in
τ plots where a 2400 × 2400 k (q) mesh was used. The δ

function appearing in Eq. (7) was approximated as a Gaus-
sian distribution function with a broadening energy width of
0.001ε0.

III. RESULTS AND DISCUSSIONS

A. Three regimes for electron transport

First, we present the calculated transport properties using
gE/gA = 2 and 20. Figure 2(a) presents the calculated PF
with various � using kBT = 0.04ε0 and gE/gA = 2, where
the electron-phonon couplings for intervalley and intravalley
scattering have a comparable strength. In this case, a high
PF was obtained for � = 0, i.e., when two valleys are de-
generate. For � �= 0, two PF peaks appear near the band
edges of the two valleys, μ = 0 and �. Here, S < 0 always
holds. Note that we use units of µVK−1 for S by considering
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FIG. 2. Calculated transport properties using kBT = 0.04ε0 and
(a) gE/gA = 2 and (b) gE/gA = 20.

that S in Eq. (8) is a product of kBe−1 = 86.17 µVK−1 and
a dimensionless quantity −(kBT )−1K1K−1

0 , as is often done
in model calculations. These observations are consistent with
many transport calculations using CRTA.

However, as shown in Fig. 2(b), where intervalley scatter-
ing is much stronger than intravalley scattering, gE/gA = 20,
the situation is quite different. First, the band degeneracy at
� = 0 yields the smallest PF peak, which sharply contrasts
the case with gE/gA = 2. This is because valley degeneracy
significantly shortens the electron relaxation time via inter-
valley scattering. Band convergence, � = 0, is no longer a
good strategy for enhancing PF under strong intervalley scat-
tering (see, e.g., Ref. [42] for mobility degradation via band
convergence). In addition, PF exhibits a remarkable three-
peaked structure for large �, such as � = 0.6ε0 in Fig. 2(b).
These three PF peaks appear at approximately μ = 0, � −
h̄ω0 (=0.4ε0 for � = 0.6ε0), and �. Around the second peak,
the Seebeck coefficient exhibits a characteristic sign change,
as reported in Ref. [52]. Hereafter, we denote the transport
regimes around these three μ values as regimes 1, 2, and 3.

B. �-μ plot

Before interpreting the three-peaked PF structure shown in
Fig. 2(b) with � = 0.6ε0, we shall answer a natural question
that arises here: How robust is the three-peaked structure? In
fact, this interesting PF structure strongly depends on temper-
ature.

Figure 3 presents S and PF values calculated us-
ing gE/gA = 20 and three temperatures: kBT = h̄ω0/7
(�0.029ε0), h̄ω0/5 (=0.04ε0), and h̄ω0/3 (�0.067ε0). In
these plots, we varied both the chemical potential μ and the
electron-valley offset �. The PF peak in regime 1 around
μ ∼ 0 is relatively robust, while the peak value itself can
be small for a small �. On the other hand, the PF peak in
regime 2 around μ ∼ � − h̄ω0 is conspicuous at high T but
diminishes by lowering T . Note that regime 2 is identified by
S > 0 regions in Figs. 3(a)–3(c). The PF peak in regime 3
around μ ∼ � shows an opposite trend: It does not appear at
high T , e.g., in Fig. 3(f), but develops by lowering T , which
finally offers higher PF values than PF peak values in regimes
1 and 2 at kBT = h̄ω0/7, as shown in Fig. 3(d).
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FIG. 3. �-μ plots for (a)–(c) S and (d)–(f) power factor (PF) calculated using gE/gA = 20 and three temperatures: (a)–(d) kBT =
h̄ω0/7 (�0.029ε0 ), (b)–(e) kBT = h̄ω0/5 (=0.04ε0 ), and (c)–(f) kBT = h̄ω0/3 (�0.067ε0 ). Broken lines μ = � and μ = � − h̄ω0 (=� −
0.2ε0 ) are shown as guides to the eyes.

C. Electron relaxation time

To understand the mechanism of how the three-peaked
structure of PF occurs, we calculated the electron relaxation
time τki as a function of the corresponding electron energy
εki: τ (ε), as shown in Fig. 4. Here, we only show the electron
relaxation time of the i = 1 valley because the electrons in
valley 2 contribute little to the transport coefficients Kj ( j =
1, 2) for the chemical potentials used here (see Sec. III E 1).
The calculation was performed using � = 0.6ε0, gE/gA =
20, μ = � − h̄ω0 (=0.4ε0) and � (=0.6ε0), and kBT =
h̄ω0/7 (�0.029ε0), h̄ω0/5 (=0.04ε0), and h̄ω0/3 (�0.067ε0).

At high temperatures, kBT � h̄ω0, Eq. (7) can be ap-
proximately simplified to W (±)

kq122 � δ(εk1 − εk+q2 ± h̄ω0)nq2.
Considering that the i = 2 valley has the band edge at �,

i.e., εk+q2 � �, the electron relaxation time τ (εk1) can be
approximated as a μ-independent step function: long τ for
εk1 < � − h̄ω0, where W (±)

kq122 � 0, short τ for � − h̄ω0 <

εk1 < � + h̄ω0, where W (−)
kq122 � 0 but W (+)

kq122 is activated, and

much shorter τ for � + h̄ω0 < εk1. where both W (±)
kq122 are

activated. In Figs. 4(c)–4(f), while kBT = h̄ω0/3 is not very
high, τ (ε) resembles this step function. This is why a large
S > 0 was obtained in regime 2: τ of electron and hole carriers
are sizably different in Fig. 4(c). This situation is illustrated
schematically in Fig. 1(b): Only the electron carriers suffer
from the strong intervalley scattering [52]. This is also like the
idea of the energy filtering using energy-dependent scattering
time [8,9].
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FIG. 4. Electron relaxation time τ (ε) for the electron valley i = 1 calculated using � = 0.6ε0 and gE/gA = 20. Chemical potential was
set as (a)–(c) μ = � − h̄ω0 (=0.4ε0 ) and (d)–(f) μ = � (=0.6ε0 ). Temperature was set as (a)–(d) kBT = h̄ω0/7 (�0.029ε0 ), (b)–(e) kBT =
h̄ω0/5 (=0.04ε0 ), and (c)–(f) kBT = h̄ω0/3 (�0.067ε0 ). Broken lines denote the position of the chemical potential, ε = μ.

195139-4



ELECTRON-HOLE DICHOTOMY AND ENHANCEMENT … PHYSICAL REVIEW B 108, 195139 (2023)

1 & 2
regimes
1 & 2 & 31 & 3

 0

 0.1

 0.2

 0.02  0.04  0.06  0.08  0.1

FIG. 5. Temperature dependence of power factor (PF) calculated
using � = 0.6ε0 and gE/gA = 20.

At low temperatures, a peak structure of τ (ε) around
ε ∼ μ gradually develops, as shown in Fig. 4. A long-
lived (coherent) electron at |ε − μ| < h̄ω, where h̄ω is
the characteristic phonon energy, is a well-known con-
sequence of the electron-phonon coupling at low tem-
peratures. In fact, considering nqν ∼ 0, Eq. (7) becomes
W (+)

kq1i′ν � δ(εk1 − εk+qi′ + h̄ω) fk+qi′ and W (−)
kq1i′ν � δ(εk1 −

εk+qi′ − h̄ω)(1 − fk+qi′ ), both of which are small for |εk1 −
μ| < h̄ω. For example, fk+qi′ in W (+) becomes large for
εk+qi′ < μ and then the δ function requires εk1 = εk+qi′ −
h̄ω < μ − h̄ω. For the same reason, εk1 > μ + h̄ω is desir-
able for activating W (−). Because the temperature broadening
of the Fermi-Dirac distribution obscures this tendency, this
structure is conspicuous at low temperature. Note that τ (ε)
(ε ∼ μ) at the low-temperature limit has a peak structure
due to acoustic-phonon (ν = 1) intravalley scattering because
acoustic phonons can have an energy smaller than h̄ω0.

However, the peak structure of τ (ε) is remarkably asym-
metric around ε = μ in Fig. 4(d) for the following reason.
Hole carriers with � − h̄ω0 < εk1 < μ suffer from scattering
by W (+)

kq122 � δ(εk1 − εk+q2 + h̄ω0) fk+q2 owing to the small
but nonzero fk+q2 for unoccupied states with εk+q2 = εk1 +
h̄ω0 > �. Electron carriers also suffer from this scattering, but
the effect is weaker because of the smaller fk+q2. On the other
hand, W (−)

kq122 � δ(εk1 − εk+q2 − h̄ω0)(1 − fk+q2) is prohib-
ited for both hole and electron carriers with εk1 < μ + h̄ω0

because the δ function requires εk1 = εk+q2 + h̄ω0 � � +
h̄ω0 = μ + h̄ω0. Therefore, electron carriers have a longer
relaxation time than that for hole carriers, which yields a large
|S| with a negative sign. This asymmetric coherence is the
origin of regime 3, as schematically shown in Fig. 1(c).

D. Temperature dependence

We point out that the three-peaked structure of PF exhibits
a characteristic temperature dependence. Figure 5 presents the
temperature dependence of PF calculated using � = 0.6ε0

and gE/gA = 20. For regime 2, PF at μ = � − h̄ω0 becomes
zero at kBT ∼ 0.02ε0, under which the Seebeck coefficient
becomes negative and regime 2 disappears. This is because
the coherent peak of τ develops by lowering the tempera-
ture, which conceals the steplike structure of τ (ε), as seen in
Figs. 4(a)–4(c). For regime 3, PF at μ = � becomes zero at
kBT ∼ 0.06ε0, above which the Seebeck coefficient becomes

positive and regime 3 is absorbed in regime 2. As discussed
in the previous paragraph, the origin of regime 3, namely,
asymmetric coherence of the electron relaxation time, does
not occur at high temperatures. It is also remarkable that the
PF peak in regime 3 is very large at kBT ∼ 0.02ε0. Since this
PF value is much larger than that in regime 1, we can say that
PF is enhanced by strong intervalley scattering here, contrary
to the common understanding that the scattering has a detri-
mental effect on transport. However, we note that scattering
processes not considered here, such as the impurity scattering,
possibly become dominant in low temperatures, which will
significantly suppress such a strong enhancement of PF in
real materials. A link to real materials shall be discussed in
Sec. III E 3.

E. Discussions

1. Origin of PF enhancement near the
second-valley bottom (μ = �)

One of the interesting phenomena caused by strong inter-
valley scattering is the Gunn effect, where electron carriers
that are originally populated in one valley become able to
reach other higher-energy valleys by applying a strong electric
field. From the viewpoint that carriers in each valley can
participate in transport, it is important to clarify which carriers
in which valley dominate electron transport in regime 3 where
the chemical potential reaches the bottom of the second valley.
To investigate this point, we defined the following transport
coefficient:

K̃j = − 2

	N

∑
k

τk1v
2
x;k1(εk1 − μ) j ∂ fk1

∂ε
, (9)

where the summation over the valley index i in Eq. (5) is
restricted to i = 1. In other words, only carriers in the i = 1
valley participate in transport for Eq. (9). By using K̃j [Eq. (9)]
instead of Kj [Eq. (5)], we can evaluate the contribution of the
i = 1 valley to transport.

In Fig. 6, PF values calculated using � = 0.6ε0, kBT =
0.04ε0, and gE/gA = 0.2, 2, and 20, are plotted against the
chemical potential μ. Red broken lines denoted as “valley
1 only” represent PF calculated using K̃j instead of Kj . As
shown in Fig. 6(a), under weak intervalley scattering, the PF
peak at μ ∼ � (= 0.6ε0) forms by the second-valley contribu-
tion. This is verified by the fact that the valley 1-only line does
not have a peak at around μ = �. On the other hand, under
strong intervalley scattering, the PF peak at μ ∼ � solely
originates from the first-valley carriers, as shown in Fig. 6(c).
The i = 2 valley just acts as a scatterer there. While the PF
peaks at μ ∼ � similarly appear regardless of the strength of
the intervalley scattering in Figs. 6(a)–6(c), their origins are
different in weak and strong intervalley scattering regimes;
carriers in the second valley enhance PF under weak inter-
valley scattering, while the strong electron-hole asymmetry of
electron relaxation time in the first valley results in the PF
peak under strong intervalley scattering.

2. Breakdown of CRTA in regimes 2 and 3

In theoretical studies on electron transport, simple ap-
proximations for electron relaxation time such as CRTA are
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FIG. 6. Power factor (PF) plots using � = 0.6ε0, kBT = 0.04ε0, and (a) gE/gA = 0.2, (b) gE/gA = 2, and (c) gE/gA = 20. Blue solid
and red broken lines show full calculation results and those using K̃ [Eq. (9)] where only carriers in the i = 1 valley participate in transport,
respectively.

often adopted. In some studies, τ (ε) ∝ εr is adopted (e.g.,
Ref. [57]), where r is an exponent. In the following, we
discuss when the simple approximation for electron relaxation
time breaks down in our model because strong energy de-
pendence of τ (ε) is crucial for PF enhancement investigated
in our study. We consider the case of r = 0, i.e., CRTA,
because τ−1 is roughly proportional to the DOS, and the DOS
is roughly constant near the band edge in two-dimensional
systems.

First, we present calculated transport properties using
kBT = 0.04ε0 and � = 0.6ε0 in Fig. 7(a). For small μ (μ <

0.2ε0), all calculation results, gE/gA = 0.2, 2, 20, and CRTA,
agree well, which means that CRTA is valid near the band
edge. Here, transport for such μ that is far away from the
second-band bottom, �, is almost in the single-band regime
and so is almost independent of gE. Thus, τ for CRTA was

determined so that the PF peak height near μ = 0 is consis-
tent with our calculation results using several gE/gA’s shown
here: τ = 0.78h̄−1ε0. On the other hand, for larger μ, the
characteristic PF peaks and a sign change of the Seebeck
coefficient are found for gE/gA = 20, as we have seen in
Fig. 2(b), while these features are absent in calculated data
using gE/gA = 0.2, 2, and CRTA. This is natural considering
that the origin of the PF enhancement in regimes 2 and 3 is a
sharp change of τ (ε) near the chemical potential, as we have
discussed in Sec. III C. Thus, CRTA cannot describe the PF
enhancement in regimes 2 and 3, while CRTA is valid for
regime 1 or for the cases where gE/gA is not so large. We
note that CRTA using different τ for the two valleys does not
change the conclusion here; changing τ of the second valley
just changes the height of the PF peak near μ = �. We also
note that the PF peak near μ = � for CRTA or small gE/gA
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FIG. 7. (a) Calculated transport properties using kBT = 0.04ε0 and � = 0.6ε0. The red, orange, blue, and black lines represent calculation
data using gE/gA = 0.2, 2, 20, and constant relaxation-time approximation (CRTA) with τ = 0.78h̄−1ε0, respectively. (b)–(j) Electron
relaxation time τ (ε) calculated using kBT = 0.04ε0 and � = 0.6ε0. Chemical potential was set as (b)–(d) μ = 0.2ε0, (e)–(g) μ = 0.4ε0,
and (h)–(j) μ = 0.6ε0, respectively. gE/gA was set as (b), (e), and (h) 0.2, (c), (f), and (i) 2, and (d), (g), and (j) 20, respectively. While
τ (ε) only for the first (i = 1) valley is shown in (b)–(g), τ (ε) for the first (i = 1) and the second (i = 2) valleys are shown in blue and red,
respectively, in (h)–(j). (k) τ (ε) calculated using � = 0.6ε0 and μ = 0.2ε0. The red, orange, and blue lines represent calculation data using
kBT = h̄ω0/5 (=0.04ε0 ), h̄ω0/3 (�0.067ε0 ), and h̄ω0/2 (=0.1ε0 ), respectively.
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has a different origin from that for gE/gA = 20, as discussed
in Sec. III E 1.

Next, we directly compare the calculated relaxation time
using kBT = 0.04ε0 and � = 0.6ε0 in Figs. 7(b)–7(j). For
μ = 0.2ε0 shown in Figs. 7(b)–7(d), intervalley scattering is
almost absent near the chemical potential because the band
edge of the second valley, �, is much higher than the chemical
potential. Therefore, τ (ε) near the chemical potential μ =
0.2ε0 has a similar shape among different gE/gA. We note
that τ (ε) is not so energy independent as assumed in CRTA,
even in this regime. The peaked structure of τ (ε) is weakened
at high temperatures, as shown in Fig. 7(k), which compares
τ (ε) calculated using � = 0.6ε0 and μ = 0.2ε0 among three
temperatures. Thus, CRTA is better validated in high temper-
atures, while PF is rather insensitive to an energy dependence
of τ (ε) even in lower temperatures. For μ = 0.4ε0 shown
in Figs. 7(e)–7(g), a rapid drop of τ (ε) near the chemical
potential is prominent for gE/gA = 20 in Fig. 7(g), while it
is not so for gE/gA = 2 in Fig. 7(f) and almost discernible for
gE/gA = 0.2 in Fig. 7(e). As we have seen in Fig. 7(a), CRTA
becomes invalid for strong gE/gA with the chemical potential
lying near the second-band bottom. The situation is similar for
μ = 0.6ε0, as shown in Figs. 7(h)–7(j). While τ (ε) does not
change very rapidly near the chemical potential in Fig. 7(j),
CRTA is still invalid since the electron-hole-asymmetric τ (ε)
is a key to form the PF peak in regime 3, as discussed in
Sec. III E 1.

3. Link to real materials

Finally, we discuss how our study, specifically PF enhance-
ment in regimes 2 and 3, can be realized in materials. Below,
we list several important requirements.

Sizable band offset �. As can be seen in Fig. 3, we need
a sizable band offset � to get PF enhancement in regimes 2
and 3. There are many studies of thermoelectric materials that
aim to control an electronic band structure and realize, e.g.,
a multivalley band structure. For example, an energy offset
between two different p bands in Zintl compounds can be
controlled via atomic replacement (e.g., Ref. [39]). Thus, it
will be possible to control � in real materials.

Strong intervalley scattering. The key ingredient for PF
enhancement in regimes 2 and 3 is the strong intervalley
scattering. To realize this, a straightforward way is to find out
materials with strong intervalley electron-phonon coupling.
We raise two possibilities: (i) materials having soft phonon
modes for an intervalley wave vector q, which tend to have
strong electron-phonon coupling, and (ii) materials having
two electron valleys at the same k point with some energy
offset, where the strong Fröhlich coupling for q ∼ 0 can be
used as the intervalley scattering.

Interestingly, materials with moderate intervalley electron-
phonon coupling can also be good candidates when the second
valley has high DOS owing to, e.g., valley multiplicity, heavy
effective mass, and low dimensionality, as pointed out in
Ref. [52]. Because the second valley in our analysis plays the
role of scatterer, PF should simply benefit from high DOS of
the second valley. It is worth noting that, in recent theoretical
calculations [52], n-type TaFeSb and p-type ZrNiSn exhibit
an anomalous sign change of the Seebeck coefficient, which

is classified as regime 2 here. In the electronic band structure
of TaFeSb, high valley multiplicity and heavy effective mass
of the second valley play a key role in the sign change of the
Seebeck coefficient. It is also an interesting idea to use a DOS
peak of the resonant impurity level [6,58] or localized f levels,
e.g., in YbAl3 [59], as a scatterer.

Low temperature. We should consider a low-temperature
regime, particularly for regime 3, which appears below
kBT (h̄ω0)−1 ∼ 0.2 (=0.04/0.2), as shown in Fig. 5. For ex-
ample, it amounts to ∼100 K for h̄ω0 = 50 meV.

In such a low-temperature region, the phonon-drag effect
can also have an important contribution to the Seebeck coef-
ficient. While the phonon-drag effect should be small in our
minimal model since the optical phonon (ν = 2) governing
intervalley scattering is dispersionless, how to distinguish PF
enhancement by our mechanism and that by the phonon-drag
effect in general situations is an important future issue. From
this perspective, anomalous transport in regime 2 might be
easier to observe since PF enhancement in regime 2 takes
place in even higher temperatures (see, Fig. 5).

Dominant intervalley electron-phonon scattering over other
scattering processes. We have assumed that the electron-
phonon scattering is dominant over other scattering processes,
a validity of which should be carefully examined. In the fol-
lowing, we discuss two scattering processes that can become
strong in heavily doped systems. In fact, carrier concentration
for regimes 2 and 3 amounts to ∼1021 cm−3, considering that
∼0.1e is doped into the unit cell of ∼100 Å3.

One is the ionized impurity scattering since ionized impu-
rities are usually introduced to dope carriers into a system.
Ionized impurity scattering is strong when the temperature is
low and the impurity concentration is high [60]. Another one
is the plasmon scattering [61], which is strong when carrier
concentration is high [61,62], e.g., >1019 cm−3 for bulk sil-
icon [62]. Since long-rangeness of the Coulomb interaction
is a key for both scattering mechanisms, scattering with a
wave vector q ∼ 0 is strong. This feature can enhance the
intravalley scattering, which is also an undesirable aspect.

Considering the existence of these scattering channels,
realization of our idea in materials does not seem to be
easy. One possibility is to consider very strong intervalley
electron-phonon scattering that overwhelms these scattering
processes owing to a very high DOS peak of localized states
such as impurity levels or f bands, as we have discussed
in this section. Another possible candidate we propose here
is an undoped semimetallic system with strong asymmetry
between electron and hole pockets in terms of the effective
mass (or other features such as the dimensionality and the
valley multiplicity). In this case, PF enhancement will take
place near the band edge of the electron or hole pocket with a
heavy effective mass; a pocket with the heavy effective mass
plays the role of scatterer as the i = 2 (second) band in our
model, and the other pocket acts as the i = 1 band in our
model. In semimetallic systems, heavy carrier concentration
can be achieved without impurity doping, by which the im-
purity scattering is suppressed. In addition, a semimetallic
state is expected to screen the long-range tail of the Coulomb
interaction, which will also suppress both the ionized impu-
rity scattering and the plasmon scattering (see Refs. [60,62],
which show that the coupling strength for these scattering
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processes becomes weak when the dielectric constant of an
undoped system becomes large for semiconductors). If carrier
concentration is as large as that for metallic systems, the plas-
mon frequency can become too high, such as ∼10 eV, to con-
sider as an active scattering channel. A (semi)metallic state
where electron and hole pockets lie at the same k point is also
a candidate because these scattering processes enhanced at
q ∼ 0 can be used as a source of the intervalley scattering. We
should carefully check whether these ideas work well in real
materials, which is an important and challenging future issue.

IV. SUMMARY

We have found that electron transport has three regimes
under strong intervalley electron-phonon coupling. In addition

to the normal transport in regime 1, significant shortening of
τ above � − h̄ω0 and asymmetric coherence by the absence
of the scattering paths shown in Fig. 1(c) invoke regimes
2 and 3, respectively. A key factor for such PF enhance-
ment is the electron-hole-asymmetric relaxation time realized
by strong intervalley scattering. Our finding gives a clue to
find unexplored thermoelectric transport realized by strong
electron-phonon coupling.
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