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We explore a full dynamical phase diagram by means of a double quench protocol that depends on a relaxation
time as the only control parameter. The protocol comprises two fixed quenches and an intermediate relaxation
time that determines the phase in which the quantum state is placed after the final quench. We apply it to an
anharmonic Lipkin-Meshkov-Glick model. We show that its two excited-state quantum phase transitions split
the spectrum into three different phases: two symmetry-breaking ones, characterized by different constants of
motion, and a disordered phase. As a consequence, our protocol allows us to explore all the dynamical phase
transitions arising from two kinds of quenches: the typical one, leading the system from a symmetry-breaking to
a disordered phase, and another one in which the system transitions between two different symmetry-breaking
phases. We characterize all of them in terms of the constants of motion appearing in all three phases of the model.
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I. INTRODUCTION

The study of phase transitions and critical phenomena has
attracted much attention in recent years. They appear in a
wide range of physical settings, including nuclear physics,
molecular physics, quantum optics, and condensed matter.
Furthermore, the recent development of quantum technologies
has placed them right at the core of fascinating effects [1-6].

Besides thermal phase transitions, driven by temperature,
quantum systems display several kinds of critical phenomena
driven by non-thermal parameters. A quantum phase transi-
tion (QPT) entails a nonanalytical evolution of the ground
state of the system as a function of some control parameters
and impacts on the ground state wave function and different
observables [7,8]. A similar kind of phase transition may
also occur in excited states, giving rise to excited state quan-
tum phase transitions (ESQPTs) [9]. Their study is an active
research field with a deep impact on different branches of
physics. Since they were originally proposed in Ref. [10],
ESQPTs have been shown to have important dynamical con-
sequences in many-body quantum systems in nuclear and
molecular physics [10-14], quantum optics [15-24], and
condensed matter physics [25-39]. Just to mention a few
of those consequences, ESQPTs enhance the decoherence

“corps.angel.1@ gmail.com
Tpedropf@us.es
farmando.relano@fis.ucm.es

2469-9950/2023/108(17)/174305(17)

174305-1

process in a system [29,30], affect processes of quench dy-
namics [15,40-44] and quantum work statistics [45], and
localization [46]. Also, ESQPTs show universal dynamical
scaling [47], symmetry-breaking equilibrium states [18,48],
dynamical instabilities [25,26], irreversibility without energy
dissipation [48], and reversible quantum information spread-
ing [49]; they can be related with thermal phase transitions
[50] and dynamical phase transitions (DPTs) [47,51-54]. For
a detailed review on ESQPTs and its physical manifestations,
the interested reader may consult Ref. [9].

The last phenomenon, DPTs, involves two different kinds
of phase transitions. DPTs of the first type, DPT-I, are linked
to the oscillations around a kind of stationary value observed
in the expectation value of certain observables [55]. They
are usually triggered by a quantum quench, that is, a sud-
den change in a control parameter in the Hamiltonian of the
system, which takes it out of equilibrium. A DPT-I occurs
when, for a particular critical quench, the expectation value
of an observable changes from fluctuating around zero to
fluctuating around a certain finite value. Hence, they can be
characterized by means of the long-time average of such ob-
servables [4,5,56—63]. DPTs of the second type, DPT-II, occur
when certain return probabilities become nonanalytical at par-
ticular critical times [34,64—85]. Usually, they also appear as
a consequence of a quench, but they are not directly linked to
long-time averages or to equilibrium values.

Even though DPTs and ESQPTs refer to fundamen-
tally different physical effects, it has been recently shown
that under some conditions both can be triggered by the
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appearance of certain conserved charges, at least in systems
with long or infinite-range interactions [51-53]. In this paper,
we generalize such results to systems having two different
symmetry-breaking phases, and we devise a protocol to ex-
plore the corresponding full phase diagram, which includes
two different ESQPTs and both kinds of DPTs. The proto-
col consists of three steps. First, we prepare the system in
a symmetry-breaking ground state (or a symmetry-breaking
highest excited state, which is the ground state of the same
Hamiltonian with a negative global sign). Then, we perform
a first quench to lead the system onto a symmetry-breaking
excited-state phase of the same nature. And, finally, after a
controlled relaxation time in this intermediate stage, we do
a second quench. The trademark of this protocol is that its
only changing variable is the intermediate relaxation time.
Hence, just by changing an easily tunable parameter, we can
explore three different phases: a symmetry-breaking phase of
the same nature of the initial one, a symmetry-breaking phase
of a different nature, and a disordered one. As a consequence,
we can study the DPTs arising from two different kinds
of quenches: one between two different symmetry-breaking
phases, and another one between a symmetry-breaking and
disordered one.

We apply this protocol to the anharmonic Lipkin-Meshkov-
Glick model (aLMG). The main feature of this model is that
it undergoes two different ESQPTs, some of whose static and
dynamical properties are studied in Refs. [31,32]; thus, it is the
perfect choice for the purpose we pursue in this paper. To be-
gin, we rely on the tools developed in Refs. [51,52,86] to show
that we can characterize each of its two symmetry-breaking
phases by its own pair of noncommuting constants of motion,
and hence to conclude that they are of a different nature. Then,
we extend the generalized microcanonical ensemble (GME)
proposed in Refs. [51,52] to properly describe the long-time
average of relevant observables, taking into account all the
constants of motion required to describe each of the spectral
phases. Finally, as our protocol allows us to explore the DPTs
arising from two different kinds of quenches, we unveil the
role played by the constants of motion in all the DPTs-I and
DPTs-II arising from them.

The paper is organized as follows: In Sec. II, we introduce
the model to which the double quench is applied; in particular,
Sec. II A reviews its classical limit. In Sec. III A, we define
four constants of motion that can be used to identify the
three different dynamical phases emerging from the two ES-
QPTS. Also, in Sec. III B, we extend the GME introduced in
Ref. [52]. Section IV presents a double-quench protocol that
allows us to explore the full phase diagram, which is crucial to
connect phases of the same nature, i.e., a symmetry-breaking
phase with another one. Section V is devoted to DPT-1, where
we focus on the evolution and the long-time average of spin
operators. Section VI presents our findings on DPT-II; here,
we compare the parity-projected return probability (PPRP)
against the standard survival probability. Finally, we conclude
in Sec. VIIL.

II. MODEL HAMILTONIAN

We start from a Heisenberg XYZ model of N spin-
1/2 particles with an infinite-range interaction. The system

Hamiltonian is given by

N N N
H=h) 6i+h Y 6'67+h Y 6i6;. (1)
i=1 i<j=I1 i<j=1

where 6? are the Pauli spin-1/2 matrices acting on site i =
1,2,...,N,and B8 = x, y, z. Here, we assume 7 = 1, & is the
magnitude of an external magnetic field, and 4, and h, are,
respectively, the interaction strengths along the x and z axes.
Introducing collective spin operators jﬂ = % Zf': ] &iﬁ for g =
X, Y, Z, adding a constant term j(1 — h,j) + 2h,j(j + 1), and
identifying the terms h,J = —§, h=3(1—& + 52j+ 1)
and h, = 4%., it is possible to map this Hamiltonian to an
alLMG in terms of only two control parameters £ € [0, 1] and
aeR:

N " 2
H=<1—5)(j+JZ)+7‘§('2—J?)

+23j<j+fz><j+fz+ ). 2)

When o = 0, we recover the well-known Lipkin-Meshkov-
Glick model, while « # 0 introduces an anharmonic pertur-
bation. In all cases, the total collective spin operator 32 is
conserved: [H, jz] = 0. This allows us to split the Hamil-
tonian matrix in different blocks corresponding to different
irreducible representations, labeled with the eigenvalues of j 2
Jj(j + 1). Since the ground state is included in the maximum
irreducible representation of the system, we focus on the sec-
tor with j = N/2. Furthermore, this allows us to reduce the
dimension of the Hilbert space from exponentially, 2", to only
linearly large in the number of sites, N + 1.

Irrespective of the value of «, the Hamiltonian Eq. (2)
also conserves a discrete symmetry, [T = U5 which is
the parity operator. This operator divides the spectrum in two
blocks, one with even parity and another one with odd parity.
Specifically, if |E, 1) is the eigenstate corresponding to the
eAigenvalue E, + with either parity + (even) or — (odd), then
H|En,i> = :l:|En,i)

In Fig. 1, we depict the scaled energy spectrum of the
system as a function of the control parameter &, with N = 40
particles (or collective spin length j = 20), and o = —0.6.
The energy scale of this level-flow diagram is given by & =
E /N, where E represents the actual Hamiltonian eigenvalue,
which is an extensive quantity. To compare with the infinite-
size limit of the model, the intensive energy ¢ is used when
appropriate in this paper. The Hamiltonian eigenstates are still
denoted as |E, 1). There is a QPT for & = 0.2, and there are
also two critical lines in excited states corresponding with
ESQPTs. These ESQPTs are noticeable due to the clustering
of energy levels in the spectrum. Some of their properties,
including some dynamical consequences, have been already
studied in previous works [31,32]; yet, their characterization
in terms of constants of motion has not been discussed. For
our purposes, the main trademark if this model is that, for
& > 0.2, we observe two different symmetry-breaking phases,
characterized by the presence of degenerate parity doublets,
and a disordered phase, where these degeneracies are broken,
in between.
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FIG. 1. Scaled energy spectrum of Eq. (2) for a system size N =
40 (j = 20) as a function of the control parameter £ and for a value
a = —0.6. Solid black lines stand for states with positive parity while
dashed red lines stand for states with negative parity.

A. Classical limit

The thermodynamic limit of this model can be explored by
means of spin coherent states, |w), in the limit j — oo [87],
where w is a complex parameter that includes the classical
canonical momentum P and position Q variables. The result
is a classical Hamiltonian, H(Q, P):

i, = ()
1-¢

_ 2 2y Yo 242
=P +0)+ (P +0)
+EQ* (PP + Q* —2) +&. 3)

It is worth noting that the canonical variables Q and P are
constrained as 0 < Q% + P? < 2, so the classical phase space
is bounded. Note also that in the classical limit the classical
variables (Q, P) are continuous and commute. The number
of effective degrees of freedom of the system is f = 1. The
energy scale associated to this intensive classical Hamiltonian
is given by the normalized energy ¢.

The main properties of this model were analyzed in
Ref. [31]. Specifically, the quantum model Eq. (2) exhibits
certain phase transitions that are similarly found in the clas-
sical limit Eq. (3). For our purposes, these features can be
summarized as follows:

(i) A QPT separates a disordered from a symmetry-
breaking phase at zero temperature.

(i) A similar phenomenon occurs at the highest excited
state. It can be understood as a QPT for the same Hamiltonian
with a global negative sign.

(iii) There are one or two critical lines, depending on the
values of o and &, giving rise to different ESQPTs.

To illustrate all these phenomena, we depict the classical
orbits in the phase space of the Hamiltonian Eq. (3) for differ-
ent values of parameters £ and « in Fig. 2. Each line stands
for the classical orbit (Q, P) where the Hamiltonian remains
constant at a certain energy value ¢, that is, H(Q, P) = ¢.
In Fig. 2(a), we can observe that there are two degenerate

maxima at Q = 0 but with different signs of P. For lower
values of the energy, we find pairs of disjoint orbits with the
same energy. The value Q = P = 0 is a saddle point, within
a critical orbit that crosses itself. Below this energy, all the
orbits are connected, and the lower value in the classical
energy is found at the border of the phase space. In Fig. 2(b),
the phase space is disjoint in two regions; we can see one max-
imum in each of them. The classical orbits are always confined
in one of these regions, with no possibility of crossing at any
energy. The maxima are degenerate and occur at Q = 0, with
different signs of P, as in the case displayed in Fig. 2(a).
In Fig. 2(c), the phase space is divided into three different
regions. We find two degenerate minima in the leftmost and
rightmost parts of the phase space; they are degenerate with
P = 0 and different signs of Q. For larger energy values, we
find disjoint orbits. If energy is further increased, we arrive
to a critical and connected orbit, reaching the border of the
phase space. Then, as we further increase the energy, the next
orbits become connected. Finally, we find a second critical
orbit with a saddle point, at Q = P = 0. From it to the max-
imum classical energy, the orbits are disjoint again, and we
find two degenerate maxima with Q = 0 and different signs
of P.

In addition, it is straightforward to compute the expectation
value of the operators J,, JAy, and J, using the spin coherent
states:

Relw) _joa—pP =@,

Floy =2j——L
(lde) =2/ 75
. . Im (o) . 5
(w|ylw) = _ZJW = —jPy2 — P> — 0",
. ol =1
(ol o) = J1 25 = JPP+ 0 —1). 4)

Their dependence with respect to the canonical variables O
and P is very useful to derive a set of constants of motion
characterizing all three spectral phases, as we will see in next
section.

III. DESCRIPTION OF DYNAMICAL PHASES IN TERMS
OF CONSTANTS OF MOTION

Recently, it was shown in Ref. [86], in a model with just
one ESQPT, that the phases in which the ESQPT splits the
spectrum can be identified by means of an operator C. This
operator is a constant of motion and acts as a discrete sym-
metry in one of these phases; indeed, the spectrum of Cis
simply Spec(é ) = {£1}. Its origin lies in the disjoint topology
of the classical phase space below the critical energy of such
ESQPT. In the present paper, we are interested in a general-
ization to cover the more complex structure of the classical
phase space of the aLMG.

A. Constants of motion characterizing two different
symmetry-breaking phases

We start by considering that we can distinguish two dif-
ferent disjoint regions and a connected one in its classical
phase space, as shown in Fig. 2(c). We can see that this
model displays two ESQPTs, at energies &, and &.,, with
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FIG. 2. Classical orbits in the phase space of the Hamiltonian Eq. (3) for different values of parameters & and «. The chosen values match
those used in the quench protocol detailed in Sec. IV, and the color of the orbits is determined by its energy (color bars). (a) shows that the phase
space exhibits two degenerate maxima and a saddle point. During the quench protocol, we prepare the initial state (green point) in the higher
classical energy well and perform the first quench. (b) depicts a disconnected phase space. Each disconnected piece has its own maximum. We
let the system evolve during a time t;,, under this Hamiltonian. The markers show the position of the classical state after the quench at different
values of time: 7y, = 0.5 (blue square), Ty, = 1.5 (downward triangle), and 7;,, = 2.5 (upward triangle). The second quench is performed and
the phase space of the final Hamiltonian is depicted in (c). There are three distinct regions not connected by any classical orbit.

two symmetry-breaking phases and two different double-well
structures. If ¢ < &.,, trajectories are trapped with either Q > 0
or 0 <0. If & <e¢ <e,, trajectories explore the whole
available phase space. And if ¢ > ¢, trajectories are trapped
again, with either P > 0 or P < 0. Thus, following the spirit
of Ref. [86] and taking into account Eq. (4), it seems logical
to rely on éx = sign(fx) to identify the first ESQPT, and on
éy = sign(fy) as a signature of the second one. As pointed
out in Refs. [51,52], in the case of Z, symmetry-broken sys-
tems, the existence of ¢ immediately implies that there is a
third constant of motion, K = (i /2)[@, 11y, closing a SU(2)
structure.

To test if this idea is correct, we focus on the Hamiltonian
eigenvalues. In Fig. 3(a), we have represented the energy
gap of the two states of the Hamiltonian Eq. (2) of opposite
parities that are closest in energy, |E,+ — E, _| (n=m in
phase I but n # m in phase III), as a function of energy.
Because we will be interested in the dynamics of the final

stage of our protocol with § = 0.5 and o = —0.6, this is
the case that we examine here. It is clearly observed that
in phases I and III the gap is vanishingly small (it van-
ishes exponentially with N), while in phase II there are no
such degeneracies. The boundaries of these phases are clearly
demarcated by the ESQPTs at energies €, and €. Thus,
phases I and III are symmetry-broken phases, while phase II
is not.

In Fig. 3(b), we focus on (E,,,_|CAX|E,,,’+) and
(E,,,,|CAy|Em,+), where |E,_) and |E, ;) represent a pair
of (almost) degenerate eigenstates. The key feature is that
|(En,_|CAx|Em,+)| is one in phase I and zero in phase III,
whereas |(En,_|CAy|Em,+)| behaves exactly in the opposite
way. It is also worth noting that neither |(E,1,,|CAX|Em,+)| nor
|(E,.._|Cy|E, 1) is one in phase IL.

To understand the relevance of these results, let us consider
an qrbitrary initial state |W(0)) evolving in time as |W(¢)) =
e MNW0) = Y, 4 coke EHEyg), with neN and k e
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FIG. 3. (a) Energy gap of states of closest eigenvalues of oppo-
site parity. (b) Expectation value of C, (black) and CA’}, (gray) taken in
the eigenstates with eigenvalues of opposite parity whose gap is in
(a). The Hamiltonian is Eq. (2) with & = 0.5 and @ = —0.6. System
size is j = 3200.

{+., —}. The instantaneous expectation value of a physical
observable O at time ¢, (O(t)) = (V(@)|O|¥(2)), is

(t) Z Z C, kC i(En.kam,z)t(

nk ml

EnlOEs).  (5)

Although, mathematically speaking, such an instantaneous
value remains oscillating at all times, one may consider a
time asymptotic value around which this instantaneous value
fluctuates for sufficiently long times. This is the long-time
average given by

~

T
(®) = lim lf dr (O(1)). (6)
=00 T Jj
Such an asymptotic value is commonly used to define order
parameters of dynamical phases. From Eq. (5), a depen-
dence on the spectrum properties is immediately expected.
In phase II, where there are no degeneracies, the oscillating
off-diagonal terms o< e~/En+—Ex-) eventually average out to
zero, and the only contribution comes from diagonal terms.
This yields the general expression

(O = _llen s (En 4|OIE, 1) + lcn - (En—|OIE, )],
' Q)

valid for any O. However, in phases I and III, there are
degeneracies (assume that these occur for the pairs E,  and

E, _ for notational simplicity), which means that off-diagonal
terms also survive the time average in Eq. (6):

Ohim = ) _llen+ I

+ ) [ensc (En|OIE, 1)

Ey+|OIE, +) + lep—1*(E, —|O|E, )]

+ e} {En+1O1E, ). (8)

Let us focus first on the disordered phase, that is, in
phase II. Because the sign operators C, .y and le , only con-
nect eigenstates of opposite parity, the only nonzero matrix
elements entering Eq. (5) are the time-dependent nondiag-
onal ones, whereas the diagonal expectation values vanish
identically. Thus, we immediately obtain two important con-
clusions: (i) none of the operators CAX, (fy, I@X, and I€y is a
constant of motion within phase II, and (ii) all of their ex-
pectation values vanish in this phase:

~

(Cx,y>H =0, (’Cx,y)H =0. ()]
Note that these equalities hold irrespective of the coefficients
cn.+, Which means that they are satisfied by any initial state
|W(0)). That is, none of these operators provides relevant
information within phase II.

For phases I and III, the contribution of the nondiag-
onal terms in Eq. (6) can be inferred from Fig. 3(b). As
{En—1CelEn 1) = [(Ey —|KE,+)] = 1 in phase 1, the only
nonzero matrix elements in Eq. (5) are precisely the non-
diagonal elements appearing in Eq. (6). On the contrary,
as [(E,, _|C |Ep+)| = [(En |I€y|E,1’+)| = 0, the correspond-
ing nondiagonal elements in Eq. (6) are identically zero, and
therefore all the nonzero matrix elements in Eq. (5) are time
dependent. Therefore, we conclude that only C, and K, are
constant in phase I and that

(Coly =2 " Re(cn ¢} _(En—|CilEn i),

—

Ko 2ZIm(cn+cn,< Ey - |K|Ep 1)),

C); =0, (K,), =0, (10

—

implying that neither C} nor Iﬁy store relevant information
within this phase.

As clearly seen in Fig. 3(c), the behavior of phase III is the
exact opposite. This implies that only €, and K, are constants
in this phase, and that

<éx>u[ =V,
(Ko =0, Gy =2 Re(cns¢)_(En—|Cy|E, 1)),
Ky =2 Im(cn . _(En—IKy|En 1)), (11)

implying that the expectation values of C, and K, are irrele-
vant within this phase.
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Summarizing, to characterize the dynamics of each phase,
we need the following sets of constants of the motion. For
phase I, the set is {(f)n l@x, fI}; for phase II, {f[}; and for phase
1L, {11, Cy, K}

B. Extended generalized microcanonical ensemble

Here we provide a description of the order parameters in
terms of a statistical ensemble. In Refs. [51,52], a generaliza-
tion of the standard microcanonical ensemble was devised to
predict these order parameters in terms of constants of motion
characterizing the excited-state quantum phases. The statis-
tical ensemble proposed in these works deals with the case
of a single ESQPT separating the spectrum into two distinct
phases. Coming back to the previous discussion on the aLMG,
we note that neither éx and I@x, nor CAy and lﬁy, can be used
to define a statistical ensemble because they only commute
with the projectors into the energy subspaces corresponding
to the first ESQPT or above the second ESQPT, respectively,
but not with the entire Hamiltonian. This issue may be fixed
by defining the closely related operators

Co=lice, Cilloce, . Ky =Loee, Koo, (12)
and

Cy=loe Cloe,. Ky=loe Kloe,,  (13)
where ]IKS(,] = Zn 0,P,, P, is the projector onto the eigen-

states with energy ¢, and 6, =1 if ¢, < &, and 6, =0 if
& > &, and, equivalently H8>s(2 = Zn ynf’,, with y, =1 if
sn>802andyn:0if£<8%. ~

The expectation values (C,,) and (K, ,) are identical to
((fx,y) and (I@X,y) if ¢ <eg., (for x) and ¢ > ¢, (for y), but
they vanish outside these intervals. The advantage of the op-
erators in Eqgs. (12) and (13) is that they commute with the
Hamiltonian and, therefore, they may be used to build the
statistical ensemble of our interest. Building on the ideas of
Refs. [51,52], we propose the following form for the density
matrix of the (extended) GME:

Pome(E) = pup(E)A + pIl + ¢.Cx 4+ kKy + ¢,Cy + k,Ky),
(14)
where
1

2(Ny + Nip + Nmr)
X Z(|En.+)<En,+| + |Ep - NEn 1) (15)

PME(E) =

denotes the standard microcanonical ensemble [88] with equal
probability of population of parity doublets |E, ;) and |E, _)
within a small window, AE, around the average energy value,
(E) = Tr[p#L]. The denominator in Eq. (15) is required to
guarantee that Tr[pgme] = 1; it accounts for the total number
of energy levels, N = N; + Ny + Ny, within the energy win-
dow AE. We write it in terms of the number of parity doublets
in~ each of the phases to facilitate the calculation of (C,,) and
(Ky,y). Additionally, Eq. (14) shows an explicit dependence
on five parameters, p, ¢y, ky, € R which are to be ﬁxeg by

the condition that Tr[pemel1] = (F1), Tr[pomeCry] = (Cry)s

Tr[,?)GMEIEx,y] = (IEX,_V). These conditions may be cast as
follows:

(1) = p, (16)

Ny ~ Ny

— (K =k ————,
Ni + Ny + N Foxy) X')N1+NH+N1(Ii7)

(Cx,y> = Cxy
with g = I for the x operators and ¢ = III for the y operators.

This ensemble reproduces a number of properties related
to symmetry breaking at the core of DPT-I:

(1) pome has off-diagonal elements in the Hamiltonian
eigenbasis only if ¢, # 0 and/or k, # 0, or if ¢, # 0 and/or
ky, # 0. The first case is relevant when ¢ < &, and thus the
parity-breaking observable J, may give rise to nonvanishing
values, Tr[,?)GMEfx] # 0. The second case is important when
& > &, instead, and it is the second component of the spin
operator, fy, which may give rise to non-vanishing values,
Trlpomedy] # O.

For a state with energy E, < E,,, in the energy eigenbasis
{|En.+), |Eq.—)} the GME can be written as the 2 x 2 matrix

1 1+P Cx_ikx
on(Eni < E) = §<cx + ik, 1—-p > (1%

whereas for a state E, > E,, this is

I(1+p ky — icy
( ) a9

oulns > o) =5, tic, P

Note, however, that not every initial state leads to symmetry-
broken equilibrium states if ¢ < ., or & > &,: indeed, if, due
to the initial state chosen, ¢, = k, = 0, it is still possible to
have Tr[,bGMEfx] = 0, and the same holds true for c,, k,, and
fy. In other words, in the spectral phases ¢ < &, and € > &,
it is possible to find nonzero order parameters given by the
long-time averages of J, and fy, respectively. Each of these
two spectral phases may be described by a different order
parameter.

(i) pgme is always diagonal in the parity eigenbasis in
the intermediate spectral region &, < ¢ < &,. In the energy
eigenbasis {|E, +), |E,—)}, the GME is written, for a state
with energy between both ESQPTs, as

;on(Ecl <E.; < ECZ) — %(1 ‘(|)'P | gp) (20)
Thus, if all states populated by a quench lie in this region, then
all parity-breaking observables give vanishing values for any
initial condition.

Before we end this section, we address the mathematical
form of the GME. The density matrix in Eq. (14) is a linear
function of the observables commuting with the Hamiltonian.
We should note that the form of the ensemble itself is not
unique: For example, multiplicative matrices of the type of the
generalized Gibbs ensemble, p o PRl DT Sy DN S ,
are also possible. Yet, the linear form of pgmE is the simplest
it can take, which is why we have chosen it. Also, note that the
width of the energy window, AFE, is a controllable parameter
of the GME; therefore, its proposed form may be valid even if
the quantum state is not tightly narrow in energy.
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Therefore, the ensemble Eq. (14) is well suited to describe
order parameters caused by DPT-I.

IV. QUENCH PROTOCOL

Dynamical phase transitions are commonly revealed
through measurements of a wave function prepared in an
initial state and then taken out of equilibrium. This is achieved
by means of a quantum guench. Usually, an initial state is
prepared in a (initial) Hamiltonian obtained by fixing all con-
trol parameters of the model, in our case ?:iini = ?—l(@ini),
where for notation convenience all control parameters are
contained in ®,, = (§,,, ,); we call' this state |¥,—o(®ini)).
Then the set of control parameters is changed abruptly to
a final value, ®;,; — Og,, that defines a final Hamiltonian,
ﬂﬁn = 7:l(®ﬁn), where the system evolves. Measurements are
then performed in the final Hamiltonian as the wave function
evolves in time.

Unfortunately, in our model it is not possible to perform
a single quench between the two symmetry-breaking phases.
The reason lies in the geometric interpretation that can be
associated with any quench protocol. Let us imagine that we
want to perform a quench between the low-energy and high-
energy symmetry-breaking phases in Fig. 1, say & — &g
with &p; > &g,. Relying on the Helmann-Feynman theorem,
it can be shown that this is only possible if the tangent line at
a given eigenvalue with &;,; crosses the two ESQPT's occurring
between the two symmetry-breaking phases at two intermedi-
ate values & and &, &pi > &) > & > &j, [15]. Butitis clearly
seen in Fig. 1 that there is no energy level whose tangent line
crosses the two ESQPTs in the interval £ € [0, 1]. Therefore,
we cannot lead the system from one symmetry-breaking phase
to the other by means of a single quench.

To solve this problem, in this paper, we go a step further
with respect to the common protocol described above, letting
the wave function evolve during a time of our choice in an
intermediate Hamiltonian, 7-Alim = ﬁ(@im); that is, we per-
form a double quench [89,90]. The protocol consists of the
following steps:

(i) An initial state of the form

|Wo(Oini)) = /PlEmax.+(Oini)) + €% /1 — plEmax— (Oin)),
(2D
is first prepared at @®j,. This state is a superposition
of the two ‘most excited states of ’;Qini with different
ParitifiS, i-e-’ Hini|Emax,:|:(®ini)) = Emax,i(gini)|Emax,:l:(®ini)>
with IT|Epax 4 (Oini)) = £|Emax. = (®ini)); only in the infinite-
size limit are these states degenerate, and Eq. (21) is
stationary. Here, p € [0, 1] is the probability of each eigen-
state in the superposition, while ¢ € [0, 27) is an arbitrary
phase between them. Note that Eq. (21) is normalized for all
values of p and @, (Wo(®iy;)|Wo(Oini)) = 1.
(i) At ¢t = 0, the initial value of the control parameters of
the Hamiltonian is quenched to an intermediate value, @jp;

'Throughout this paper, the total time elapsed since the initial state
initially chosen at t = 0 will be denoted with a subscript, while the
parameters of the Hamiltonian where the state evolves will be made
explicit inside a parenthesis.

thus, the initial state is taken out of equilibrium and dynamics
begins. Notwithstanding, the key point is that the system re-
mains in a symmetry-breaking phase of the same nature that
the one in the initial state. The time evolution of the initial state
in r)%m is given by the Schrodinger equation (/i = 1) generated
by Hints

W, (i) = & P! | W (O40)
=D > ame EOE (@), (22)

k=+ n

where the coefficients c;l“}( = (B, k(Oint) | Yo (Oipni)) are the
overlap of the initial state with the eigenstates of the inter-
mediate Hamiltonian.

(iii) We let the wave function evolve up to a time ¢t = Tjy,
which we will use as a control parameter. Even though the
system remains in the same phase during all this time, we will
see later that the value of t;,; determines the phase that the
system reaches after the final quench.

(iv) Finally, we perform a second quench leading the sys-
tem to a final Hamiltonian ®;,; — @g,, where it is again left
to evolve,

Wt (@) = €10 | (@)
=3 e B O E, (@), (23)

k=% n

where now cﬂ“k = (E, k(Ofin)| ¥y, (Oin)) is the overlap of the
intermediate wave function evaluated at t;,; with each of the
eigenstates of the final Hamiltonian, ’;Qﬁn.

In this paper, we have made the following choices for
the initial, intermediate, and final values of the Hamiltonian
control parameters: Oy, = (0.6, —2), Oy = (0.2, —0.8), and
Og, = (0.5, —0.6). A physical interpretation of the quench
protocol can be gained by looking at the corresponding classi-
cal dynamics, which the quantum dynamics approach in the
limit of large collective spin length j — oo. In Fig. 2, we
have represented such a classical analogy. We highlight the
following facts:

(a) Figure 2(a) shows the initial state Eq. (21) with a green
point. It lies in a disjoint region of the phase space in which
all the orbits have P < 0.

(b) The green orbit in Fig. 2(b) shows the time evolution
after the first quench; it has been obtained by solving the
corresponding Hamilton equations [see Eq. (25) below]. Its
main feature is that P(¢) < 0 during all times. This means that
it is trapped in a disjoint region of the phase space with the
same qualitative properties as the one that contains the initial
state; this is why we say that the first quench keeps the system
in the same phase. The markers in this figure show the position
of the classical state at different values of the relaxation time:
Tine = 0.5 (blue square), 7y, = 1.5 (downward triangle), and
Tine = 2.5 (upward triangle).

(c) Figure 2(c) shows the contour lines of the final Hamil-
tonian, together with the position of the system after the same
values of the relaxation times as before, and the shape of the
orbit that the system displays in the intermediate stage (with
a dashed line). We can see that if the state is left to evolve in
the intermediate Hamiltonian only up to 7, = 0.5 before the
second quench is performed, then the final state is above all
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ESQPTs critical energies, ¢ > &.,, and the system is trapped in
a disjoint region of the phase space characterized by P(t) < 0;
that is, the system remains in the same phase than before the
second quench. But if i, = 1.5, then &, < & < &.,, and the
corresponding trajectory lies in a connected region, in which
neither the sign of P nor the sign of Q remain constant; that
is, the second quench implies a change of phase. And, finally,
if Tine = 2.5, then ¢ < g, and the system gets trapped in a
different disjoint region of the phase space, characterized by
QO < 0; that is, this quench implies a change of phase between
two different disjoint regions. In general, as inferred from
the dashed line in the figure, different relaxation times entail
different topologies for the trajectories in the final stage.

Note, however, that this interpretation is done in the clas-
sical limit. This means that it is expected to become more
accurate as the system size is increased, but only if the initial
state does not consist in a superposition of different phase-
space regions. We will come back to this point in the next
section.

V. DYNAMICAL PHASE TRANSITIONS-I: ORDER
PARAMETERS

The first kind of DPT, DPT-I, is related to the long-time
average of the expectation value of a physically relevant ob-
servable and how this long-time average changes as a control
parameter is varied. Generally, the analysis goes as follows:
after a quench is performed, the expectation value of an ob-
servable O is measured in the quenched wave function as it
evolves in time. The long-time average is calculated and is
compared against different choices of the control parameters
involved in the quench.

However, here we tweak this traditional procedure since
our different quenches are not generated by changing the
control parameters of the model each time, but by the time Ty
that the initial state spends in the intermediate Hamiltonian
before it is changed to the final Hamiltonian. The advantage
of using an intermediate Hamiltonian is that we have access to
any region of the phase space of the system described by the
final Hamiltonian, as discussed above. After letting the initial
state evolve in the intermediate Hamiltonian for t;,; units of
time, it is quenched to the final Hamiltonian, ®;, — ®g,, and
the expectation value of an observable is measured

(O®) = (Ve 41 (Ofin) |O| Wi, 44 (Oin), (24)

where |V, +/(®pn)) is given by Eq. (23) and the time ¢ is
measured in the final Hamiltonian. The long-time average of
such time evolution for a given tj, is then calculated as in
Eq. (6).

In this section, we study two kinds of initial states of the
form Eq. (21), with parameters (S1) p = 1/2, ¢ = 3n /2, and
(S2) p=1/3, ¢ =37 /5. State S1 is really a classical initial
state as fully localized in the bottom energy well with P < 0O;
therefore, (@y) = land (C,) = 0. However, state S2 represents
a quantum coherent superposition of both classical wells in
phase III; it does not have a classical counterpart and, for this
reason, |((fy)| # 1.

We start with state S1. To illustrate the meaning of DPTs-I,
we have represented the time expectation values of the first
and second components of the collective spin operators, J, and

fy, together with the corresponding classical evolution and the
results of the GME in Fig. 4. The classical curves are obtained
by solving the Hamilton equations spanned by the classical
Hamiltonian Eq. (3),

d!z _ oH o 2 2
Pl = Pl(a +2&)0° + aP &4+ 1],
= _8_ S + 2 4 (o 4 4E)0* — 58 +

(25)

by choosing as an initial condition (Q(0), P(0)) for the
canonical coordinates corresponding to the state depicted in
Fig. 2(a) (green dot), evolving it at Oj, until a time Ty,
(O(tiny), P(tiny)). Then, we evolve this intermediate state at
the final ®g,, and we obtain (Q(Tiy + 1), P(Ting +1)). The
classical curves for J, and JA} can be directly derived from
Eq. (4).

In Fig. 4, we observe a set of different patterns with os-
cillations around a given value, which is a defining feature of
DPT-1. The regularity of the patterns is due to the integrability
of the model. Figues 4(a) and 4(d) show the case of 7, = 0.5.
The (finite- j) quantum results (red) match the classical curves
(black) up to a certain timescale when the dynamics deviates
from the classical counterpart. This behavior is common to
collective spin models [51,52,55,59,62]. As the system size
increases, the quantum dynamics follows the classical results
for longer times. It is clearly observed that while (J(t)) os-
cillates around zero, (fy(t)) oscillates around a positive value.
This behavior can be easily understood through the behavior
of the classical limit of the model. For 7, = 0.5, the state
overlaps an orbit in the phase space of the final Hamiltonian
characterized by a constant sign of P < 0, since the trajectory
is trapped in the lower [see Fig. 2(c)], high-energy classical
well; however, the sign of Q is not constant as the classical
trajectory crosses the point Q = 0. It follows from Eq. (4)
that, classically, j, o< Q and j, o« —P, and therefore (Je (D))
can assume positive and negative values, with an average of
zero, while (fy (1)) can only assume positive values. A similar
phenomenology is observed in the rest of the panels of Fig. 4.
Figures 4(b) and 4(e) show the case of 7, = 1.5. Now, the
state has an energy between both ESQPTs, ¢, < ¢ < &,
which is classically characterized by orbits that do not con-
serve either the sign of Q or P as the entire available phase
space at that energy is accessible. Thus, both expectation
values take positive and negative values, oscillating around a
vanishing expectation value. Finally, Figs. 4(c) and 4(f) depict
a situation opposite to that shown in Figs. 4(a) and 4(d);
indeed, in this case, the quenched state has energy e < g
and classically the orbit is trapped in the leftmost low-energy
well, i.e., it is the sign of Q < 0 that is conserved while that of
P is not.

The results shown in Fig. 4 neatly illustrate the defining
signature of DPT-I: a change in the long-time average of phys-
ical observables as a controllable parameter that drives the
system through different energy regions is varied. In this case,
the parameter inducing DPT-I is the time spent by the initial
state in the intermediate Hamiltonian, t;,, before quenching it
to the final Hamiltonian.
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FIG. 4. Signatures of DPT-1. Time evolution of (a)—(c) J, and (d)—(f) fy as a function of time in the final Hamiltonian, ®g, = (0.5, —0.6). In
(a) and (d), the state evolves in the intermediate Hamiltonian during t = 0.5, so the average energy of the quenched state is ¢ < g, ; in (b), (e),
t=15s0¢, <€ <¢g,;andin(c), (f),t =2.5s50¢ < g,. System size is j = 3200, and the initial state (21) has p = 1/2 and ¢ = 37 /2. The
black lines represent the classical prediction for the time evolution, whereas the yellow dashed line shows the GME value for its infinite-time
average. Color lines (red, green, and cyan) represent the numerical calculations for each observable.

In Fig. 5, we depict the average values of some observables
as a function of 7. In particular, starting from the initial
state Eq. (21) in the initial Hamiltonian 7-Almi, we quench the
system to the intermediate Hamiltonian 7:lim and let the system
evolve under this Hamiltonian during a time tjy, following
Eq. (22). Exactly at t = 1y, the system is quenched again
to the final Hamiltonian 7:tﬁn and is left to evolve for a time
Tin = 2000. For each fixed value of iy, the time expectation
value, Eq. (24), of different observables is measured in the
final Hamiltonian, and then its long-time average, Eq. (6), is
computed. This is repeated for many quenches differing only
in Tip.

Figure 5(f) clearly shows that changing tj, drives the
system through the different energy regions of the final Hamil-
tonian, crossing several times the different ESQPTs. The
passing of the state through these energy phases has an im-
mediate consequence in the long-time averages of the spin
operators in Figs. 5(a)-5(c) and the corresponding sign opera-
tors in Figs. 5(d) and 5(e). These results may be interpreted
in the same way as before. For example, for 7, < 1, the
quenched state has an average energy above all ESQPTs,
€ > &, and due to the particular parameters of the initial
state Eq. (21) (p = 1/2, ¢ = 37w /2), it becomes classically
trapped within the bottom high-energy well. For this reason,

(J (1)) oscillates around zero, which is its long-time average,

(J¢) = 0. On the same grounds, (fy(t)) oscillates around a

positive value, so (fy) > 0.

This behavior is also reflected in the long-time averages
of signs fx and fy, which become zero in the first case and
unity in the second case. As i, increases, the quenched state
enters the intermediate region ., < & < &.,, where only IT is
conserved, and classically corresponds to a well that covers
both signs of Q and P. For this reason, a DPT-I takes place,

and (fy) abruptly vanishes.

As Ty increases further, the quenched state ends up in the
spectral phase below all ESQPTs, ¢ < ¢, and gets trapped
within the left low-energy classical well [see Fig. 2(c)], imply-
ing the constancy of C, [sign(J)] and a negative value of the

long-time average of fx, (fx) < 0; here, a second DPT-I has
occurred, but this time the relevant order parameter is given
by J;, and not by J;

Concerning JAZ, we can observe in Fig. 5(c) that this op-
erator is not a parity-breaking observable because it can be
diagonalized in the parity basis, [I1,/.] = 0. The various

forms of non-analytic behavior observed in J. are not DPT-I
as J, cannot be used as an order parameter; rather, they are due
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FIG. 5. Further signatures of DPT-I. (a)—(e) Long-time average of relevant observables and (f) average energy of the quench as a function
of the time spent by the initial state in the intermediate Hamiltonian. The initial state is Eq. (21) with p = 1/2, ¢ = 37 /2. The cyan error bars
in (f) represent the standard deviation from the mean energy of the quenched state, o = (3_, >, lci [*[€,4(Ogn) — (£)])'/%. The relaxation
time in the final Hamiltonian is 7z, = 2000. The evolution in the intermediate Hamiltonian is 7;,, and the long-time average is taken in the final
Hamiltonian over the time interval ¢ € [0, t4,]. System size is j = 3200. For the GME, the width of the energy window around the average
energy of the initial state in the final Hamiltonian is 20;. The green dashed lines mark the ESQPT at ¢, = &, = 0.5, while the yellow dashed

lines mark the ESQPT at &, = 1 + a5, = 0.4.

to the same phenomenon that causes DPT-I, the ESQPTs. In
systems with a single classical freedom, f = 1 [see Eq. (3)],
the nonanalyticities in the level density are directly transferred
onto the expectation values of observables [9,10,91]. Thus,

the different peaks observed in (J.) are a manifestation of
the crossing of the quenched state from one spectral phase
to another.

The rest of the results of Fig. 5, for longer 7y, are explained
following the same reasoning. The only difference is that as
Tine increases, an increasing diffusion of the quantum wave
packet occurs, meaning that the quantum evolution deviates
from the classical behavior and that the nonanalytic points
become smoother. This is shown with error bars Fig. 5(f),
accounting for the energy width of the corresponding wave
function.

Finally, we have also calculated the predictions of the ex-
tended GME, Eq. (14), for the long-time averages discussed
above. For this, we calculate the local density of states,

P(e) =) > lciiI*8le — £ni(Osn)], (26)

k=+ n

as well as its average energy (e) =
Dokt 2o |c£‘f‘,{ e, 1(Ofn), and its  width, o2=
D on et P [enk(Ogn) — (€)1*. As in the standard
microcanonical ensemble, to construct Eq. (14) we assume
that the quench equally populates all states in the final
Hamiltonian within an energy window around the average
energy, [(e) — Aeg, (¢) + A¢]. The width Aeg is an arbitrary
quantity provided that |Ae/(e)| is sufficiently small but the
number of levels within the window is large enough so a
statistical analysis is justified [88]. Here, we fix Ae = 20,.
We then count the number of states within the energy
window in phases I, II, and IIT (N, Ny, Nip) to compute the
parameters in Eqs. (16) and (17), write the full extended GME
density matrix pgmg, and compare the numerical long-time

averages (@) with the GME value (@)GME =Tr [[)GME@]
[51,52]. The agreement between the numerical results and
the GME results is excellent in all cases, even for quite
large values of ty,. For illustration purposes, the extended
GME has been also represented in previous Fig. 4 (horizontal
dashed line).
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FIG. 6. The initial state is Eq. (21) with p = 1/3, ¢ = 37 /5. (a)—(c) Long-time average of the angular momentum operators (blue dots)
together with the GME predictions (red line). For the GME, the width of the energy window around the average energy of the initial state in the
final Hamiltonian is 20. The error bars in (d)—(h) (cyan) represent the standard deviation from the mean energy of the quenched state as well
as the deviation from the long-time average of the corresponding observables. Hamiltonian is 7z, = 5000. The evolution in the intermediate
Hamiltonian is 7y, and the long-time average is taken in the final Hamiltonian over the time interval ¢ € [0, 74,]. System size is j = 3200. The
green dashed lines mark the ESQPT at ., = &, = 0.5, while the yellow dashed lines mark the ESQPT at ¢, = 1 + oy = 0.4.

Now, we proceed with state S2. First, it is worth noting
that the analog of Fig. 4 makes no sense in this case, since the
initial quantum state is a superposition of different classical
phase-space regions, and therefore the resulting expectation
values cannot be reproduced by a single classical trajectory,
not even in the thermodynamic limit. Results are shown in
Fig. 6, where we have extended the span of 7, with respect
to Fig. 5. The effect of wave-packet diffusion is clearly illus-
trated in Fig. 6(d), where the error bars represent the width o .
For fast protocols with small 7, the state is very localized in
the final Hamiltonian eigenbasis. Notwithstanding, as the state

consists of a superposition of different classical phase-space
regions, both |(C})| and |(l€y)| are between 0 and 1. Further-
more, as Tj, increases, the wave function becomes more and
more delocalized. It is worth noting that for sufficiently long
Tine (for example, i, =~ 80), the wave packet is so wide that
it populates all three phases I-III simultaneously. As a conse-
quence, all of the sign operators shown in Figs. 6(e)-6(h) are
nonzero at these times, but none of them is constant. Although
the GME predictions for J. and JAy in Figs. 6(a) and 6(b)
match the numerical results at all times, the error increases
significantly for J, for longer Ty, as shown in Fig. 6(c). This
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results from the wave-packet diffusion that makes the state
very delocalized in the energy eigenbasis, and also from the
fact that the information of parity-breaking observables (fx,y)
is directly encoded in the GME through the coefficients cy,,
and k. ,; no such information appears for observables that
do not break parity (f,). Still, considering how ill-defined the
average energy becomes at long Ty, this is to be expected.

In summary, in the case of collective systems of this kind,
DPT-I order parameters are caused by the symmetry changes
induced by the ESQPTs. Parity-breaking observables, such as
J, and fy, may give rise to order parameters via its long-time
dynamics, these values being described by the (extended)
GME Egq. (14). As shown here, depending on the particu-
lar features of the classical limit, different symmetry-broken
equilibrium states are possible. These define thermodynam-
ically distinct phases in the energy spectrum, potentially
described by different order parameters.

VI. DYNAMICAL PHASE TRANSITIONS-II: CUSPS
IN RETURN PROBABILITIES

The second type of DPT, DPT-II, denotes a form of
non-analytic behavior exhibited by certain return probabil-
ities of the initial wave function with its time-evolved self
[66]. Indeed, it was proposed that the return amplitude
of a time-evolved state (normally after a quench), G(z) =
(Wo(A;)]|e ™M1\ (A;)), where A is a control parameter,
may become nonanalytic at certain critical times. This is usu-
ally identified by means of the rate function,

~ 1
ry = —Nln SP(I), (27)

which displays nonanalytical kinks in the thermodynamic
limit at the critical times. In this equation, SP(¢) = |G(¢)|>.

For systems with Z, broken-symmetry phases, such as our
model, a different measure was proposed in Ref. [65],

L) = Ly (t)+ L (1) ={Eo.+ )le O 1w (0)) 2

+ [(Eo.— O e PO 1wy (1)) P,
(28)

where |Wo(};)) is some initial state and the indices =
denote the quantum numbers of some discrete Z, symme-
try. Commonly, |Wy(};)) is taken to be a superposition of
the symmetry-broken ground state of an initial Hamiltonian
F(%;), such as Eq. (21), which is then taken out of equilibrium
by a quantum quench. When the Z, symmetry labeling the
eigenstates of the Hamiltonian is parity, [T, we call Eq. (28)
PPRP [51,52]. It gives rise to a different rate function:

ry = _Ziv In £(1). (29)

In Refs. [51,52], a link between the behavior of these
magnitudes and the presence of constants of motion like CAX, y
and I@w has been proved. This link implies (i) £(t) = SP(¢)
in any symmetry-breaking phase in which there are degen-
erate parity doublets and (ii) the main mechanism proposed
for the presence on nonanalytic kinks in ry(¢) [65] does not
work in the presence of degenerate parity doublets. Further-
more, it was numerically shown that an anomalous DPT-II
occurs in such a phase, in which the first nonanalytic time

occurs only after the first local maximum in the rate func-
tions [51,92], and the finite-size scaling of ry(¢) does not
show a clear trend. Notwithstanding, this observation comes
from quenches after which the system remains in the same
symmetry-breaking phase. Hence, taking into account that
it was shown in Ref. [54] that the ESQPT is not directly
related with the generation of anomalous dynamical phases,
it is interesting to see what happens when a quench between
different symmetry-breaking phases is performed.

We again prepare an initial state of the form Eq. (21), with
p = 1/2and ¢ = 37 /2, at an initial value of the set of control
parameters, Oi,;. We then quench the system to the inter-
mediate Hamiltonian, ©®;,; — Oj,, and let the state evolve
according to Eq. (22). At time ¢t = iy, a final quench is per-
formed, Oi, — Opy, the evolution being given by Eq. (23).
As after the first quench the system remains in the same
symmetry-breaking phase than in the initial state, our aim is to
study the possible DPT-II emerging from the second quench.
Thus, we study the PPRP and survival probability of the state
evolving in the final Hamiltonian, Eq. (23), considering that
its initial state is the state in the intermediate Hamiltonian at
the last time before it was quenched to the final Hamiltonian,
Eq. (22) with t = 7y, That is, we study the following version
of the PPRP:

L) = L7+ L™@)
= [(Wpy 1 (O] e @y (@)

+ (W, - (@) e HOO@ G (@))%, (30)

Tint»

and the following version of the survival probability:
SPI(1) = | (W, (@i le MO 1w, (@))17. (31

Here, |W;,, +(®in)) denotes the part of the time evolution of
the initial state in the intermediate Hamiltonian with a definite
value of parity, &, so the full state evolving in the interme-
diate Hamiltonian is simply |V (®in)) = |V, +(Oin)) +
W, — (®in)), see Eq. (22). This separation is always possible
because, IT being a conserved quantity, the evolution of the
positive and negative parity sectors are completely decoupled
in the Schrodinger equation.

Figure 7 shows the results of the corresponding rate func-
tions, ry(¢) and 7y (¢), Egs. (27) and (29), for j = 1600, in
Figs. 7(a)-7(c), and first derivatives of the rate function of
the PPRP for different system sizes j, dry/dr and dry/dt,
in Figs. 7(d)-7(f). The insets of Figs. 7(a)-7(c) show the
distribution of populated states for the quenched state in the
final Hamiltonian, Eq. (26), together with the corresponding
classical expectation of the average energy. Rows differ by
the value of .

Figure 7(a) shows the rate functions for i, = 0.5, with a
final population of states in phase III, ¢ > &.,. We can see
that in this symmetry-broken phase, £(t) = SP(¢), exactly
as predicted by the analytical results of Refs. [51,52]. The
derivative of the rate function of L£(¢) is shown in Fig. 7(d):
Even though the largest case, j = 1600, is the less smooth,
there is no clear tendency as a function of j; for example, the
curve of j = 800 is smoother than that of j = 400. In this
region, therefore, the behavior of the cusps in the thermody-
namic limit seems unclear. This last fact is compatible with the
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FIG. 7. Signatures of DPT-II. (a)—(c) Rate functions associated to the PPRP (full red line), £, and to the survival probability (dashed blue
line), SP, for a system size j = 1600. The initial state Eq. (21) has p = 1/2 and ¢ = 37 /2. This state evolves in the intermediate Hamiltonian
during a time (a) T, = 0.5, (b) Ty = 1.5, and (¢) 7, = 2.5 before the second quench is performed. The insets show the local density of states
P(e) for the quenched state corresponding to the return probabilities in each main panel. Green and orange vertical dashed lines mark the
ESQPT critical energies &, = 1 + a5, = 0.4 and &, = &, = 0.5, while the black vertical dashed line represents the classical energy of the
quenched state in the final Hamiltonian. (d)—(f) First derivative of the rate function of the PPRP of (a)—(c), respectively, for different system

sizes j [see legend in (d)].

results in Refs. [51,52]. But there is a remarkable difference
between those results and the ones shown in Fig. 7(a). In
this case, the first kink is observed in the first maximum
of ry(t), whereas in Refs. [51,52] and in other works deal-
ing with anomalous DPT-II [92], the first kink is always
observed in the second maximum of DPT-II. Therefore, it
is not clear whether this DPT-II can be called anomalous
or not.

When the quenched state ends in the intermediate energy
region &, < € < &, Fig. 7(b) shows that £(¢) and SP(z) are
not the same function, again as predicted by the results in
Refs. [51,52]. This is because there are no level degeneracies
in phase II. Yet, there are times when L(¢) and SP(¢) either
separate or become equal. The first time this happens, around
t ~ 5.9, is analyzed in Fig. 7(e). The first derivative of r(t)
is quite smooth for small system sizes (note, for example,
the flatness of the case with j = 100), but clearly approaches
a step function as j increases. That is, results in Fig. 7(e)
seem compatible with a jump from ~ — 0.07 to ~ — 0.11 at
t ~ 5.9 in the thermodynamic limit. These results are totally
compatible with those of Refs. [51,52].

Finally, when the quenched state ends below all ESQPTs,
€ < &, in phase I, Fig. 7(c) shows that we again have the
equality L£(¢t) = SP(z), with derivatives of a similar nature
to that in Fig. 7(d) which do not clearly approach a clear
discontinuity; in this case, the largest oscillations occur for
j =200, 400. Thus, the results from quenches between two
different symmetry-breaking phases are qualitatively similar
to the obtained from quenches between the same symmetry-
breaking phase. In particular, we also observe in Fig. 7(c) that
the first kink appears at the first maximum of ry/(z).

Figure 8 depicts the rate function associated to the PPRP,
ry(t), for several system sizes j and for intermediate times
longer than those considered in Fig. 7. The larger the system
size, the sharper ry(7) in Figs. 8(a)-8(c). However, the time
spent by the state in the intermediate Hamiltonian is equally
important. Therefore, to study how this magnitude scales with
the size of the system, it is necessary to take into account not
just the size of the system itself, but the time elapsed in the
intermediate Hamiltonian.

Figures 8(a) and 8(c) correspond to quenches between two
different symmetry-breaking phases, whereas in Fig. 8(b) the
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FIG. 8. Further signatures of DPT-II. (a)—(c) Rate functions associated to the PPRP, £ for several system sizes j [see legend in (a)].
The initial state is Eq. (21) with p = 1/2 and ¢ = 37 /2. This state evolves in the intermediate Hamiltonian during a time (a) T, = 3.5,
(b) Ty = 6.5, and (¢) Ty, = 8.5. (d)—(f) Local density of states P(¢) for the quenched states corresponding to the return probabilities in (a)—(c),
respectively. Red and blue vertical dashed lines mark the ESQPTs critical energies &, = 1 + a5, = 0.4 and &, = &4, = 0.5, while the pink

dashed-dotted line represents the classical average energy (e).

final state is in a disordered phase (II). This can be seen in
Figs. 8(d)-8(f), where the local density of states, Eq. (26), is
shown, together with the corresponding classical expectation
of the average energy. The energies of the first and second
ESQPTs, ¢, and &,,, are also indicated with vertical dashed
lines. The average energy of the wave packet is in phase I in
Figs. 8(d) and 8(f), while it falls in phase II in Fig. 8(e), &., <
(e) < &.,. For larger system sizes, the wave packet becomes
more localized as the quantum state approaches classical be-
havior, where it is fully localized. A remarkable result is that
the shape of the first peak in ry(¢) is different in the last
case, showing a kind of plateau between two kinks. This may
be due to the larger width of the wave function, which is
already overlapping the disordered phase. In any case, results
in Fig. 8 show that DPT-II, and especially the anomalous ones,
constitute a very involved phenomenon.

VII. CONCLUSIONS

The usual scenario for the study of DPTs involves
a quantum system with two different phases, typically a
symmetry-breaking phase and a disordered phase, and a
quench leading the system from one phase to the other. In

this paper, we propose a protocol to explore a more complex
situation, with three different phases: two different symmetry-
breaking ones and a disordered one. Its defining trademark is
that it uses the relaxation time between two quenches as the
only control parameter to explore the full dynamical phase
diagram.

We apply this protocol to the anharmonic Lipkin-Meshkov-
Glick model. The reason for this choice is that this model
exhibits two excited-state QPTs, which split the spectrum
into three different excited-state phases. Our first result is to
show that there is a disordered phase, in which the parity is
the only constant of motion (besides the Hamiltonian itself),
and two symmetry-breaking phases, each one characterized
by two different noncommuting constants of motion. Each of
these two symmetry-breaking phases can be identified by two
different order parameters, J, and JA‘ respectively.

Then, we derive a GME depending on all the constants
of motion, and we apply it to the study of DPTs of type I.
As main conclusions, we obtain (i) there exist three different
dynamical phases, in correspondence with the three different
excited-state phases, and (ii) the GME provides a very good
description of long-time averages, and a clear signature of the
dynamical changes.
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To deal with DPT-II, we focus on the consequences of
the second quench; the first one is devised to keep the sys-
tem within the same phase that in the initial state. We have
analyzed the appearance of nonanalytic times in return prob-
abilities and the impact that the diffusion time of the initial
state in the intermediate Hamiltonian may have on these
dynamical features. We observe that DPT-II is qualitatively
different depending on whether or not there exists a second
constant of motion after the second quench. The survival
probability and the parity-projected survival probability are
different only if the parity is the only constant of motion after
the second quench; the times at which these two magnitudes
depart from each other display finite-size precursors of a non-
analytic behavior with a clear finite-size scaling. However,
if the phase after the second quench has a second constant
of motion besides parity, either the same that the phase in
which the system is before this second quench or a different
one, both survival probabilities are equal and the origin of the
emerging nonanalytic points is not clear. A second important
observation is that this system does not display the typical
anomalous DPT-II when the quench leads the system onto a
symmetry-breaking phase. On the one hand, the scaling of the
rate functions is not clear, as usually observed in such cases.
But, on the other hand, the first observed kink occurs in the
first maximum of the rate function, and this is not typical for
anomalous but for regular DPT-II. As a final result, we show

that all of these phenomena become blurred if the relaxation
time in the intermediate stage is very long, due to the diffusion
of the wave packet, and that more involved behaviors, like the
presence of approximate plateaus between kinks in the rate
function, also appear.
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