PHYSICAL REVIEW B 108, 134305 (2023)

Editors’ Suggestion

Scrambling and operator entanglement in local non-Hermitian quantum systems

Brian Barch®,!"" Namit Anand,>**" Jeffrey Marshall ®,%* Eleanor Rieffel,” and Paolo Zanardi'
' Department of Physics and Astronomy, and Center for Quantum Information Science and Technology,
University of Southern California, Los Angeles, California 90089-0484, USA

2Quantum Artificial Intelligence Laboratory (QuAIL), NASA Ames Research Center, Moffett Field, California 94035, USA

3KBR, Inc., 601 Jefferson St., Houston, Texas 77002, USA
4USRA Research Institute for Advanced Computer Science (RIACS), Mountain View, California 94043, USA

® (Received 14 June 2023; revised 28 August 2023; accepted 21 September 2023; published 12 October 2023)

The breakdown of Lieb-Robinson bounds in local, non-Hermitian quantum systems opens up the possibility
for a rich landscape of quantum many-body phenomenology. We elucidate this by studying information scram-
bling and quantum chaos in non-Hermitian variants of paradigmatic local quantum spin-chain models. We utilize
a mixture of exact diagonalization and tensor network techniques for our numerical results and focus on three
dynamical quantities: (i) out-of-time-ordered correlators (OTOCs), (ii) operator entanglement of the dynamics,
and (iii) entanglement growth following a quench from product initial states. We show that while OTOCs fail
to capture information scrambling in a simple, local, non-Hermitian transverse-field Ising model, the closely
related operator entanglement is a robust measure of dynamical properties of interest. Moreover, we show that
the short-time growth of operator entanglement can generically detect entanglement phase transitions in these
systems while its long-time average is shown to be a reliable indicator of quantum chaos and entanglement
phases. This allows us to extend operator entanglement-based diagnostics from previous works on closed and
open quantum systems, to the new arena of monitored quantum dynamics. Finally, we remark on the efficacy of

these dynamical quantities in detecting integrability/chaos in the presence of continuous monitoring.
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I. INTRODUCTION

While simply an application of standard quantum mechan-
ics, non-Hermitian physics remains relatively understudied,
offering an exciting frontier beyond traditional quantum the-
ory investigations [1]. As an example, measurement-induced
phase transitions in a continuously monitored system, which
can be described by an effective non-Hermitian Hamiltonian
under certain assumptions, have been a topic of great interest
recently [2-9]. These phenomena have inspired the reexami-
nation of several fundamental results in quantum many-body
theory, for example, gap closing across a quantum phase
transition [10], classification of topological phases [11], bulk-
boundary correspondence [12], and many-body localization
[13,14], among others. In a similar spirit, it is worth revisiting
the interplay of non-Hermitian physics and quantum chaos,
which has a long and rich history [15-19]; the reader is redi-
rected to Refs. [20,21] for recent reviews on quantum chaos
and thermalization. In particular, we would like to focus on
local non-Hermitian Hamiltonians and their quantum chaotic
properties (as opposed to that of non-Hermitian random ma-
trix ensembles, which are highly nonlocal). Building upon the
standard random matrix theory classification of Hamiltonians
[22], non-Hermitian Hamiltonians are now described by a
more general universality class [23-25]. Moreover, complex
spacing ratios [25] were recently introduced to distinguish
the spectral statistics of integrable-vs-chaotic non-Hermitian
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systems. This allows for generalizing the famous level-
spacing statistics criteria used to distinguish (Hermitian)
integrable and chaotic Hamiltonian systems [26]. The usual
orthogonality of (nondegenerate) Hamiltonian eigenstates is
now replaced by a biorthogonality relation [27]. These dis-
tinctions in the non-Hermitian case require a reinvestigation
of conventional wisdom in quantum many-body systems, es-
pecially in the presence of open-system effects, see, e.g.,
Refs. [28,29] for some recent works.

A key nontrivial aspect of non-Hermitian Hamiltonians is
that the Lieb-Robinson (LR) bound [30-32] can, in general,
break down for these systems [10,33], leading to nonlocal
growth of operators under local Hamiltonians. LR bounds
determine a finite speed of operator growth in nonrelativistic
quantum systems (with a tensor product structure) evolv-
ing under local Hamiltonians [30]. The bounds have proven
to be fundamental in proving a number of key results in
quantum many-body theory such as the exponential decay
of correlations [31,34], the Lieb-Schultz-Mattis theorem in
higher dimensions [35,36], and generation of correlations and
topological order [32]. While there are a plethora of ways
in which LR bounds influence the landscape of many-body
phenomenology, our focus is on their interplay with quantum
chaos as traditionally quantified in Hermitian Hamiltonian
systems [26].

The primary focus of this work is on quantum lattice mod-
els, though the results easily generalize to broader settings.
Since local, non-Hermitian lattice models generically violate
the LR bound, a natural question that arises is whether these
systems can host a notion of strong quantum chaos [37]. In
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this regard, we construct two non-Hermitian extensions of
the transverse field Ising model, one with an added local
imaginary magnetic field (equivalent to weak measurement
with postselection), and one where non-Hermiticity acts via
similarity transform, and thus preserves the spectrum. The
latter model is a nontrivial quantum chaotic Hamiltonian:
a locally interacting spin chain, whose spectrum is chaotic
while its eigenstates can transition from volume law to area
law by controlling the measurement rate (see Fig. 2). As a
result, for this model, the spectral quantities always satisfy
chaotic features while eigenstate properties do not. A Her-
mitian lattice model with a chaotic spectrum and integrable
eigenstates was previously introduced by a subset of the au-
thors in a recent work [38]; however, in the current model,
the nontriviality originates from continuous monitoring rather
than by construction.

The chaoticity of these non-Hermitian TFIMs is studied
as a function of system size and degree of non-Hermiticity,
using out-of-time-ordered correlators (OTOCs) and operator
entanglement of the time-evolution operator. To the best of
our knowledge, a consistent way to define time evolution of
operators (i.e., the Heisenberg picture) is nonexistent (it is
easy to show that it has inconsistencies with the Schrodinger
picture). As a result, when studying the OTOC, we introduce
a new definition that focuses on the evolution of states in-
stead. Similarly, an alternative based on a slightly modified
Heisenberg evolution is described in the Appendix. We find
the operator entanglement to be a more robust measure of
chaoticity than OTOCs as we will detail in Sec. IV. In partic-
ular, we show that the growth with system size of the operator
entanglement long-time average (LTA) can distinguish chaotic
and integrable non-Hermitian models, and analytically derive
approximation to the LTA that captures this scaling behav-
ior. For the first of the two non-Hermitian TFIMs, we find
a nonmonotonic relationship between measurement strength
and operator entanglement LTA, which we study in terms of
the Hamiltonian’s now complex spectrum.

II. BACKGROUND
A. Out-of-time-ordered correlators

Let H = C? be a finite, d-dimensional Hilbert space
and L£(H) denote the space of linear operators on H. We
will endow H with a tensor product/lattice structure, e.g.,
H = (C?)®L with L the system size and d = 2%. For quan-
tum evolution generated by a Hamiltonian, scrambling can
be quantified by considering two, typically local, operators
V,W € L(H). Let W; = U WU, denote the time evolution
generated by the dynamical unitary, U, = e¢~#! in the Heisen-
berg picture. We consider the norm of the commutator
between the static operator V and the dynamical one, W, i.e.,
[39-42]

1
Crw () = 57 1IW,, VIl
1
=T (W, VI W, V1)
= %[nvw,n% —ReTr (W V'WV)], (D

where [W,, V] = W,V — VW, is the commutator and ||X||§ =
Tr (X7X) is the Hilbert-Schmidt operator norm. If V, W are
further assumed to be unitary, then the expression above can
be simplified to,

1 _
Crw(t) =1—SRe Te[W, VIW,V]. )
The quantity,
1 yt
Frw(t) = ZReTrW,'VIW,V]

is the so-called four-point out-of-time-ordered correlator
(OTOC) [39-42]. Note that the norm of the commutator and
the OTOC introduced here are both defined for the infinite-
temperature case, which will be our focus. Moreover, since
Cyw(t) and Fyw(¢) are related to each other via a simple
affine relation, we will interchangeably refer to them as the
OTOC.

OTOCs have been applied to study a variety of many-
body phenomena, ranging from quantum phase transitions
[43,44] to many-body localization [45-49]. Moreover, con-
nections with dynamical quantities have also been discovered
such as the Loschmidt echo [50], operator entanglement and
local entropy production [51,52], quantum coherence [53],
quasiprobabilities [49], entropic uncertainty relations [54],
and even information-theoretic hardness of learning quantum
dynamical features, see, e.g., Ref. [55].

OTOCs have, by now, also been measured in a number of
state-of-the-art experimental setups, e.g., using superconduct-
ing qubits [56,57], nuclear magnetic resonance [58—61], and
ion-trap quantum simulators [62,63], among others [64,65].

We briefly summarize the key results relating averaged
OTOCs to dynamical quantities such as operator entangle-
ment and entangling power. The bulk of these results were
obtained in Ref. [51], which was then generalized to open
quantum systems [52], finite temperature [38], and general
observable algebras for closed [66] and open systems [67].
Given a bipartite Hilbert space, Hap = Ha ® Hp = C% ®
C9, let U(H,) denote the unitary group over H,4 (similarly
for subsystem B). We will from now on focus on OTOCs of
the form, Cy, w,(t), where Vy =V ® [pand Wp = [, ® W are
local operators with support on subsystems A, B, respectively.
Note that such an OTOC vanishes at t = 0 since [V, Wz] =0
and grows over time as the support of the Heisenberg evolved
operator, (Wg), grows and starts to overlap with subsystem A.
We are now ready to define the averaged bipartite OTOC, [51],

G(1) = By, w,[Crm, (D], 3)

where Ey, [. . .] denotes Haar averaging over U(#H,4) (and sim-
ilarly for Ey,). That is, starting from the OTOC, Cy, w,(?),
we average over the local unitaries V4, Wp and therefore, the
OTOC is now only a function of the dynamical unitary U, (and
the choice of bipartition A|B). Quite surprisingly, and as first
noted in Ref. [51], this allows us to make a connection with
the operator entanglement of the time-evolution operator, U,,
which we will now introduce.
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B. Operator entanglement and its connection to OTOCs

Given a linear operator, X € L(Hs ® Hp), we can de-
fine an operator Schmidt decomposition [68—70]. Formally,
given a bipartite operator X € L(Ha ® Hp), there exist or-

thogonal bases {Uj}‘;f%=1 and {Wj}?il for L(Ha), L(Hp),

respectively, such that (U;, Uy) = Tr[UjTUk] =dsdjr and
(W;, Wy) = dpéd jr. Moreover, there exist A; > 0 such that

X =) \/aU@W,. )
j=1

The coefficients {A;}; are called the operator Schmidt coef-
ficients and 7 = min{d3, d3} is the operator Schmidt rank.
In fact, the operator entanglement of a unitary introduced in
Ref. [68] is exactly the linear entropy of the probability vec-
tor p= (A, A2, -+, A;) arising from the operator Schmidt
coefficients. A key result obtained in Ref. [68] was that the
operator entanglement of a unitary operator U can be equiva-
lently expressed as

A 1
EpU)=1- = Tr[Sua U®?SaaU®?], (5)
where Spu is the partial SWAP operator, acting on the A
subsystem and its copy A’.

The key result of Ref. [51] is that

G(1) = Ev, w,[Cv, w, ()] = EX(U)).

That is, the OTOC when averaged over local, Haar random
unitaries is exactly equal to the operator entanglement of the
dynamical unitary U,. Moreover, typicality ensures that in
higher-dimensional systems, a random instance of Cy, w,(¢)
is exponentially close to E(l)il;‘(U,); see, e.g., Proposition 3 of
Ref. [51]. As a result, intuitively, studying almost any non-
local OTOC Cy, w,(t), with V4, Wp being nonlocal operators,
is equivalent to studying the operator entanglement of U,.
As we will see, this requires reexamination when addressing
nonunitary time-evolution channels.

Before proceeding further it is worth clarifying the dis-
tinction between operator entanglement versus local operator
entanglement, both of which have been widely studied in
quantum chaotic systems. Local operator entanglement is
simply the entanglement of a Heisenberg evolved local op-
erator. As an example consider a Pauli operator on site j,
say oj. Local operator entanglement is the entanglement
of the following operator: o(t) := e'o7e~"". For quan-
tum chaotic systems this generically grows linearly in time
and has been studied for example in Refs. [71-78]. In con-
trast, our work is focused on global operator entanglement
namely, the operator entanglement of the time-evolution op-
erator, U, = e~"H" itself. This has been studied for example in
Refs. [38,51,52,66,67,79-82]. We refer the reader to Ref. [83]
for the interplay between scrambling and local operator entan-
glement, and to Ref. [51] for the interplay between (global)
operator entanglement and scrambling.

C. Quantum chaos

The ability to classify quantum systems simply from their
ergodicity (or lack thereof) has been a fundamental direction

of research in many-body physics for the last few decades
[20,21]. In this regard, the developments in quantum chaos
have been quite successful, such as in extending the clas-
sification of integrable and chaotic models, solely using
their spectral statistics, to the quantum domain. As is well-
established now, the spectral statistics of quantum chaotic
systems are described by random matrix theory, depending,
e.g., on the symmetry class for Hamiltonian systems [84,85].
On the other hand, integrable and (many-body) localized mod-
els generically feature Poisson statistics [86—88]. The success
of classifying ergodic properties using spectral quantities has
also inspired the search for other criteria, such as properties
of the eigenstate entanglement [§9-96], dynamical quantities
such as Loschmidt echo [97,98], OTOCs [83,99], etc.

In this regard, perhaps the most distinct bifurcation is
exemplified by the contrast between quantum chaotic Hamil-
tonians and Anderson (or many-body) localized models. The
former typically show thermalization of the expectation values
of local observables, have few (or nonextensive) conserved
quantities, and generally have volume-law eigenstate entan-
glement (in the thermodynamic limit) [20,21]. In contrast,
localized models generally escape thermalization, have an ex-
tensive number of (quasi)local integrals of motion, and show
area-law eigenstate entanglement with exponentially small
violations [86—88].

While this classification has been thoroughly examined
for Hermitian systems (or unitary dynamics), the generaliza-
tion to non-Hermitian systems (e.g., nonunitary dynamics)
is just beginning to be explored. Dissipative systems are no
longer classified within the previous framework, rather, it
has been suggested that integrable systems are expected to
follow Poisson level statistics while chaotic systems follow
the statistics of the Ginibre ensemble [23-25,28]. However, if
the spectrum is complex then there are further nontrivialities.
All of this has initiated a program to understand the features
of quantum chaotic systems in the presence of non-Hermitian
system effects. Some approaches include (i) the introduction
of complex spacing ratios as a generalization of the universal
spectral statistics [25], (ii) the introduction of a dissipative
form factor [28], in analogy to the well-studied and universal
spectral form factor in Hermitian systems [100-102], among
others.

At the same time, there is a novel interest in hybrid
quantum circuits, where one has unitary dynamics with mea-
surements interspersed throughout the evolution [2-8,103].
Furthermore, if one postselects on the condition that there
are no quantum jumps then the effective dynamics can be
described by a non-Hermitian Hamiltonian [1]. If the unitary
dynamics is chaotic, then, by tuning the measurement rate,
the system can transition from a volume-law entanglement to
an area-law entanglement (e.g., in the steady-state entangle-
ment of a initial product state) [2]. Such transitions have been
termed measurement-induced entanglement phase transitions.
It was found that one can detect the critical point by solely
studying the spectral properties of the effective non-Hermitian
Hamiltonian, see, e.g., Ref. [104]. Our isospectral model has
the same spectrum but the transition is only in the eigenstate
properties and hence cannot be diagnosed with standard spec-
tral measures from the theory of quantum chaos.
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D. Non-Hermitian quantum mechanics

There are myriad contexts for studying non-Hermitian
Hamiltonians, but the most common is the study of
conditional time evolutions, particularly the no-jump trajec-
tory [1,105]. Consider a state p evolving under the standard
Lindblad equation [106]

. .1
P = _Z[Hv )0] + Z (LapLa - E{LZL‘J’ p})

The first and third terms correspond to evolution within a
single quantum trajectory, while the second term L, pL] corre-
sponds to jumps between quantum trajectories, the so-called
quantum jump term. If we drop this term (i.e., postselect on
the evolution conditional on no quantum jumps), the resulting
evolution can be described as a pure state evolution under a
non-Hermitian effective Hamiltonian

i
Her = H — > Xa:L;La.

The time evolution operator can be written in terms of Heg as
U, = e~Heri? which is no longer unitary.

Note that there are two approaches to studying dynamical
properties of non-Hermitian Hamiltonians: (i) normalization
of the nonunitary evolution or (ii) the metric formalism
[1,107]. The former describes a system where the non-
Hermitian Hamiltonian represents the effective interaction of
the conditional evolution, and is physically applicable. The
latter refers to the non-Hermitian Hamiltonian being funda-
mental and focuses on constructing a new metric for the
Hilbert space, such that the non-Hermitian Hamiltonian is
Hermitian with respect to the modified inner product. We
will focus on the former here. This is, e.g., the approach in
studying measurement-induced phase transitions.

In order for U, to map states to states, we must normalize
its action on pure states |1;)

Uivo)
) = ———— (6)
U [¥0)
or trace normalize its action on mixed states p;:
UtIOOUzT

= —. 7
7 = U 0] @
This is equivalent to dividing by the normalizing factor in
the Bayes rule for conditional probability distributions, and
comes from the fact the total probability of the current condi-
tional trajectory is not constant in time [33]. For this reason
the divergence of p, when Tr[U,;poU,'] = 0 is no problem
conceptually, as the case is unphysical, i.e., occurs with prob-
ability zero.

The normalization condition breaks down in the Heisen-
berg picture of time evolution, making operator-based quan-
tities such as OTOCs and connected correlators require
redefinition to remain meaningful [33,108]. Even excluding
normalization, the time evolution of operators is nonunital,
i.e., the infinite-temperature state, p = [/d is no longer a
fixed-point. This causes, e.g., the seeming generation of non-
local operator growth from product evolutions:

U'VHX DU V)= U'XU)® (VV).

This can be understood in a dynamical form as the break-
down of LR bounds, as described in Ref. [10]. Consider a
Hamiltonian Hegr = Y & Hr + 1I'g composed of Hermitian Hg
and Tg, acting on local regions R, and operator X initially
localized on region R,. The time evolution of X (excluding
normalization) under this Hamiltonian is

X =iHX —iXHer =i Y [He.X1— Y {Tr. X},
R

RNAR,#D

While [Hg,X] =0 for RNR, = & at t = 0, the same does
not hold for {I'g, X}, which can in general cause nonlocal
growth of X. Including normalization yields a similar equa-
tion and does not in general return locality.

E. Non-Hermitian Hamiltonians

When H.¢ is nondegenerate, it may be diagonalized as

Hetr =) Milri) (L] ®)

for X; the (in general complex) eigenvalues, and |r;) and (/;|
the right and left eigenvectors, respectively. We can always
biorthonormalize the eigenvectors such that (/;|r;) = §;;, and
may additionally normalize (r;|r;) = 1, but cannot do the
same for (/;|. Given this normalization choice, we can write
the time-evolution operator in terms of the same components
as

Uy =Y e ™r) (. ©

Notice that while real A; generate periodic behavior, com-
plex X; cause exponential growth or decay in their respective
eigenspaces. When such A; exist, U; is said to be purifying,
as once normalization is included the time evolution at large ¢
will effectively project into the fastest growing (or slowest de-
caying) subspace. We refer to this as the long-time eigenspace,
and its dimension is equal to the number of eigenvalues that
share the maximal imaginary component.

Non-Hermitian Hamiltonians are said to be pseudo-
Hermitian if they satisfy the equation Hgffn = nH.g for some
(nonunique) Hermitian 7, which is dubbed the metric as it de-
fines a modified inner product under which H is Hermitian
[107,109,110]. In this case the eigenvalues of H.gi come in
complex conjugate pairs. If 5 is further taken to be positive
definite, H.g is referred to as quasi-Hermitian and has real
spectrum. While nonunitary U, no longer generates standard
norm-preserving (i.e., spherical) Hilbert space rotations, it
now generates evolutions that preserve the norm with respect
to n, which can be seen as elliptical (quasi-Hermitian) or
hyperbolic (pseudo-Hermitian) rotations.

The spectra of Hamiltonians such as in Ref. [104] can
transition from real to complex spectrum as the degree of
non-Hermiticity is increased. At the border between the
two regimes is an exceptional point, where eigenvalues and
eigenvectors coalesce. In this case (and for general nondiago-
nalizable Hs) Eq. (8) must be replaced by the Jordan normal
form. This leads to additional polynomial terms in U, and
generally unique behavior. The physical significance of the
exceptional point is unclear, since, e.g., in Refs. [111,112] it
can be related to a factorization surface, while in Ref. [108] it
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corresponds to conditioning on a trajectory which has proba-
bility zero of occurring.

III. QUANTUM SPIN-CHAIN MODELS

We wish to study the dynamical features of local, non-
Hermitian quantum spin-chain models. As a paradigmatic
quantum spin-chain model, we study the transverse-field Ising
model (TFIM)

HTFIM_JZJ, j+1+gZU +hZo, (10)

which can host an integrable, chaotic, and a localized phase.
Here a]‘?‘, o € {x,y,z} are the Pauli matrices, and g, & de-
notes the strength of the transverse field and the local field,
respectively. The TFIM Hamiltonian is integrable for either
h = 0 or g = 0 and nonintegrable when both g, / are nonzero.
We take J = 0.95 and consider as the integrable point, g =
1, h = 0 and the nonintegrable point g =1, 7 = 0.5. At the
integrable point, the TFIM can be mapped onto free fermions
via the Jordan-Wigner transformation and is highly integrable
in this sense. At the nonintegrable point, the model is quan-
tum chaotic in the sense of random matrix spectral statistics
[113,114] and volume-law entanglement of eigenstates [115].
We also consider as the classical point g = 0, & = 0.5, where
Hrpyy is diagonal in the computational basis.

We consider two non-Hermitian extensions of the TFIM.
The first, termed the measurement-induced TFIM, was con-
sidered in Refs. [104,116] where its spectral and eigenstate
properties were studied to characterize its phase transition.
The model is a TFIM with an additional imaginary field along
the y axis, described by the Hamiltonian,

L
Hy = Hrpivm + iy Zcﬂ', (1D
=1

where y denotes the strength of the imaginary field. This
model can be generated by application of Hrppy combined
with continuous weak measurement of local y spins on all
qubits, postselected to always yield measurement results of
+1. In this sense the non-Hermiticity parameter y is a form
of measurement strength. At y = g, the o~ and o” terms com-
bine into o™ making Hy upper triangular in the z basis and
highly degenerate. At separate y > g, Hy undergoes multiple
exceptional points as the spectrum becomes complex. In the
chaotic case, this generates an entanglement phase transition
from the volume-law phase to an area-law phase [104,116].

The second, closely related, model studied is termed the
isospectral TFIM and is motivated by the non-Hermitian
model in Ref. [10]. Starting with the Hermitian TFIM in
Eq. (10), perform the similarity transform

Hy = S(B)HremS(B) ™", (12)

where

= = p
S(B) = exp EZO’ =l_[exp(5crf> (13)

=1 j=1

is a case of the Dyson map [117,118]. Note that S(B) acts
nontrivially only on o* terms in Hyppv, SO one can calculate

L-1

H=17) of JH—}—gcosh(,B)Za —i—lgsmh(ﬂ)Za

Jj=1 Jj=1 Jj=1

L
= Higy + igsinh(8) Y o7
j=1
That is, it is equivalent to a measurement-induced TFIM with
a altered transverse-field ¢ = gcosh(8) and imaginary field
strength y = gsinh(f). Note that for the classical TFIM with
g = 0, Hy remains Hermitian, making this specific case unin-
teresting.

Perhaps a more interesting way to rewrite the model is as
follows: it makes apparent why the Hamiltonian never breaks
PT symmetry, but instead has a smooth measurement-induced
entanglement phase transition. This is because the model is
equivalent to

Hy = JZU ,+1+hZa —i—gZ(e Po),
(14)

where o ; (O’ + za 7). Clearly, at 8 < 1 the model is well
appr0x1mated by the Hermltlan TFIM while at 8 > 1 the
model is dominated by the o™ terms and becomes noninter-
acting, at which point the eigenstates of this model are simply
determined by the eigenstates of o .

Notice that there is a unique state stationary for the evolu-
tion under H; regardless of the choice of parameters in Hyppy.
This is analogous to the fact that the maximally mixed state,
I/d,is a stationary state (or fixed point) for unitary evolutions.
In Appendix A we show that the following mixed state is
stationary,

pss = S(B)*/Tr[S(B)*]. (15)

Moreover, it has a purity Tr[p2] = 27£[1 — tanh(8)*].

Remark on the choice of spin-chain models. The two models
considered above are both of one-dimensional (1D) systems
whose purely unitary dynamics is scrambling and they un-
dergo an entanglement phase transition in the presence of
(disentangling) measurements, and therefore fall into the same
universality class; see Ref. [3] for an excellent discussion.
Moreover, our specific choice is motivated from the following
criteria: (i) we want to focus on a local many-body chaotic
Hamiltonian (as opposed to say a nonlocal random matrix
ensemble), (ii) we want to focus on models well studied in
the literature, e.g., Refs. [104,119] study similar models, and
(iii) they can illustrate the eigenstate vs. joint eigenstate and
spectral transition that we would like to elucidate (namely
the isospectral TFIM in contrast to the measurement-induced
TFIM). With reference to these criteria, our models serve as
both illustrative and paradigmatic examples.

IV. OTOCS VS OPERATOR ENTANGLEMENT FOR
NON-HERMITIAN HAMILTONIANS

As previously mentioned, OTOCs are a well-studied tool
for diagnosing many-body behavior, such as the LR bound.
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(a) B=0

(b) B=0.25

(c)B=1 ) B=2

FIG. 1. Breakdown of the light cone spreading of OTOCs [see Eq. (18)] in the isospectral TFIM. Cy y (¢) is plotted for L = 11 spins, where
the operators are V = W = o,, V acts on the fifth qubit and W is swept across the 1D chain. As the strength of non-Hermiticity is increased
from B = 0 (Hermitian model) to 8 = 0.25, the light cone becomes fuzzy. As we keep increasing the 8, at 8 = 1 the light cone almost vanishes
and at B = 2, the OTOCs saturate immediately. This is in stark contrast to how the operator entanglement in this system behaves; which shows
a smooth transition from a volume-law phase to an area-law phase as $ increases (cf. Fig. 2).

The traditional OTOC is defined in terms of Heisenberg evo-
lution of operators, and does not immediately generalize to
non-Hermitian models. In order to generalize the OTOC, we
must either redefine the OTOC in terms of an evolution of
states, or define a modified Heisenberg evolution of oper-
ators. We take the former approach here as it is closer to
the literature of measurement-induced phase transitions and
non-Hermitian Hamiltonians. The latter approach is discussed
in Appendix B.

Defining a normalized OTOC. Given an orthonormal ba-
sis {|j) 7=1 for the Hilbert space H = C?, we can write the
traditional OTOC in Eq. (1) as

1 < ,
Cow(®) = = D [IVWINIE = Re(GIWVIWVIj)]. (16)

J=1

We generalize this to the non-Hermitian case by applying
the normalized pure state evolution in Eq. (6) to W;|j) and
W;V|j). This gives the normalized OTOC

d

Crw(t) = 1 > IVWiLi)I3 —ReM
' d W, 1)112 W) WV )

j=1
a7

The normalization breaks basis invariance of the trace,
introducing basis dependency into the OTOC. For the
calculations performed herein, the computational basis is
used. Like in the Hermitian case, if V' is unitary the first term
is simply equal to one. In this case, we have

d
N 1
Cw=1--%

j=1

Re(j|W, VIW,V|j)
NANNATIR

(18)

This normalized OTOC is useful, for example, for the
study of LR bound violations as in Fig. 1, as the normal-
ization prevents exponential growth and recovers the bound
0< C'V,W(t) < 2 as in the Hermitian case.

Though we would like to be able to take an analytic bipar-
tite Haar average as in Ref. [51], the normalization term makes
this elusive. Furthermore, as shown in Appendix C, numeric
averages of the bipartite OTOC converge to a quantity distinct

from the operator entanglement, indicating the connection no
longer holds for non-Hermitian systems.

A. Operator entanglement and measurement-induced
phase transitions

Motivated by the connection between bipartite OTOCs
and operator entanglement for unitary dynamics, we propose
studying the dynamical features of non-Hermitian evolutions
by directly studying the operator entanglement of the time-
evolution operator, which is already defined in a form that
applies to nonunitary time evolutions. For an arbitrary linear
operator X, the 2-Renyi operator entanglement is defined,
based on the form in Ref. [68] or as motivated by the Choi
state in Appendix D, as

TI'(SAA/X®2SAAfXT®2)i| (19)

Fop(X) = —log [ X1
2

where the log is base two. This reduces to the usual definition
related to Eq. (5) if X is unitary. We choose this particular
form over linear or log entropy because it is efficient in calcu-
lations while still scaling extrinsically for chaotic systems.

A rich physical scenario which is described by an ef-
fective non-Hermitian Hamiltonian is that of a quantum
system subject to continuous measurement and postselection
[104]. Broadly speaking, if the underlying unitary dynam-
ics is nonintegrable then a typical initial state, for weak
measurement strength, will grow into a volume-law phase,
while, for strong measurements, it will grow into an area-law
phase; see Refs. [2-8] for a detailed discussion. It is im-
portant to develop physically motivated quantifiers for these
measurement-induced entanglement phase transitions and, as
we will show now, the operator entanglement of the time
evolution operator itself undergoes a phase transition as the
measurement strength is varied. This section discusses the
transition broadly, while a more detailed analysis is provided
in Secs. V and VL.

We first investigate this transition numerically by plot-
ting the growth of E,,(U;) for the measurement-induced and
isospectral extensions of the chaotic, integrable, and classical
TFIMs, where U, = e~ is the generally nonunitary time-
evolution operator.
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FIG. 2. Operator entanglement as a function of time for the (a) measurement-induced and (b) isospectral non-Hermitian chaotic TFIM at
L = 12. The measurement-induced model displays three phases: the chaotic phase near the Hermitian limit, the integrable phase for y = 0.9,
and the purification phase for y = 1.2. In contrast, the isospectral models appear to undergo a smooth transition from chaotic to integrable as 8
is increased. (c) and (d) correspond to the normalized OTOC [see Eq. (18)] for the two models at size L = 8 qubits. The operators V = o, = W
are local operators at sites 1, L (ends of the 1D chain) and the OTOC saturates polynomially fast to its long-time value at large non-Hermiticity
B, v. The breakdown of LR bounds is also evident from (c), (d) since the normalized OTOC starts to grow at ¢ Z 0 for larger values of 8, y.

Plots of Ey,(U;) for the measurement-induced and
isospectral non-Hermitian extensions of the chaotic TFIM are
given in Fig. 2. In the chaotic phase Eqp(U;) quickly saturates
to its long-time average value, which is Eq,(U;) ~ L — 1.6
for the Hermitian chaotic TFIM with system size L
[38]. In each case increasing non-Hermiticity parameter
transitions the operator entanglement from quick saturation
to suppressed oscillations, typical of integrable systems.
The measurement-induced model alone further undergoes a
purification phase transition at the exceptional pointat y > 1,
where the spectrum becomes complex. In the purification
phase nontrivial behavior occurs only for small 7 < 5, as U,
suppresses all but the one-dimensional long-time eigenspace
exponentially in time.

Similar effects of non-Hermiticity, including the purifica-
tion transition, are seen for extensions of the integrable TFIM
in Fig. 3. Unlike in the chaotic case, the measurement-induced
extension has nontrivial behavior at y = 1.2, even though the
spectrum is complex. As we will see, this occurs because the
additional symmetry in the Hamiltonian induces a degenerate
long-time eigenspace after the first exceptional point, allowing
for more complex behavior. At y = 1.5 a second set of excep-
tional points has broken this symmetry, creating a nondegen-
erate long-time eigenspace and trivial long-time behavior.

Eyp(Uy) for the non-Hermitian extensions of the classical
TFIM are plotted in Fig. 4, where we see the same transition
from integrable to purification phase as before, but at lower y .
Like the chaotic and integrable models the classical model has
a degeneracy point at y = g = 0, but here it is most clear that
this is not an exceptional point. In fact, for y = 0.2 we see
aperiodic E,, growth, indicating a third, properly quantum,
phase.

Further determination of the phases comes from examining
operator entanglement saturation values, which we investigate
using system-size scaling and non-Hermiticity dependence of
the E,,(U;) LTA, which closely measures this saturation value.

B. Quantum quenches

The thermalization of closed quantum systems is a long-
standing problem that has initiated a number of analytical,
numerical, and experimental investigations [120,121]. A num-
ber of these studies have focused on the phenomena of
quantum quenches, where starting from an initial eigen-
state of a (prequench) Hamiltonian, one suddenly applies a
(postquench) Hamiltonian. The noncommutativity of the pre-
and postquench Hamiltonian ensures that the initial eigenstate
has nontrivial time evolution. The experimental accessibility
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FIG. 3. Operator entanglement as a function of time for the measurement-induced (a) and isospectral (b) non-Hermitian extensions of the
integrable TFIM for L = 12. The line corresponding to ¥ = 0.9 overlaps that of y = 1.2 and is omitted for visibility. Unlike in the chaotic
case, y = 1.2 generates highly periodic operator entanglement, owing to the persisting spectral degeneracy at this point. The isospectral model

acts similarly to the chaotic case as f§ is increased.

of quenched dynamics in various quantum simulators has
fueled their study, in particular focusing on the growth of
entanglement and correlations. While the exact dependence
of postquench entanglement growth rate is a function of the
initial state, the integrability (or lack thereof) of the Hamil-
tonian, and so on, for local Hermitian Hamiltonians with
bounded interaction strength, the entanglement growth can be
at most linear in time [122]. A proof of this relies on the LR
bound, see, e.g., Ref. [32]. The violation of this bound for
local non-Hermitian systems invites the question of whether
entanglement growth can be beyond linear for these systems,
which we answer affirmatively.

To study quantum quenches in non-Hermitian systems we
will focus on the postselected evolution, and therefore the
quantum state is pure at all times, cf. Eq. (6). The initial state
will be a Neel state on L qubits, i.e., of the form, |¥(0)) =
|0101 - - - 01). Then,

U, 1w (0))
() = ———— (20)
U [ 0)) |
2.5F =
2.0 B
~ L5b 1
= Classical
< 1.0f ] =2
—y=29
0.5—/\ ,
OOZ' { 1 A o
0 5 10 15 20 25

FIG. 4. Operator entanglement of the measurement-induced ex-
tension of the classical TFIM with =0 and L =12. As y
is increased we see two phase transitions, the first when non-
Hermiticity makes the model become quantum and causes operator
entanglement growth, and the second when the models shifts into the
purification phase. In the latter, one still sees brief operator entangle-
ment growth before the exponential decay of transient eigenspaces
dominates.

describes the effective postselected evolution. This ensures
that the state is pure at all times and therefore we can study
the entanglement entropy of non-Hermitian quenches in a
similar way to the standard approach. That is, consider a
partition of the Hilbert space, A|B and define the reduced state
pa(t) := Trp[|W(¢))(W(¢)|] and the quenched entanglement
entanglement entropy, Sgg(¢) = S[pa(¢)], where S(-) is the
von Neumann entropy of the reduced density matrix.

In particular, our quench studies are focused on interacting
non-Hermitian Hamiltonians, as opposed to the mostly non-
interacting case studied in previous works [33,116,123-125].
This in turn also means that the typical analytically tractable
techniques, e.g., mapping to free fermions via Jordan-Wigner
transformation are not directly applicable to our work [126].
To study quantum quenches numerically, we utilize the pow-
erful time-evolving block decimation technique [127] in the
ITENSOR package [128]. We focus on a maximum bond di-
mension of D = 256 for our numerics, which, in the chaotic
case and B < 1 necessarily leads to a truncation of the time-
evolving state.

To understand the thermalization of local subsystems un-
der the isospectral TFIM Eq. (14), we numerically study the
entanglement entropy following a quench from a Neel state.
We study (i) subsystems of increasing size [/ for a fixed L
and (ii) an equal bipartition for increasing L. For the former
one expects that small subsystems will thermalize while larger
ones will still retain information about the initial conditions.
The latter lets us quantify the rate of thermalization of a
small subsystem as we approach the thermodynamic limit.
For both, we focus on the integrable and chaotic limits of
the isospectral TFIM, for various values of the measurement
strength.

In Fig. 5, we note that both the integrable and chaotic
phases at small non-Hermiticity, 8 = 0.1 display a thermal-
ization of the subsystem, up to size [ = L/4. In contrast, we
notice that at 8 g 1, cf. Fig. 6 both chaotic and integrable
models seem to fail thermalization of even small subsystems,
in this case of size / = 4. In Fig. 7 we see that while the
measurement-induced model has L-dependant entanglement
saturation at small measurement rate y = (.25, the saturation
value is L-independent in the purification phase with y = 2.
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FIG. 5. Growth of entanglement entropy following a quantum quench from the Neel state for L = 128 and subsystem size [ =
{4, 8, 16, 32}. The MPS simulations are for the isospectral TFIM at 8 = 0.1 for (a) the integrable model and (b) the chaotic model. At small
measurement strength, we notice that both models seem to thermalize equally well for subsystem sizes up to L/4, with the equilibration value

of the integrable quench being lower than the chaotic regime.

V. LONG-TIME AVERAGES

In Hermitian systems, the long-time average (LTA) of the
operator entanglement can distinguish integrable and chaotic
models, e.g., via its system-size scaling, making it an inter-
esting time-invariant quantity to consider for non-Hermitian
systems [38,51].

A. Analytic approximation

The operator entanglement LTA can be taken analyti-
cally in Hermitian systems, given the so-called nonresonance
condition (NRC) [51]. The NRC requires that differences
between eigenvalues be unique, and can be thought of as a
stronger extension of nondegeneracy. In non-Hermitian sys-
tems, however, time dependence of the normalization term
in time-evolved quantities prevents exact analytic calculation,
but in certain cases the LTA can be analytically approximated
sufficiently well to study the necessary physics. Here, the
specific quantity we are interested in is the LTA of the 2-Renyi
entropy [Eq. (19)] of the time-evolution operator, Eqp(U;).

chaotic f =1

128,1 =4

integrable f =1

— chaotic f = 1.5

— integrable f = 1.5

Sgg(t) at L

— chaotic =2

integrable f =2

FIG. 6. Growth of entanglement entropy following a quantum
quench from the Neel state for L = 128 and a subsystem of size
| = 4. The MPS simulations are for the isospectral TFIM at g =
{1, 1.5, 2} for both the integrable and chaotic regimes. Interestingly,
we notice that the thermalization properties of both the chaotic
and the integrable model vanish even at moderate non-Hermiticity
strength B = 1, while both completely suppress entanglement at

Bz L

First, let us assume H is diagonalizable and consider the
form of U; given in Eq. (8). Notice that any constant imaginary
shift in A; will affect both the numerator and denominator
of Eqp(U;) equivalently, and so will cancel out in the overall
fraction. Without loss of generality we can then assume all
Im[A;] < 0 with max(Im[X;]) = 0. As the LTA is invariant
under short time behavior, we can take the limitz — oo before
averaging. All eigenspaces with Im[A;] < O are exponentially
suppressed and do not contribute in this limit, and we are left
with only terms that depend on the long-time eigenspace #, .

The approximation we must make is log(f) ~ log(f),
which comes from typicality of Haar-distributed unitaries and
is valid for chaotic systems. For nonchaotic systems it is quali-
tatively correct, and sufficiently accurate to distinguish phases
of non-Hermitian systems. As log(f/g) = log(f) — log(g),
this approximation allows the numerator and denominator to
be averaged independently within the logarithm.

Additionally, we must assume nonresonance in H; -
a weaker condition than full NRC, as it only applies to
eigenvalues with maximal imaginary component. Within
all eigenvalues have only real differences, so long-time
NRC allows an average to be taken using techniques from
Ref. [51]. The approximate LTA of E,,(U;) is then derived in
Appendix E1, and found to be

Eqop(Ur)
~—lo Tr[RaLa] + Tr[RpLp] — Tr[diag(R,)diag(Ly)]
& [Tr(y,)1? + Tr[RL] — Tr(L]
(21
where we define
(Rx)i; = (pf", Pf)
(Lx)ij = (0. o) (22)

for |i), | j) € H as the long-time right and left reduced Gram
matrices, which remain symmetric in this context, and
X _
e = Trg(Ire) (rel),

ojf = Tre (1)1 (23)
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FIG. 7. Growth of entanglement entropy following a quantum quench from the Neel state for L = {8, 16, 32,64, 128} and L/2:L/2
bipartition. The MPS simulations are for the measurement-induced TFIM in the (a) volume-law phase at y = 0.25 and (b) area-law purification

phase at y = 2.

as the reduced left and right Hamiltonian eigenstates. In the
denominator, 1, = Ziem |l;){l;] is the restriction to H; of
the Hilbert space metric 1 satisfying H'np = nH. L and R
are the equivalent unreduced Gram matrices where no partial
trace is taken. In the Hermitian limit Eq. (21) reduces the form
given in Ref. [51].

Of the models here considered, the chaotic TFIM obeys
NRC outside of its degenerate and exceptional points. The
integrable TFIM never obeys true NRC, and only obeys long-
time NRC when H; is one-dimensional, e.g., at large y. The
classical model is degenerate in the Hermitian limit, but obeys
NRC for any y > 0.

Error in this formula arises from nonorthogonality of
Hamiltonian eigenstates, which is maximal around the ex-
ceptional points where eigenstates become parallel, and from
NRC violations, which are present at both degenerate and
exceptional points. However, as shown in Appendix E2
the formula captures the correct system-size scaling and
qualitative dependence on non-Hermiticity parameter of the
entanglement LTA, as well as the correct qualitative be-
havior around the degenerate and exceptional points. Thus,
it can still be useful for detecting measurement-induced
phase transitions and scaling behavior of non-Hermitian
systems.

Chaotic
Chaotic, v = 0.9
8+ + —e- Chaotic, v = 1.3

-a Integrable

Eop(Ur)

1 = Classical
4k 1 Classical, v = .2
Chaotic, § =1

] - Chaotic, § =2

- It L flia | GUE
2 4 6 8 10 12

NRCPS

FIG. 8. Comparison of system size scaling of the E,,(U; ) LTA for
a range of models. The Gnibre ensemble is omitted, as its behavior
is identical to that of the GUE.

B. Finite-size scaling

We now investigate the usefulness of the operator entan-
glement LTA applied to physical models and random matrix
ensembles. This was previously studied for Hermitian models
in Ref. [38], where it was found that E,,(U;) ~ uL — log(a),
where © ~ 1 for the chaotic TFIM and GUE ensemble, u ~
0.5 for the integrable TFIM and NRC product state (NRCPS)
ensemble, and « is a model-dependant constant. The NRCPS
ensemble is described in Ref. [38], and is an example of the
most chaotic an integrable Hamiltonian can be.

Our numerical results are plotted in Fig. 8, where we
see three general regions of operator entanglement growth
corresponding to the volume-law chaotic models, suppressed
volume-law integrable models, and area-law integrable mod-
els. The scaling of Hermitian models here mirrors the findings
of Ref. [38]" and includes both volume-law models, and the
chaotic TFIM and GUE. The second general region of growth
corresponding to suppressed volume law integrable growth
includes the NRCPS ensemble, the classical TFIM with y =
0.2, the chaotic TFIM with y = 0.9, and the two isospectral
chaotic TFIM models, which all demonstrate mostly linear
growth in L but with reduced coefficients relative to the
volume-law models. The isospectral model with 8 = 2 fits
into this region of growth because one can see for large L
it does faintly grow, unlike the classical TFIM and chaotic
TFIM with y = 1.3. These last two models exhibit area law,
in this case constant, growth and constitute the third region.
Unlike the Hermitian case it is difficult to find a universal
linear fit as entanglement LTA scaling can be nonlinear, and
even nonmonotonic, in L.

A closeup of the scaling behavior of the classical TFIM
is plotted in Fig. 9. For intermediate y = 0.2, just before
the first exceptional point, the classical model shows greater
scaling in system size than the NRCPS average, indicating a
potential lack of integrability. However, immediately past the

"Though Ref. [38] describes log(1 — Eln) and we study E, =
log(1 — E(],i;), as mentioned earlier this is equivalent for sufficiently

chaotic systems, as numerically confirmed here.
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FIG. 9. System size scaling of E,,(U,) for the measurement-
induced classical TFIM with J = .95, g = 0, and & = 0.5, with GUE
and NRCPS averages included for comparison.

exceptional point at y = 0.25 there is a lack of monotonic
growth in L as the system enters the purification phase.

C. Dependence on non-Hermiticity parameter

We use the operator entanglement LTA to study how U;
changes as a function of non-Hermiticity parameter, with
numerical results plotted in Fig. 10. Prior to the degenerate
point, all nonclassical models have similar E,, decay coming
from increasing nonorthonormality of Hamiltonian eigenvec-
tors, which are volume-law entangled in the Hermitian limit
in the chaotic case. For the isospectral TFIMs, this is the
only behavior that occurs, and the overall effect of non-
Hermiticity is monotonic decay of operator entanglement.
On the other hand, the measurement-induced TFIM has non-
monotonic scaling in y regardless of whether the Hermitian
limit is chaotic, integrable, or classical. In each case, this oc-

Meas. Chaotic i
Meas. Integrable
— Meas. Classical
— Iso. Chaotic

— Iso. Integrable

L L n L n L L n L L n L L L n n L
0.0 0.5 1.0 1.5 2.0

yor 3

FIG. 10. E,, LTA of various models as a function of non-
Hermiticity parameter (y or ) at L = 10. Note that y and § act
differently as parameters and the two models should be compared
only qualitatively. The dip in the classical model at y = 0.2 and
other nonsmoothness in the measurement-induced models past their
exceptional points are likely due to eigenvalues becoming complex
at different values of y, causing changes in long-time eigenspace and
discontinuities in saturation value.

curs because the non-Hermiticity breaks degeneracies present
at the degenerate point (y = 1 in the chaotic and integrable
models, y = 0 in the classical model), increasing operator
entanglement immediately after this point. This growth con-
tinues until an exceptional point is reached, after which it
is in competition with exponential suppression of subspaces
from imaginary components of eigenvalues, which eventually
dominates. This leads to nonmonotonic growth and decay of
entanglement after the exceptional point.

In the integrable model alone, the degeneracy point is also
a degenerate exceptional point, after which multiple eigenval-
ues take the same imaginary component (see Fig. 12). This
creates a degenerate ‘H; and increased E,(U;) despite being
in the purification phase. At the second exceptional point this
degeneracy is broken, making H;, one-dimensional like in the
other measurement-induced models.

VI. SPECTRAL ANALYSIS

The measurement-induced phase transition in the
measurement-induced chaotic TFIM was studied in Ref. [104]
in terms of the level spacing ratio, a standard spectral measure
of chaoticity. This quantity was found to be hard to generalize
to the case of complex spectra. However, direct inspection
of Hamiltonian spectrum for simple cases is sufficient to
understand the nonmonotonicity in the measurement-induced
TFIM seen in Fig. 10. To this end, the spectra of the
measurement-induced chaotic, integrable, and classical TFIM
are plotted in Figs. 11-13, respectively.

From Fig. 11 we see that for the measurement-induced
chaotic TFIM, as y approaches the degenerate point at y =
g from the left, most eigenvalues converge towards a few
unique values, reducing the effective eigenvalue range and
thus chaoticity of the system. Past this degenerate point, the
eigenvalues split again, but begin to go through exceptional
points and pick up imaginary components, causing the pu-
rification phase. These imaginary components are seen to
be nondegenerate, leading to a one-dimensional long-time
eigenspace. The competing effects of eigenvalue splitting and
eigenspace decay lead to the nonmonotonic behavior of the
E,, average after the degeneracy point seen in Fig. 10.

In Fig. 12 we see that the degeneracy of the integrable
TFIM remains unbroken by non-Hermiticity. Additionally,
unlike the chaotic model, all exceptional points occur at one
of two distinct y values, the first of which coincides with
the degenerate point at y = g. Between the two exceptional
points the system is nominally in the purification phase, but
eigenvalues with degenerate maximal imaginary components
causes a multidimensional long-time eigenspace. This leads
to unique plateau behavior in the Eqp(Uy) for 1 <y < 1.2, as
seen in Fig. 10. This is the only model studied here which
ever has a multidimensional long-time eigenspace other than
the full Hilbert space.

Figure 13 shows the spectrum of the classical TFIM, which
appears as a special case of the chaotic TFIM with degen-
eracy point at y = g = 0, the Hermitian limit. In contrast to
the integrable model, y > 0 acts as a perturbation, breaking
degeneracies of the original Hrgpy and making the spectrum
no longer area law. This leads to the sharp initial growth of
Eq(Uy) in Fig. 10.
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FIG. 11. Spectrum of the chaotic TFIM with L = 6 as y is increased. Here the degenerate point occurs at y = 1, which is marked with
a grid line for clarity. Eigenvalues begin to go through exceptional points shortly thereafter. For large y, Hy is dominated by the y > o7’
term, which is why the eigenvalues converge towards n 4 1 distinct, linearly growing in y, imaginary components, with static real parts.
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FIG. 12. Spectrum of the integrable TFIM with L = 6 as y is increased. The degeneracy point occurs the same as in the chaotic case, but
now coincides with the first exceptional point. There is additional degeneracy in eigenvalues that exists in the Hermitian limit and remains
unbroken until the second exceptional point at y & 1.2. Unlike both the chaotic and classical models, all exceptional points occur at two
discrete values of y
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FIG. 13. Spectrum of the classical TFIM with L = 6 as y is increased. Here the degeneracy point occurs in the Hermitian limit, and the
gap between that and the first exceptional point is much larger than in the chaotic case.
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VII. CONCLUDING REMARKS

Non-Hermitian Hamiltonians provide a fundamentally
new avenue to explore well-established ideas in many-body
physics. While the constraints induced from unitarity and lo-
cality have been understood quite rigorously, hybrid quantum
circuits incorporating measurements require a revision of our
intuition, especially due to the breakdown of LR bounds.
In this paper we focused on aspects of information scram-
bling and quantum chaos of local, non-Hermitian variants
of paradigmatic spin-chain models. The breakdown of LR
bounds makes traditional OTOCs unwieldy as we exemplify
with Fig. 1. In contrast, we show that the operator entangle-
ment, which in the unitary case is closely related to OTOC:s,
is still able to distinguish the scrambling properties of these
Hamiltonians. Additionally, the long-time average of operator
entanglement is able to distinguish the chaotic, integrable, and
purification phases.

Moreover, quantum quenches allow us to understand the
thermalization properties of the local subsystems and we note
that, even at small measurement rates, the subsystems do not
seem to thermalize. Operator entanglement is closely tied to
simulability for Hermitian quantum circuits [73]. The meth-
ods studied here prove a potential way to generalize this to
hybrid quantum circuits, which may live in a separate com-
putational complexity class from standard quantum circuits.
This has potential use towards, e.g., quantum supremacy ex-
periments with non-Hermitian systems, where demonstrating
the breakdown of simulability is required [129]. As a future
direction, it would be worth exploring the classical and quan-
tum computational complexity of simulating non-Hermitian
Hamiltonians, in particular, following the imaginary time-
evolution protocol of Ref. [130].

Experimental prospects. The non-Hermitian Hamiltonians
and their scrambling properties that are discussed in this paper
can be readily explored in a variety of quantum simulators
such as those based on ultracold atoms [131], trapped ions
[132], cavity QED [133], etc. This is owing to the natural
spontaneous decay processes that occur in these systems,
see the excellent discussion in Refs. [124,134]. To simulate
the non-Hermitian evolution, e~ we simply notice that
et — S(BYU,S(B)~" where U, is the purely unitary dynam-
ics. Since we are mostly interested in Ising-type Hamiltonians,
these can be easily implemented in most current day exper-
imental platforms. Moreover, to implement the nonunitary
piece, S(8) we need to postselect on no quantum jumps under
continuous monitoring. In particular, the ability to continu-
ously monitor the cavity in 2D and 3D superconducting QPUs
[135,136] would allow for an experimental verification of
these non-Hermitian scrambling effects; although, this would
probably require having multiple transmon qubits (or qudits)
coupled to the same cavity. Similarly, photonic systems pro-
vide a natural test bed for these experiments because of their
ability to carefully tune gain and loss [137].

Furthermore, a rigorous approach to benchmarking quan-
tum computing platforms is to quantify their ability to prepare
computationally nontrivial states, for, e.g., long-range entan-
gled states. Generically, LR bounds prevent the preparation of
such states by low-depth quantum circuits. However, in recent
years, there has been a striking development in this area by

the introduction of adaptive quantum circuits, unitary circuits
interspersed with measurements, that violate the LR bound
(this is also the class of dynamics that we focus on in this
paper). Perhaps unsurprisingly, this allows for a low-depth
preparation of long-range entangled states [138]. In fact, the
approach in Ref. [138] is analogous to the ideas in fusion-
based quantum computation [139]. Moreover, the introduction
of measurements and postselection have inspired revisiting
the existing classification of phases of matter [140]. We expect
these ideas to provide further insights into benchmarking and
characterization of quantum devices, both from a technologi-
cal and foundational perspective.
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APPENDIX A: STATIONARY STATE
OF THE ISOSPECTRAL MODEL

Here we verify that the stationary state p;, in Eq. (15)
is indeed stationary under evolution under Hj and calculate
its purity. For any time evolution operator with spectral de-
composition U =}, e~ ") (I;] for A; € R, any state of the
form p =), pi|r;)(r;| is invariant in time. In the case of
the isospectral TFIM in Eq. (12), |r;) = S(B)|i), where [i)
is an eigenvector of Hyppyv. Thus, pg is one such state with
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pi = Tr[S(B)*]~" Vi. Analogous to the maximally mixed state
I/d, ps; is stationary regardless of choice of Hyppv.

Using U; = S(B)(e~"™mm)S(B)~!, one can verify that
UiS(BYU = S(B)?, s0

T 2 )
oty = _YipsUl 8B/ THIS(P)]

TelUspsU 1 TrSGBY/ RSB

is stationary in time. The purity is computed using the fact that
Tr[S(B8)**] = Trlexp(aBo?)]* = [2cosh(aB)]E, to be

([2] = ISCAI3  [2cosh2p)l* [1+tanh(ﬁ)2T
ssi T 2 .

pss (AL)

IS(BIF  [2cosh(B)IPL

(A2)

These results generalize to any quasi-Hermitian Hamilto-
nian, which can be written H = SHyS~! for some Hermitian
Hy and S. Furthermore, when restricted to the long-time
eigenspace, any non-Hermitian Hamiltonian will be quasi-
Hermitian up to an overall shift, and can be written in this
form. Thus the forms Eq. (15) is valid for all non-Hermitian
Hamiltonian evolutions in the long-time limit.

APPENDIX B: ALTERNATIVE DEFINITION FOR A
NORMALIZED OTOC

1. Definition of the OTOC

An alternative method of generalizing the OTOC to non-
Hermitian systems relies on extending the notion of Heisen-
berg evolution. Motivated by the Heisenberg-Schrodinger
correspondence of for unconditional (in general open-system)
trajectories Tr(A;p) = Tr(Ap;), we propose defining a time
evolved operator A, with respect to a state p in terms of a
CP time evolution superoperator & as

AGY

- Trl& ()]
where in the case that time evolution is generated by a non-
Hermitian Hamiltonian, & (-) = U, - U, and S,T(-) =U'- U.
Plugging this into the traditional OTOC [Eq. (1)] for some yet
arbitrary p yields

(B1)

t

N 1 .
Cowl(t, p) = g[uthn% — ReTr(W,'V'W,V)]

= m[n\/&*(mn%

—ReTr(ETWHVIE W)V, (B2)

State dependence of the Heisenberg evolution arises from
the nature of non-Hermitian evolutions as describing condi-
tional evolutions, which are conditional on the system state
p. In the case where & is generated by a non-Hermitian
Hamiltonian and p = [/d is the maximally mixed state, the
denominator simplifies to

d-Te(UpU' Y = d U113

The numerator of Eq. (B2) is the same as the unconditional
open-system OTOC used in [51,52]. Using similar techniques
to those in the literature, we find the Haar averaged bipartite

normalized OTOC to be
. dgTr(Tra(E,())?) — Tr(San E* (Suw
Gt p) = BTr(Tra (& (1))?) — Tr(Saa&E*(San))

d* - Tr(&(p))?
_ dgTe(Troa(UU ) — Tr(U®*Saa U S )
- d? - Tr(U, pU,")?

(B3)

Then in the case where £ is generated by a non-Hermitian
Hamiltonian and we take p to be the maximally mixed state,
we have

G 1) — dsTe(Tea U U ) Te(U**San U San )
’ AT AT

= Eg(Uy) — Es(U,U)), (B4)

where

Tr(Tra(U,UH)?)

EaUUD =1 =ds=— s
th2

(B5)

can be interpreted as a form of linear entanglement entropy
on the B subsystem, and reduces to 0 in the case U, is unitary.
E(l)ilf(U,) is the linear operator entanglement of U, across the
bipartition, as defined in Ref. [68], and reduces to the usual
definition if U, is unitary.

2. Long-time average

The long-time average (LTA) of the bipartite Haar-
averaged OTOC Eq. (B4) can also be taken via similar
techniques to that of the 2-Renyi operator entanglement in
Appendix E1. For this we use the approximation (f/g) &~ /g,
which is a weaker restriction than the one used in Eq. (21), and
average Eg)g‘ and Ejp individually.

E(l)il;‘(U,) can be averaged identically to E,,(U;) without the
log, giving

| _ TrlRaLs] + TrlRyLy] — Trldiag(Ra)diag(La)]
[Tr(n,)]? + Tr[RL] — Tr[L] '

~

(B6)

The Ep term [Eq. (B5)] has the same denominator as E(l)gl
while the numerator may be expanded

Te(Tra(U,U] ) = Y e Githi—me
ijik,l

X Tr[Tra(lrie) (el i) (riDTra(lre) (G |15) (r; D1
(B7)

This term’s LTA can be taken similarly to as in Eq. (E3),
yielding

Tr(Tea(U,U)?) = (@) + (b) — (¢) (B8)
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for

(a) = Z Tr[Tra(|r:) (r:]) Tra(lr;) (e DI L)

i,jEHL

= Y Tr[pfp¥] Trlo:] Trlo;]
i.jEHL

= D Rp)yLap)y

i,jeHL

= Tr[RpL4p], (B9)

where (Lap)i; = Tr[o;] Tr[o;] = (n,)ii(n,);; is the completely
reduced long-time left Gram matrix. For the second term we
find,

(b) Z Tr[Tra(lr) (r; D) Tra(r;) (ri DY) (L)

i,jeHL

Z Tr[Spp |rir;){r;ril] Trlo;o;]
i,jEH[_

> (rirlSanlrir)Lij

i,j€HL

Z (Ra)ijLi;

i,jeHL

= Tr[R4L],

(B10)

where the second line comes from Tr[Try(X)Tra(Y)] =
Tr[S Tra(X) ® Tra(Y)] = Tr[Spp (X ® Y)], the third from
Saa = SSpp, and the fourth line from Eq. (E7). The final
term is a special case of the second with i = j, yielding

(€)=Y (Ra)iLi = Tr{diag(Ra)diag(L)].
iEHL

Note that diag(Rs) = diag(Rg) and diag(L) = diag(Lap).
This gives us the final form

(B11)

EpU,U]")
Tr[RgLag] + Tr[R4L] — Tr[diag(R,)diag(L)]

N1 —dg [Tr(n,)]2 + Tr[RL] — Tr[L]

(B12)

APPENDIX C: CONVERGENCE OF THE OTOC

In the Hermitian case, the OTOC in Eq. (18) averaged
over sets of Haar-random unitaries V4, Wy converges to linear
entanglement entropy of U, given by

‘ 1
EM =1 Tr[Sar UZ*San U ®?).

0 — A (ChH
P 1U: 113

As shown in Fig. 14, this no longer holds for non-Hermitian
systems, for which the OTOC saturates more quickly even as
operator entanglement drops.

APPENDIX D: OPERATOR ENTANGLEMENT
FROM THE CHOI STATE

We show here that the form of operator entanglement used
in Eq. (19) is motivated directly by normalization of the Choi

0.8-

0.6- 4 E:)\n @,

0.4

0.2

0.0

FIG. 14. Plots of the linear entanglement entropy [Eq. (C1)] vs
the Haar-averaged OTOC [Eq. (18)] for the isospectral chaotic TFIM
at L = 10. As expected, the operator entanglement and averaged
OTOC are identical at 8 = 0, the Hermitian case, but differat g = 1.
The OTOC is averaged over 100 pairs of unitaries V,, Wp drawn
from the Haar distribution over their respective subsystem, at which
point it has converged to low error. The isospectral model is used to
demonstrate that the failure of the OTOC to converge to Eg‘; is due
to the effect on eigenstates of U, rather than on the spectrum.

state. For CP channel £ the associated Choi state is

1 d
CE = Y (€ @Dii)(jjl), (DD

i,j=1

which can be interpreted as a normalized state either if £
is trace preserving or if we explicitly divide by the trace
Tr[C(E)] = Tr[E(D)].

The operator entanglement E,,(£) across a bipartition can
be defined as the entanglement entropy (across the same bi-
partition) of the Choi state [142]. For, e.g., the linear entropy
across an A|B bipartition, that is,

ingon 1 TTra[CE)P]
E (&) =1 “HCER (D2)
T[S EB2(San)]
T EMPE (D3)

where the numerator comes from the Choi-Jamiotkowski iso-
morphism. For the pertinent case £(-) = U - U, this becomes
the standard form
Tr[Sas U®%S44 U 2]
[

Eg© =1 (D4)
APPENDIX E: ANALYTIC FORM OF E,,(U,)
1. Derivation of the analytical formula

We wish to prove Eq. (21), that is, to find an analytic
approximation to the long-time average of the equation

Tr (Saa UB*Spn U, >
( AA’ Uy 4AA t ) ) (El)
U5

Eop(Ut) = _10g|:

The approximation log(f) =~ log(f) allows the time av-
erage to be applied to the numerator and denominator
of Eq. (El) separately and within the logarithm, using
log(f/g) = log(f) —log(g). Using the spectral decomposi-
tion U = Y, e " |r;)(l;], the numerator within the logarithm
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» | o Analytic o Analytic

FIG. 15. Comparison of numerically and analytically calculated
values of the operator entanglement LTA as a function of system size
L for arange of models. The numeric values are the same as in Fig. 8,
but the integrable and Hermitian classical models are omitted for
visibility as they do not satisfy NRC. The analytic approximation
has visible error for the classical y = 0.2 and chaotic § = 1 models,
but in this case still captures the correct scaling behavior.

may be expanded as
Tr [SAA’UZT®ZSAA/UI®2] = Z eit()‘?+)‘;f_)\k_)bl)
ijk,l

X Tr(Saallilj)(rirj|Saalrer) ().
(E2)

As discussed in the main text, we can assume without loss
of generality that max{Im[A;]} = 0, and when taking the LTA
drop all terms in the sum with Im[};] < 0, as in the limit r —
oo they will be zero, leaving only terms in . The numerator
LTA is then

Tr [Saa U ®*San U]

= Y ORI San ) Ui San i)
i,j,k,JeH

D b+ 8ubu — Sijr)(rirj|Sanlrir)
i,j,k,JleH
X ALeli|Saarllil;)
(@) + (b) — (), (E3)

——— Meas. Chaotic
Meas. Integrable
Meas. Classical

Iso. Chaotic

Iso. Integrable
----- Meas. Ch. Analytic
1 ee--- Meas. In. Analytic

Meas. Cl. Analytic

----- Iso. Ch. Analytic

e Iso. In. Analytic

FIG. 16. Comparison of numerically and analytically calculated
operator entanglement LTA as a function of non-Hermiticity pa-
rameter for a range of models. Numerical values are the same as
in Fig. 10. Note large deviations come from the integrable TFIM
and near-Hermitian classical TFIM, which violate NRC (or in the
classical TFIM with 0 < y < .2, nearly violate) but are included for
completeness.

where in the third line we leverage use of the NRC to take the
time average, as in Ref. [51], and § are Kronecker deltas. The
three terms are

(a) = Z (rirj|Saarlrir ;) il |Saar |1l ) (E4)

i,jeHL

(b)= > (rirjlSeplrirj)(il;|Sep |ll;)  (ES)
i,jeHL

(€)= Y (ririlSanlriri) (lili| Sax |1l (E6)
i€H,

Note that the final term is simply the product of the purities
of the left/right eigenvectors, and is symmetric under the swap
A < B. Each term can be written in terms of modified Gram
matrices using the definitions in Eq. (22) and Eq. (23) and
techniques from Ref. [51]:

(Lilj1Saar|lil;) = Tr[Trg(|1) (LD Trp(11;) (1;1)]
= (o, G}A)A
= (La)ij (E7)

and similarly under the swap {|I), 0*, Ly} < {|r), p*, R4},
and the swap A <> B. This gives, for example,

(@)=Y (Ra)ij(La)ij = TrIRaL4].
ijEHL

Using NRC, the time average of the denominator is then

U113 = Tr [U®*U2?]
= Z et r =M= (pyr e ) (g | 1)
i,j,kJleHL
=(d)+ (e) — (f). (E8)

Here,

)= (rlr)(rlrp) (Gl L1

i,jEHL
2
= ( > <li|li>>
iGHL
= [Tr(n,)]%, (E9)

where we use the normalization (r;|r;) = 1 Vi. Similarly,

(€= Y lrlr) PG

i,jeHr

= Y TrlpipITrloio;]
i,jEHL
i,jeHL

where p, o, L, and R are the unreduced long-time eigenstates
and Gram matrices. Note L;; = [(n,);; |?. Finally,

()= Y WP =) Li =TrL], (E11)
i€H, i€eHy
where we have again dropped ||r;|| = 1. Notice that all three

terms manifest the non-Hermiticity of the Hamiltonian in the
eigenvector nonorthonormality.
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2. Verifying accuracy of analytic form

By comparison of numerically and analytically calcu-
lated operator entanglement averages in Fig. 15, we see
that for the NRC-satisfying models and non-Hermiticity pa-
rameters considered it is highly accurate in most cases,
and sufficiently accurate to capture the correct scaling be-
havior in the rest. From the comparison in Fig. 16, we

see that the analytic approximation is primarily inaccurate
in the cases where NRC is not satisfied: for the classi-
cal and chaotic models at their degenerate points (y =1
and y = 0, respectively) and for the integrable models in
general. However, away from points where NRC is not sat-
isfied, the analytic approximation does capture all interesting
behavior.
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