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We study a classical model of fully packed loops on the square lattice, which interact through attractive
loop segment interactions between opposite sides of plaquettes. This study is motivated by effective models of
interacting quantum matter arising in frustrated magnets or Rydberg atom arrays, for which loop degrees of
freedom appear at low energy. Through the combination of Monte Carlo simulations and of an effective height
field theory, we find that the critical point known to occur at infinite temperature gives rise to a high-temperature
critical phase with floating exponents. At lower temperature, the system transitions via a Kosterlitz-Thouless
phase transition to a nematic phase where lattice rotation symmetry is broken. We discuss consequences for the
phase diagram of the quantum loop model on the same lattice.

DOLI: 10.1103/PhysRevB.108.125112

I. INTRODUCTION

An important notion in the renormalization group theory is
the emergence of effective degrees of freedom at low energies.
These new degrees of freedom can have local structures which
take the form of a conmstraint. For instance, for degrees of
freedom that live on the bonds of a lattice, a gaugelike con-
dition can emerge which requires that every site of the lattice
is touched by a fixed number of occupied bonds. Related
statistical mechanical models such as dimer or loop models
arise as effective theories in many physical situations, such
as in frustrated magnetic systems [1,2] as, e.g., in spin ice
[3], Rydberg atom arrays [4-7], models of high-T. super-
conductors [8], adsorption physics [9], quantum Hall effects
[10,11], topological order [12], deconfined quantum critical
points [13-22], etc. Loop models also have a long history
in statistical physics [13,23-26], in relation to Potts models
[27], Temperley-Lieb algebras [28], polymers and O(N) mod-
els [29,30], Schramm-Loewner evolution [31], or percolation.
These models often assign fixed fugacity for loops [23,24],
but there are few results when the loop segments interact
[32], even though loop interactions naturally arise in effective
models of quantum condensed matter [8,33].

In this work, we study a two-dimensional (2D) classical
statistical mechanical model of fully packed loops which at-
tract locally. With the help of a directed-loop Monte Carlo
algorithm [34-39] and a Coulomb gas [24] approach for-
mulated in terms of a height-field description of the loop
constraint [40,41], we obtain evidence for the existence
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of a finite-temperature Kosterlitz-Thouless (KT) transition
separating a high-temperature critical phase from a low-
temperature nematic phase. Our results have similarities with
those obtained for the classical dimer model with attractive
interactions [35,42,43], albeit with specific differences that we
highlight.

Aside from their interest in two-dimensional statistical
mechanics in extending previous works on loop models
[23-26,30,44], our results are also relevant for quantum-
constrained models. First, the ground-state wave function at
a Rokhsar-Kivelson point [8] (or its generalizations [45,46])
in the phase diagram of quantum loop models (QLM) maps to
the partition function of a classical loop model. It is possible
to construct extended quantum loop models (following the
prescription in Ref. [45], see an example in Ref. [47] for a
dimer model) whose ground-phase diagram is entirely given
by the finite-temperature phase diagram of a classical (inter-
acting) loop model, as the one we describe in this work. The
second connection is made by realizing that the phase diagram
of the classical model and the methods we use in its inference
can serve to guide us in mapping out the finite-temperature
phase diagram [48] and transitions of the quantum loop model
[48-54] (see, e.g., the finite-temperature phase diagram of the
quantum dimer model [55]). Such quantum-constrained mod-
els host arich set of phases [7,48-54,56—61] and have recently
been shown to be relevant in the context of Rydberg atom
arrays [4,5,7,62—66], where the Rydberg blockade effectively
implements the loop or dimer constraint.

The rest of the paper is organized as follows: In Sec. II,
we introduce the classical loop model. Section III introduces
the different physical observables computed in this work. Sec-
tion IV provides a field theoretical perspective to the model
and phase diagram in the form of a Coulomb gas analysis.
The Monte Carlo simulation results and their analysis are

©2023 American Physical Society
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FIG. 1. (a) The allowed vertex types for the six-vertex model.
(b) Correspondence between a six-vertex configuration and the fully
packed loop configuration on the square lattice. The solid and open
circles represent sites of the A and B sublattices, respectively. Placing
dimers on all incoming arrows of the vertices on the A sublattice
produces a fully packed loop configuration.

given in Sec. V, in which Sec. V A presents winding number
fluctuations and Sec. V B an analysis of the low-temperature
order parameter and its susceptibility. In Sec. V C, we discuss
the behavior of various correlation functions in the high-
temperature phase. These results are analyzed in light of the
Coulomb gas predictions of Sec. IV. We present our conclu-
sions and some perspectives in Sec. VI. Appendix A describes
the Monte Carlo directed loop algorithm used in our numerical
study and Appendix B contains further results on correlation
functions.

II. MODEL AND METHODS

Configurations. Configurations of the fully packed loop
model on a square lattice require two loop segments (or
“dimers”) to touch each site of a square lattice, and are in
one-to-one correspondence with configurations of the six-
vertex model [67-72]. The ice-rule constraint of the six-vertex
model associates an arrow on each bond and only allows
vertices which have two arrows pointing inwards and two
outwards from the lattice site. Under this constraint, there
are six possible vertex configurations on the square lattice as
shown in Fig. 1(a). The mapping from the six-vertex model to
the loop model on the square lattice is illustrated in Fig. 1(b).
If we place dimers on two incoming arrows on all sites of a
sublattice of the square lattice, dimers will collectively form
fully packed loops as every site is touched by exactly two
dimers (“loop segments”).

Energetics. Loop or vertex models often associate a fu-
gacity with each closed loop or to each type of vertex,
respectively, to define the corresponding partition function
[23]. The model that we study here associates an interac-
tion energy term between proximate parallel loop segments,
similar to the classical interacting dimer models [35,42]. We
consider the following partition function and energy for an
interacting fully packed loop model on the square lattice:

Z:Ze_ﬂEc
E.=VIN(ID+N2)),

ey

where the summation in the partition function Z is over all
fully packed loop configurations on the square lattice and
B = 1/T is the inverse temperature. We assign an energy E,

to each covering in which (NV( I:I )+ N( I:I ) counts the

number of plaquettes with parallel loop segments. Note that
there is no energy assigned to a plaquette that has more than
two loop segments. Here we set V = —1, which corresponds
to attractive interactions between loop segments. We assume
periodic boundary conditions for square lattices of linear size
L with N = L? total number of sites. The model (1) is the
limiting case of the quantum loop model on the square lattice
[49] obtained when kinetic terms vanish in the QLM. To the
best of our knowledge, this fully packed loop model with
aligning interactions has never been studied earlier.

Limiting cases. The model admits two simple limits. At
infinite temperature, it is equivalent to the six-vertex model at
the ice point with equal fugacities for all vertices in Fig. 1(a)
which is critical with power-law correlators (see the precise
description below). At T = 0, there are two configurations
which minimize the energy (Ey = —L?). These are nematic
configurations with L horizontal or vertical loops that wrap
around the boundary. The /2 lattice rotation symmetry is
broken at 7 =0, and since this model admits only dis-
crete energies (the first excited states have energies E| =
—L% +4) we expect a finite-temperature transition into a
low-temperature nematic phase. As will be shown below, this
transition is of Kosterlitz-Thouless (KT) type.

While the two limiting phases (critical and nematic) are
easily identified, one cannot exclude other intervening phases.
We will explore the finite-temperature phase diagram of the
model using directed-loop Monte Carlo simulation [34-39],
which allows for efficient nonlocal moves. The precise imple-
mentation we use is presented in Appendix A. The simulations
are supplemented by a field-theoretical analysis in terms of a
Coulomb gas description of the system (Sec. IV).

III. PHYSICAL OBSERVABLES

In this section, we describe the observables measured dur-
ing the Monte Carlo simulations to characterize the phases
and the transitions.

Winding number fluctuations. Fully packed loop configura-
tions on the square lattice can be associated with two integer
winding numbers W, and W,. To compute W, (W), draw
a horizontal (vertical) line that cuts across L lattice bonds
oriented in the y (x) direction. For a given configuration, we
denote by N, and N, the number of loop segments on the odd
and even bonds that cross this line. The winding numbers are
defined as N, — N,. Each winding number W, and W, vary
between —L and L, and there is at least one fully packed loop
configuration for any pair (W, W,) in this range. Note that the
loop constraint ensures that the winding numbers calculated
using different parallel lines are the same.

On account of translation symmetry, the equilibrium aver-
age values of W,, W, vanish, but not their fluctuations

(W?) = 3(W +W}), @

which have useful physical content and can easily be mea-
sured in Monte Carlo simulations [35,42,55,73,74].

125112-2



CLASSICAL FULLY PACKED LOOP MODEL WITH ...

PHYSICAL REVIEW B 108, 125112 (2023)

Low-temperature order parameter. We can identify the
low-temperature phase through the rotational symmetry
breaking, nematic order parameter [35,43,53,54,75]

1
D=—|N—N_|, 3
N|I I 3)

with My =) . m(r) and N_ =) n_(r), where n_(r) de-
notes a horizontal loop segment at the site r. It is 1 if a loop
segment occupies the edge betweenr and r 4 (1, 0) and is O if
the edge is empty. nj(r) denotes a vertical loop segment at site
at lattice site r, and is 1 if a loop segment occupies the edge
between r and (r + (0, 1)). The order parameter D is 1 in the
two nematic ground states, and vanishes ((D) = 0) at infinite
temperature.
We also compute the associated susceptibility [35,43,75]:

xp = N((D*) — (D)?) )

and monitor its temperature dependence. As shown below,
the divergence of yp allows us to determine the transition
temperature and the form of the divergence can be further used
to infer the nature of the transition [76-79].

Loop-segment (dimer) correlators. We consider the con-
nected correlation function [35,41,80-82] between loop
segments separated by a vector r = (x,y): C,p(r)=
(e (0)ng(r)) — }T, where o, f can be —, 1. The expectation
value (ny)(ng) = }1 has been subtracted to get the connected
correlator. In the Monte Carlo simulations, we average over
all possible initial positions 0 of the first loop segment, as
well as all equivalent pairs «, 8. For simplicity, we will fo-
cus on the lattice direction r = (x = r, 0) and consider three
types of loop-segment correlations, longitudinal, transverse,
and crossed, respectively, defined as

CE(r) = (n_(0)n_(r, 0)) — 1/4, ®)
CT(r) = (m(O)ny(r, 0)) — 1/4, (©6)
CE(r) = (n_(O)ny(r, 0)) — 1/4. (7

We will also consider correlators associated to the nematic
order parameter

(DoDy) = ([m(0) — n_(0)][m(r) — n_(r)])

=Ct(r)+CT(r) — 2CC(r) ®

where in the last line we again focus on the directionr = (x =
r, 0).

Monomer correlators. We also measure the monomer-
monomer correlator [83,84], which requires going beyond
the definition of the fully packed loop configurations space
by allowing two test monomers, sites touched by only one
dimer, while the rest of the sites are all touched by two
loop segments. No monomer is included in the fully packed
loop model, and the Monte Carlo configurations generated by
the directed loop algorithm, once a directed loop is finished,
do not contain monomers. However, during the intermediate
steps of the Monte Carlo process, the directed loop algorithm
precisely samples the extended phase space with monomers,
allowing to sample the monomer correlator defined below
(see Refs. [35,36,42] and Appendix A for details). We define

monomer correlation function
M(r) = (m(0)m(r)), )

where the presence of a monomer at site r is denoted by
m(r) = 1 and m(r) = 0 otherwise. The monomer correlation
function M (r) is estimated as the fraction of such Monte Carlo
samples of configurations with two monomers separated by r
[36,43,84].

IV. THEORETICAL FRAMEWORK

Before analyzing the results of the numerical simulations,
we first describe the finite-temperature phase diagram of
the model using a field-theoretical analysis. Following its
success in two-dimensional models of statistical mechanics
[35,40,41,43,85-92], we use a Coulomb gas description [24],
formulated in terms of a height field A(p). This field lives
on plaquettes p of the lattice, and is defined (up to an irrel-
evant constant) in the following way: when turning clockwise
around A-sublattice sites of the square lattice, the height in-
creases (decreases) by % (.e.,h— h+ %) if one crosses a
loop segment (an empty edge). At the microscopic level, it
can be shown that the value of the height field inside a small
patch can be changed by 1 without changing the local loop
segment configuration, simply by a change of configuration
at far away points (similar argument as for the dimer model
[35]). To see this, consider a region encircled by a pair of loops

separated by a plaquette (:I:I:I:II) Local changes
to these loops that convert them into a single zigzag loop

(e IIIII ) surrounding the region changes the heights
by 1 (holding heights on the exterior fixed) everywhere inside
the region and irrespective of the distance from these loops.

This indicates that the physical action should be invariant
under height shifts 7 — & &+ 1. Promoting the height field to
the continuum A(r), we expect the effective action to be:

S = /d2r{g(T)7r[Vh(r)]2 + v cos[4mh(r)]}. (10)

Such a free compact boson model can be used to describe
several two-dimensional statistical physics models, including
the Tomonaga-Luttinger liquid (through bosonization, see,
e.g., [93]) and the XXZ spin chain (see, e.g., [94]). We briefly
justify this action below, and discuss its validity alongside the
numerical results in Sec. V.

This action is of the sine-Gordon type [95,96]. Here g(T') is
the Coulomb gas coupling constant, which depends on micro-
scopic details and on temperature 7'. At infinite temperature,
we have g(T = o0) = % from exact results for the six-vertex
model at the ice point.! This action displays the compe-
tition between the first term (g(7)m[VA(r)]?) which alone
describes the critical phase (rough in the height language) to
be encountered at high temperature, and the v cos(4mh(r))
“vertex” term whose minima correspond to the two nematic
configurations for which the average height is constant (flat

'The ice point corresponds to the XXZ spin chain at A = 1 in
notations where A > 0 corresponds to ferromagnetic interactions.
The value of g is given by A = cos(wg) [see, e.g., Refs. [94,103]].
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configurations) and takes values 7 = j:}—‘. v can also depend
on temperature but its exact dependency is not relevant as long
as it remains positive such that the two nematic configurations
are always favored.

In the Coulomb gas language and given the periodicity of
the height 7 — h + 1 in the microscopic configurations, the
latter vertex term can be identified with an electric charge
e = 2 operator. This term is irrelevant at infinite temperature
where g = % but becomes relevant when g > g. = 1 (a gen-
eral electric charge e operator reads as exp(i2emh), and has
scaling dimension e?/(2g), and thus becomes relevant when
g > €?/4). As interactions favor the flat nematic phases, we
expect g to increase [from its g(T = oc0) = % value] as the
temperature is lowered.

The Coulomb gas analysis predicts a Kosterlitz-Thouless
phase transition [95-98] from a high-temperature critical
phase to the low-temperature nematic phase, and furthermore
provides predictions for several observables. First, the wind-
ing fluctuations can be related to the Coulomb gas constant
[35]:

(WZ) — Z nZe—grmz/ Z e—grrnz’ (11)

neZ nez

as used in Fig. 2 below. This allows in particular to extract
the Kosterlitz-Thouless transition temperature Tkt at the pre-
dicted critical Coulomb gas constant g, = 1.

Next, the leading terms for the dimer and loop segment
occupation operator in the continuum have been identified in
Ref. [41] as

1 x+y+1 X ;
nalr = Gyl = 7 4+ (=) V,h = S{expl2imh(r)]

— exp[—2irh(r)]}, (12)

nlr = (x,y)] = % + (=YY b+ ;—(i{eXpDiﬂh(r)l
— exp[—2imzh(r)]}. (13)

The loop-segment occupation is thus composed of a gradient
part and a vertex part. The vertex part of the loop-segment
operator can be expressed in harmonics of 2rh (ash = h + 1)
and microscopic 7 /2 rotations of the model give 1 — —h and
h— h+ % It can be identified with an electric charge e = 1
in the Coulomb gas.

Note that the overall sign in front of the gradient depends
on the convention for the height (odd or even sublattice). The
constant X cannot be fixed easily and we need an external
exact solution (see below); in fact, we expect it to be renor-
malized, that is to change with temperature. This gives the
following predictions for the leading terms of the correlators
defined in Egs. (5)—(7):

CHr = (x, )] = (i (0)n_(r)) — 1/4

. X2
=(=) “A(xz 122 + o2 L yD)s’ (14)
CTr = (x, 1] = (mO)my(r)) — 1/4
=
= O e

== (W?).=0.07958
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FIG. 2. (a) MC results for winding number fluctuations as a func-
tion of T. The gray dashed line shows the critical winding number
fluctuations (W?2). = 0.079 58, which is obtained from Eq. (11) with
g. =1 at the transition point. Inset is a zoom-in for the 1.33 <
T < 1.41 region. (b) Finite-size scaling for the estimated transition
temperature as a function of system size. The finite-size Txr(L)
data points are obtained from (a). The black curve shows the fit
to Eq. (18). The extrapolation to the thermodynamic limit gives
Tyt = 1.425(1). The inset shows (W?) as a function of g according
to the relation in Eq. (11).

CClr = (x, )] = (n_(O)y(r)) — 1/4
2xy B

= (—)"MA - .
) (24322 24y

(16)

The coefficient A = # is fixed by the operator product ex-
pansion (12) and the two-point correlation function (h(x)h(y))
known exactly for free compact boson conformal field theory
[99]. We also have B = X?> /2, however, its dependence on g is
not universal. At T = oo, exact expressions for the XXZ spin
chain [94] give B ~ 0.017 95 (see Table 1 in Ref. [94]) (see
also Ref. [82]).

Finally, we note that on the lattice, a monomer creates a
dislocation of 1 in the height field. The prediction of the
monomer correlator decaying as

M(r) oc r8 (17)

follows [35,43] from the identification of the monomer op-
erator with the m = £1 magnetic charge operator (the sign
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depends on the sublattice) with a scaling dimension gm?/2.
This interpretation parallels the one for the interacting
classical dimer model [35,42,43] with the following three
minor (albeit important for numerics) distinctions: (i) The
ilnﬁnite—temperature value of the Coulomb gas constant g =

3 renders the vertex contribution (scaling as r=3) sublead-

ing with respect to the dipolar contribution (scaling as r~2),
which explains why it is often not reported in the polariza-
tion fluctuations for the six-vertex model [80]. For the dimer
problem, we have g(T = 00) = % and both terms contribute
equally to the r~2 decay of the dimer correlators [82]. (ii)
The critical value of the Coulomb gas constant at the criti-
cal point is g, = 1 (instead of g, = 4 for the dimer model),
consistent with the lower degeneracy of the ground states (2
nematic ground states instead of 4 columnar ground states
for the dimer model) and resulting in a larger value of the
anomalous dimension of the low-temperature order parameter
np = 1/g. =1 for the loop model (see below) instead of
np=1/g. = % for the dimer model at their respective KT
transitions [42]. (iii) Lastly, we found the critical value for the
winding fluctuations (W?2) is much larger for the loop model,
which allows for a statistically meaningful measurement in
the Monte Carlo simulations. The very small value of (W?)
for the dimer model does not allow for an accurate Monte
Carlo determination of the critical point using the value of the
winding number fluctuations.

V. MC SIMULATION RESULTS

We present our Monte Carlo (MC) simulation results in this
section. It contains results for observables from which we can
precisely estimate the critical temperature Tx7: the winding
number fluctuations (Sec. V A) and the essential singularity
of the nematic susceptibility in the KT transition (Sec. V B).
Section V C presents results for different correlation functions
in the high-temperature critical phase, confirming the field-
theoretical analysis presented in Sec. I'V.

A. Winding number fluctuations

The numerical results for the winding number fluctuations
(W?) as a function of temperature T of the classical loop
model are shown in Fig. 2(a). We simulate system sizes up
to L = 128 for this measurement. These data directly pro-
vide the temperature dependence (albeit on finite size) of the
Coulomb gas constant, which will later be compared with
other estimates of g(7'). At the transition point, the analysis
of Sec. IV predicts the critical Coulomb gas constant g, to be
1, corresponding to the critical winding number fluctuations
(W2). = 0.079 58 [from Eq. (11), also see inset of Fig. 2(b)].
The predicted critical value (W?),. is shown as the gray dashed
horizontal line in Fig. 2(a) and in its inset.

We estimate the transition temperature Txr(L) for each
system size as the temperature at which the winding number
fluctuations cross the critical value, which is in turn estimated
from a linear fit of the data points near (W?), [Fig. 2(a) inset]
This estimate has an obvious finite-size dependence. To de-
termine the transition temperature Tkt in the thermodynamic
limit, we use the following finite-size scaling relation for a KT

1.00F :c;;S T T T T T _§_ —
o " B L=24 |

“ & L=32
075 }\ —F— L=48

y —F— L=96

L=128 H

(a)

0.00 . I

1 7 T T T T T T L=
75 (b) ]
150 - -
125 -

100 -
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0.4} .

oL =2 -np)

u ]
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S8 ¥
0.0F o < g
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N | N
2 4 6 8 10 12 14 16
Le—2.9/\/ T—Tkr

0.1F

o

FIG. 3. (a) The nematic order parameter (D) as a function of
temperature for different system sizes. (b) Susceptibility xp of the
nematic order parameter defined in Eq. (4). Data collapse is per-
formed in (c) the critical phase with T > Txr. Here we use np = 1
and Tyt = 1.425, and all the data points nicely collapse onto a single
curve.

transition [92,100,101]:

1 _ 1 n C
Txr(L)  Txr = log(L/Lo)*’

(18)

where C is a constant. By fitting the estimated Txr(L) in
Fig. 2(b) with Eq. (18), we obtain Txt = 1.425(1).

B. Nematic order parameter and susceptibility

Our results for the finite-temperature behavior of the ne-
matic order parameter (D) defined in Eq. (3) are presented
in Fig. 3(a) for different system sizes. We clearly observe
the existence of a nematic phase at low temperature, where
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(D) takes a finite value, and a high-temperature phase where
(D) vanishes relatively slowly as system sizes increase. The
associated nematic susceptibility xp [Eq. (4)], represented in
Fig. 3(b), shows a clear diverging peak (with system size) in
the temperature range where (D) starts to vanish.

There is a clear shift in the temperature of the peak in yp
as system size varies, as this can be used to perform a data
collapse in order to cross validate the transition temperature
Tkt obtained in the previous section. In the vicinity of the KT
transition, we indeed expect that the susceptibility yp obeys
the scaling behavior [98]

K
_— 19
VT — TKT>] 19
for T > Txr where K is a constant and np = 1/g. = 1 the
anomalous dimension [42]. Such data collapse has been used
in the literature to determine the Kosterlitz-Thouless transi-
tion temperature Tt in many 2D systems such as the 2D
XY model [100], magnetic thin films [101], triangular lattice
transverse field Ising model [102], or for the pairing transition
in various 2D fermionic lattice models [76-79]. We use the
data in the T > Tkt region to rescale the y axis as XDL’(Z”“))
and the x axis as Lexp(—ﬁ) as shown in Fig. 3(c). We
obtain that values Txt = 1.425, np = 1 provide a good data
collapse, resulting in a good agreement with the Tkt obtained
in Fig. 2(b).

o e Lo -

C. Correlation functions

The height description of the loop-segment correlations
given in Eqgs. (14), (15), and (16) suggests that the correlators
have two contributions: from the vertex and the dipolar part
[36,41,82,94]. We show the correlators calculated from the
Monte Carlo methods for L = 256 system and present the fits
to their expected forms in Appendix B. Below we present a
simpler approach to fitting by considering combinations of the
correlators that separate out the vertex and dipolar terms.

We first consider the sum CF 4 CT = (n_(0)n_(r)) +
(m(O)ny(r)) — % which should contain only a vertex contribu-
tion 2B/ (x> + y*)!/28. This combination for the direction r =
(r, 0) is shown in Figs. 4(a) and 4(b) in linear and logarithm
scales, respectively. Consistent with the expected form, the
combination shows a power-law scaling with distance r with
an exponent (slope in the logarithm plot) that increases with
temperature. The estimated value of g from this combination
is discussed further below.

We then consider the crossed correlators CC€ =
(n_(O)ny(r)) — % along the direction r = (r,0), where
the correlation is expected to be dominated by the vertex
term according to Eq. (16). Monte Carlo estimates of C¢(r)
for different temperatures are shown in Fig. 4(c). The
crossed correlators show expected power-law scaling at large
distances but with a possible oscillatory subleading correction
that affects the short-distance correlations, which is visible
at higher temperatures. We tentatively attribute this effect
to further subleading terms that do not cancel for y = 0 and
are not included in Eq. (16). This is confirmed by a fit to
the form (—1)"A’/r% + B'/r®v + C for C(r) in Fig. 4(c),
where we find that the amplitude A’ of the oscillating term is
always small, and almost vanishing as the temperature lowers

0.00

—0.02

—0.04

CC

—-0.06

—0.08

—0.10

FIG. 4. Equal-time loop-segment correlation functions (a) Ct +
CT as a function of r, (b) the log-log plot for |Ct + CT| (absolute
value is used to correct for very small negative values occurring at
large r, large T due to statistical fluctuations caused by the finite
Monte Carlo sampling). (c) The crossed correlations C¢ [Eq. (7)],
and (d) the log-log plot of the monomer correlations (M(r)) in
Eq. (9). The system size is L = 256 for the loop-segment correla-
tors and L = 400 for monomer correlations. These data correspond
to the high-temperature critical phase, that is, temperatures above
the estimated Txr = 1.425. Gray curves are power-law fits (in their
respective fitting range) according to the scaling form B'/r!'/¢ + C
for CL +CT, (=1)"'A’/r® + B'/r®v + C for C€, and B'/r® + C for
M (7). In all cases, we add a constant to the power-law fits to account
for a small nonvanishing value of correlators at large distance in our
finite-size Monte Carlo simulations.

towards the critical point (e.g., A’ ~ 0.03 for T =4 and
A’ ~0.002 for T = 1.3). The results of this fit for oy allow to
estimate g as obtained from Eq. (16) and as presented below.
Next, we study the combination Cf—CT =
(n_(0)n_(r)) — (m(O)my(r)) which, based on Egs. (14)
and (15), is expected to have a purely staggered dipolar
contribution (—)"/r. Our results for (=) (C* — CT)(r) in
the r = (r, 0) direction are presented in Fig. 5(a). We observe
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FIG. 5. (a) The equal-time loop-segment correlation functions of
(=) (Ct — CT) for L = 256. A weak staggered part can be observed
in this representation (particularly visible for the lowest tempera-
tures at short distances), signaling a small uniform component for
(Ct — CT). The gray curves fit (CE — CT) to the form (—1) A’ /r®s +
B'/r*v + C. (b) The two exponents as and ¢y obtained from this fit.

that there is a small but nonvanishing uniform component
in the numerical data [which appears as a staggered part
in Fig. 5(a) due to the (—)" factor]. To account for this,
we fit CL —CT to a form (—1)"A'/r* + B'/r* + C. The
constant C accounts for a nonzero value of this correlator
present only at temperatures close to the phase transition,
which we attribute to the finite sizes used in our Monte
Carlo simulations. Here ¢ is meant to describe a subleading
correction to the vertex part not included in Eqgs. (14) and
(15). The estimates for «g, oy are presented in Fig. 5(b),
where we find that ag is very close to the predicted value 2
all along the high-temperature critical phase, and oy > oy
confirming the subleading nature of this uniform correction.
If we fit the data fixing oy to be zero, the exponent oy is
always larger than its expected value of 2.

Finally, the monomer-monomer correlator M (r) in Eq. (9)
should decay only with the vertex contribution 1/78
[36,42,55,103]. We present the monomer correlations M (r)
at different temperatures in Fig. 4(d) for L =400 [within
the directed loop algorithm, we can get good statistics for
M(r) for larger systems than for loop-segment correlators].
The log-log plot shows a clear power-law decay above the
Kosterlitz-Thouless transition temperature.

We now collect, in Fig. 6, the estimates of the Coulomb
gas constant obtained from the fits to the correlators C 4+ CT
[from Figs. 4(a) and 4(b)], C€ [from Fig. 4(c)] and M (r) [from
Fig. 4(d)] as well as from the winding number fluctuations
(W?2) in Fig. 2. Figure 6 shows the temperature dependence

1.2‘I—§— g fromCIL+CT
|~ ¢ fromC®

|| —&— g from (M(r))
—&#— g from(W?)

= 1
0.4 | P

1

02 | .
1
!

0.0 | L | L | L |
0.0 0.2 0.4 0.6 0.8

FIG. 6. The Coulomb gas constant g obtained from Figs. 4(b)-
4(d), and (W?). The vertical gray dashed line indicates the transition
point Bxr = 1/Txr =~ 0.7. The upper gray dashed line in the hori-
zontal direction denotes the critical value g. = 1; the middle one at
g= % corresponds to the case where the vertex and dipolar terms
have the same contribution to scaling, the lowest gray dashed lines
indicate the infinite-temperature value g = %

of g as a function of inverse temperature g = 1/T. We find
that as B increases (i.e., as the temperature decreases), the
Coulomb gas constant increases from its infinite-temperature
value %, which is consistent with the expectation that attractive
interactions tend to stiffen the loops. As the temperature de-
creases from the 7 = oo point to finite but high temperature,
the dipolar part in Eqs. (14), (15), and (16) dominates down to
a temperature 7 = 3, below which g > % and the vertex part
takes over down to Txr =~ 1.425 (Bgr =~ 0.7) where g = 1.
The various estimates of g are overall in good agreement (we
note the g value obtained from CC is less accurate due to the
subleading oscillations at high temperature) with each other,
and consistent with the theoretical expectations of Sec. IV.

VI. DISCUSSION AND CONCLUSIONS

In this work, we investigated the finite-temperature phase
diagram of a classical model of fully packed loops on the
square lattice with attractive local interactions between loop
segments. With the help of a directed-loop Monte Carlo al-
gorithm and a field-theoretical analysis based on a height
description of loop configurations, we are able to locate the
finite-temperature Kosterlitz-Thouless transition, separating a
critical phase at T > Txr and a nematic phase below Txt. We
find that in the loop model the anomalous dimension at the KT
transition np = 1 is four times larger than that in the classical
dimer model [42]. The high-temperature critical phase is fully
characterized by the temperature dependence of the Coulomb
gas constant presented in Fig. 6, which is obtained using
several different concurrent estimates.

An interesting, closely related system to consider would be
a similar classical model, but with repulsive interactions (V >
0) between fully packed loops, favoring large-winding sectors.
Analogous repulsive interactions in the dimer model result
in a continuous phase transition from a critical to staggered
phase, which has been argued to be in the two-dimensional
Ising universality class [92].
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We connect our results to the quantum loop model on the
square lattice. From our analysis, we expect that the QLM
on the square lattice should also host a critical phase at
any sufficiently high-temperature parametrized by a Coulomb
gas constant g(7 /¢, V/t) which depends on temperature and
potential energy, similar to the quantum dimer model [55].
In general, a high-temperature critical phase can be found in
the constrained entropic scaling regime of several strongly
constrained quantum systems, which can extend down to low
temperatures (see Ref. [104] for an extensive discussion). At
large negative ratio of potential to kinetic energy (V/t <« 0),
the QLM hosts a nematic ground state. From our results,
we conclude that the finite-temperature phase transition to
the nematic phase in the QLM should occur as a Kosterlitz-
phase transition that can be described using the same analysis
provided here. The QLM also hosts a plaquette ground state
in a finite range of —0.35 < V/r « 1 [53]. We believe that
the finite-temperature phase transition to this plaquette phase
should be of KT type too, with an effective action described
by Eq. (10) but with negative v, as the two plaquette ground
states have average height 7 = 0, % It would be interesting
to find a classical model with a similar phase transition and
low-temperature phase. Finally, we note that the directed loop
algorithm that we use can be directly implemented as a new
move [55] within the sweeping cluster algorithm [105,106] for
the QLM, allowing the study of its finite-temperature phase
diagram fully taking into account the loop constraints and
winding fluctuations.

Rydberg atom arrays form a new type of platform where
constraints (due to the Rydberg blockade) play an important
role to determine the ground-state phase diagram, with a rich
variety of phases observed [5,7,62,64,65,107]. To the best of
our knowledge, the finite-temperature phase transitions out
of these phases has not been studied experimentally so far.
It would be interesting to see where the finite-temperature
critical phase that we find here could be relevant in some
experimental regimes where the fully packed constraint is a
relevant approximation in Rydberg atom arrays.
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APPENDIX A: DIRECTED-LOOP ALGORITHM
FOR LOOP MODELS

We estimate the thermal averages of observables in the
classical loop model as averages over Monte Carlo samples
generated by a directed loop algorithm [34-39] tailored for
the loop model. The algorithm is summarized below.

(1) Given a fully packed loop configuration C, we pick
with uniform probability a site S; and then choose one of the
two occupied edges around S. With a Metropolis probability
po = min(1, ePEC©—ECO]) the dimer on this edge is replaced
by half a dimer [Fig. 7(a)]. The new configuration C’ has
monomers on the site S and at the end (monomer M) of the
dimer. The monomer M has a binary valued “momentum”
internal degree of freedom that is, initially, directed into the
dimer and away from S. In calculating the configurations E,
it is assumed that the interaction between half-dimers and
parallel dimers is half that of full dimers. Note that parallel
dimers in a plaquette interact only if the other two edges are
empty. With probability 1 — py the move is abandoned in this
first step itself.

(2) If the monomer M is moving into a dimer, annihilating
it in the process [Fig. 7(b)], it can, subsequently, create a
dimer on one of the two previously empty edges connected
to the site ahead or the monomer can just reverse its direction.
Transition probabilities are chosen to satisfy detailed balance
as described further below.
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starting site S ahead of it [Fig. 7(d)], the loop can terminate
0.24 and produce a fully packed configuration C with a Metropo-
0.18 lis probability prerm = min(1, fIECI=EC]) With probability
1 — prerm, the M reverses the direction instead.
3 0.12 The probabilities p in steps (2) and (3) are chosen to satisfy
0.06 detailed balance. As shown in Figs. 7(b) and 7(c) the current
configuration C can transition into C, with the monomer direc-
0.00 tion reversed or two other configurations C; ,. The probability
~0.06 of transition to C| , is given by ’
M2 (A1)
Z — mln(Wl s Wz, W())
0.24 where W; = e PEC) 7 = 3" W,
The monomer correlator M(r) is computed as the his-
0.16 togram of displacements between S and M. In the description
% of the algorithm above we have used the convention that the
0.08 monomer sits at the center of the edge. We can instead choose
’ to place the monomer M at some position x € [0, 1] on the
dimer and associate an interaction energy between parallel full
0.00 dimers and the “partial” dimers that is commensurate with x.
We find that the choice of x adds a short-range correction that
does not affect the scaling properties.
0.8
APPENDIX B: RAW DATA OF THE
0.6 CORRELATION FUNCTIONS
E We present in Figs. 8(a) and 8(b) the correlators CL(r) and
3 0.4 CT (r) [measured in the r = (r, 0) direction] as well as the fits
he to the expressions (5) and (6). We furthermore present the cor-
02 relator (DyD,) associated to the order parameter in Fig. 8(c),
which we fit to a single power law as its leading contribution
0.0 should decay as r~1/8. From these fits, we obtain estimates of
g represented in the Fig. 8(d), which are in overall agreement
: . : . TI . | : to those obtained from fits to the adapted linear combinations
1.2Hg— ¢ fromc* ; . of correlators presented in the main text (see Fig. 6), albeit
@ ¢ from €T femo e o& | with slightly larger fluctuations at high temperature.
0sH —A— g from(D,D,) i
T T T T I T I T
= r ! 1 0.10 - —§— A=1/4gx> fromC*t M
04 == IL_____ F —— A=1/4gzx* from (W?) b
N | | 0.08 F —&— A=1l/agn® from M(r) i
0.0 , | , | , | : (d) LA —F— A" from (~1)A' x> +B Ix* +C |
0.0 0.2 0.4 0.6 0.8
B 0.06 - =
FIG. 8. The equal-time loop-segment correlation functions of
(a) longitudinal loop-segment correlations C-, (b) transverse corre- 0.04 - N
lations C7, and (c) (DoD,) in Egs. (5), (6), and (8) in the main text. L i
The system size here is L = 256. (d) The Coulomb gas constant g, 0.02 L1 . | . | . | S |
as extracted from the various fits presented in previous panels, as a ‘ 0.0 02 0.4 0.6
function of inverse temperature . 8

(3) If the monomer is moving away from the dimer, grow-
ing a dimer in the process [Fig. 7(c)], it can, subsequently,
destroy one of the two dimers connected to the node ahead or
the monomer can just reverse its direction. Transition prob-
abilities are chosen to satisfy detailed balance as described
further below.

(4) We repeat steps (2) and (3) until the loop closes. If
in the current configuration C’, the monomer M sees the

FIG. 9. Fits to obtain the coefficient A in Eq. (14) for the longi-
tudinal loop-segment correlations CL. Here we show the estimated
values of A from 1/4gm?, where g is obtained in three ways: (black
circular markers) from fitting to (—1)"A’/r% + B'/r'/¢ + C, (red
squares) from (W?2), and (blue triangles A) from M(r) (last two as
described in Fig. 6). We also show A’ obtained directly from the fit
to (—1)'A’/r? + B'/r® + C. The four curves are consistent when f
is large.
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Aside from the evaluation of the Coulomb gas constant,
we also comment in this Appendix on the evaluation of
the amplitude [denoted A in Eqs. (5)—(7)] of the staggered
part of loop-segment correlators, which is also expected
to be universal (with g). We evaluate this amplitude from
measurement of the longitudinal correlator CX(r) in four
different ways (see Fig. 9): (i) assuming A = 1/(4m2g)
where g is obtained from the scaling (—1)"A’/r% + B'/r!/¢ +

C; (i), (iii) A =1/(4n>g) where g is from the wind-
ing number fluctuation (W?) and the monomer correlator
M(r), respectively; (iv) A’ obtained from the scaling form
(—1)YA'/r? + B /rvv 4 C.

We note an overall good agreement between all determina-
tions of this amplitude, as soon as 8 > 0.2, albeit with some
small discrepancy at 8 = 0. Overall these data are consistent
with the prediction A = 1/(472g).
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