
PHYSICAL REVIEW B 108, 115134 (2023)
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Variational and diffusion quantum Monte Carlo (VMC and DMC) methods with Slater-Jastrow-backflow
trial wave functions are used to study the spin-polarized three-dimensional uniform electron fluid. We report
ground state VMC and DMC energies in the density range 0.5 � rs � 20. Finite-size errors are corrected using
canonical-ensemble twist-averaged boundary conditions and extrapolation of the twist-averaged energy per
particle calculated at three system sizes (N = 113, 259, and 387) to the thermodynamic limit of infinite system
size. The DMC energies in the thermodynamic limit are used to parametrize a local spin density approximation
correlation function for inhomogeneous electron systems.
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Introduction. The three-dimensional uniform electron liq-
uid (UEL) is an important model for studying many-body
interactions in fermionic systems and for describing the elec-
tronic structures of real materials [1–11]. The UEL model at
high density can be used to understand the behavior of real
systems under extreme conditions, for example in studies of
warm dense matter, which is an exotic, highly compressed
state of matter that exists between solid and plasma phases
at high temperatures and pressures [5,12]. Furthermore, accu-
rate calculations of the correlation energies of spin-polarized
electron liquids are essential for density-functional theory
(DFT) as they enable the parametrization of spin exchange-
correlation functionals that allow DFT to be used to study the
magnetic properties of materials.

The pairwise Coulomb interaction introduces many-body
correlations in fermionic systems such as the electron liquid.
The correlation energy of the electron liquid is defined as the
difference between the exact ground-state energy per particle
and the Hartree-Fock (HF) ground-state energy per particle.
The correlation energy is only a small percentage of the total
energy of an electronic system, but it significantly affects the
chemical bonding, electronic structure, and magnetic prop-
erties of materials [13–15]. The Kohn-Sham formalism of
DFT [16,17], which is widely used to describe the chemi-
cal and physical properties of real systems, depends on the
correlation energy of the electron liquid [18–20] as calcu-
lated by many-body wave function-based methods [21–24],
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including quantum Monte Carlo (QMC) simulation [2,25–
31]. The variational (VMC) and diffusion quantum Monte
Carlo (DMC) methods [2,32] used in this work are stochastic
methods for determining ground state expectation values of
quantum operators.

This work presents new VMC and DMC results for the
correlation energy of the ferromagnetic (i.e., spin-polarized)
three-dimensional UEL (3D-UEL), which are lower than pre-
viously reported results. QMC energies obtained in finite
simulation cells obey the variational principle, and it is reason-
able to assume that the QMC energy per particle extrapolated
to the infinite system-size limit is also, in practice, an upper
bound on the true energy per particle. Hence the fact that
our energies are lower than previous works suggests that our
results are more accurate.

We used the VMC and DMC techniques to obtain 3D-
UEL ground state energies at high and intermediate densities
(0.5 � rs � 20). In the VMC method, parameters in trial wave
functions are optimized according to the variational principle,
with energy expectation values calculated by Monte Carlo
integration in the 3N-dimensional space of electron position
vectors. In the DMC method, the imaginary-time Schrödinger
equation is used to evolve a statistical ensemble of electronic
configurations towards the ground state. Fermionic antisym-
metry is maintained by the fixed-phase approximation, in
which the complex argument of the wave function is con-
strained to equal that of an approximate trial wave function
optimized within VMC. The CASINO package was used for all
of our QMC calculations [33].

Trial wave function. The simplest fermionic wave function
is a Slater determinant of one-electron orbitals, which de-
scribes exchange effects but not correlation. Multideterminant
wave functions [34] and pairing (geminal) wave functions [35]
can be used to describe correlation effects in electronic sys-
tems. However, the most efficient method of going beyond
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the Slater wave function in QMC calculations is to multiply
it by a Jastrow factor exp(J ), resulting in a Slater-Jastrow
wave function [2,26,27]. The Jastrow factor usually depends
explicitly on the distances between particles, thereby allowing
a very compact description of correlation effects with a rel-
atively small number of variational parameters. The Jastrow
factor is positive everywhere and symmetric with respect to
the exchange of indistinguishable particles, so it does not
change the nodal surface defined by the rest of the wave
function. By evaluating the orbitals in the Slater determinant
at quasiparticle coordinates X(R), which are functions of all
the electron positions R, we introduce a backflow transfor-
mation [36,37], and the resulting wave function is referred
to as a Slater-Jastrow-backflow (SJB) wave function. We
used a SJB trial spatial wave function �(R) = eJ (R)S(X(R))
for all the systems studied, where R = (r1, . . . , rN ) is the
3N-dimensional vector of electron coordinates. The anti-
symmetric Slater part S is a product of determinants of
single-particle orbitals which are of the free-electron form
ψk(r) = exp(ik · r), where wavevector k is a reciprocal lattice
vector of the simulation cell offset by twist vector ks, where ks

lies in the supercell Brillouin zone. The details of our Jastrow
factor and backflow functions are provided in our previous
works [8,10,38].

Finite-size effects. Monte Carlo-sampled canonical-
ensemble twist-averaged (TA) boundary conditions were used
to reduce quasirandom single-particle finite-size (FS) errors in
total energies due to momentum quantization effects [39–43].
The HF kinetic and exchange energies were used as control
variants to improve the precision of the TA energy. Systematic
FS errors due to the use of the Ewald interaction rather than
1/r to evaluate the interaction between each electron and its
exchange-correlation hole, and the incomplete description of
long-range two-body correlations, were removed by fitting

ĒDMC(N ) = E (∞) + b/N (1)

to the TA DMC energy per particle ĒDMC(N ) at different
system sizes N , where b and E (∞) are fitting parameters.
Unlike the previous work of Spink et al. [29], we do not
rely on analytic FS correction formulas [41,44], but instead
use the analytic results to provide the exponents used in FS

FIG. 1. Difference between FS corrections obtained analytically
and by extrapolation DMC energies to infinite system size using
Eq. (1), plotted against density parameter rs.

extrapolation formulas. All our calculations were performed
using face-centered cubic (fcc) simulation cells, maximizing
the distance between each particle and its closest periodic
image.

The leading-order analytical FS correction to the energy

per electron of the 3D-UEL is �E1 =
√

3/r3
s

2N [44], where N is
the number of electrons. The next-to-leading-order correction
is

�E2 = C

πr2
s (2N )4/3[(1 + ζ )2/3 + (1 − ζ )2/3]

, (2)

where ζ is the spin polarization and C = 5.083 for an fcc
simulation cell [41]. We calculated the analytical FS correc-
tion �E = �E1 + �E2 + �ESP, where �ESP = THF(∞) −
T̄HF(N ) is the correction for residual single-particle errors in
the TA HF kinetic energy T̄HF. Figure 1 illustrates the differ-
ence between analytical FS corrections �E to the TA energies
per particle and FS corrections obtained by extrapolation [i.e.,
EDMC(∞) − ĒDMC(N ), where EDMC(∞) is the DMC energy
at the infinite system size limit obtained by extrapolation using
Eq. (1), and ĒDMC(N ) is the TA DMC energy for a finite
simulation cell containing N electrons]. The analytical FS
corrections do not include an O(N−1) contribution arising

TABLE I. Finite-size corrections in mHa obtained analytically and by extrapolation of VMC and DMC energies to the thermodynamic limit.

N = 113

rs 0.5 0.75 1.0 2.0 3.0 4.0 5.0 10.0 20.0
analytic 16.62 9.55 6.40 2.394 1.335 0.879 0.635 0.230 0.082
VMC 12.25(7) 7.50(4) 5.22(1) 2.083(5) 1.182(7) 0.789(4) 0.585(3) 0.207(1) 0.07(1)
DMC 12.24(7) 7.52(1) 5.25(2) 2.092(1) 1.192(3) 0.785(1) 0.589(4) 0.215(1) 0.078(7)

N = 259
rs 0.5 0.75 1.0 2.0 3.0 4.0 5.0 10.0 20.0
analytic 7.59 4.32 2.88 1.065 0.592 0.3889 0.280 0.101 0.036
VMC 5.39(7) 3.29(4) 2.28(1) 0.913(5) 0.517(7) 0.343(4) 0.258(3) 0.091(1) 0.033(1)
DMC 5.39(7) 3.31(1) 2.31(2) 0.912(1) 0.518(3) 0.343(1) 0.259(4) 0.095(1) 0.035(1)

N = 387
rs 0.5 0.75 1.0 2.0 3.0 4.0 5.0 10.0 20.0
analytic 5.29 2.98 1.98 0.726 0.402 0.263 0.189 0.068 0.024
VMC 3.55(7) 2.17(4) 1.51(1) 0.606(5) 0.341(7) 0.233(4) 0.171(3) 0.058(1) 0.021(1)
DMC 3.55(7) 2.20(1) 1.52(2) 0.611(1) 0.351(3) 0.229(1) 0.168(4) 0.063(1) 0.0227(7)
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TABLE III. VMC (EVMC) and DMC (EDMC) total energies of
spin-polarized 3D-UELs at the infinite system size limit. The χ2

values for the fits of Eq. (1) are reported. Also shown are the DMC
energies of Spink et al. [29], which were obtained in TA calculations
at a single finite cell size and include the analytical FS correction
�E .

rs EVMC χ 2
VMC EDMC χ 2

DMC Spink et al.

0.5 5.82045(7) 235.22 5.82043(6) 34.46 5.82498(2)
0.75 2.31313(4) 186.85 2.31314(1) 3.12 ...
1.0 1.14497(1) 72.07 1.14498(2) 14.22 1.14634(2)
2.0 0.125920(5) 66.03 0.125912(1) 0.14 0.12629(3)
3.0 −0.017490(7) 19.66 −0.017497(3) 2.38 −0.017278(4)
4.0 −0.052059(4) 27.48 −0.052075(1) 0.55 ...
5.0 −0.060797(3) 63.05 −0.060806(4) 3.79 −0.060717(5)
10.0 −0.050753(2) 67.92 −0.050760(1) 12.80 −0.0507337(5)
20.0 −0.031313(1) 159.97 −0.0313245(7) 1.94 −0.0313160(4)

from FS effects due to backflow [42]; however, these FS
effects and any further O(N−1) FS effects are removed by
extrapolation.

Table I lists FS corrections, which are calculated analyti-
cally and by extrapolation of the TA VMC and DMC energies
to the infinite system size limit, for all the studied system
sizes and densities. The VMC and DMC FS corrections for
high-density systems are almost the same, while decreasing
the density makes the DMC FS correction slightly larger than
the VMC correction.

Quantum Monte Carlo energies. We performed QMC cal-
culations for the ferromagnetic 3D-UEL in simulation cells
with N = 113, 259, and 387 electrons for each density. Our
DMC energies for rs = 0.5, 0.75, 1, 2, 3, 4, 5, 10, and 20
were obtained using time steps τ = 0.005, 0.01, 0.02, 0.05,
0.1, 0.16, 0.25, 1.0, and 2.0, respectively, with a target walker
population of 2560. The time step bias for the selected τ is
negligible [8,10]. The TA QMC energies for different system
sizes are listed in Table II.

Table III shows the VMC and DMC energies at the infinite
system size limit and the χ2 value for the fit of Eq. (1). The
increase in the χ2 value at high density is due to the crossover
between HF-like behavior at small system sizes to interacting
Fermi-liquid behavior at large system sizes. This behavior
is much more pronounced in VMC than in DMC. [45] Our
DMC correlation energies are compared with previous results
in Table IV. The results of Spink et al. [29] were obtained
using SJB-DMC without the π term, which is a plane-wave
two-body term [28], in the BF. They corrected FS errors
using canonical-ensemble twist averaging, and analytical cor-
rections (�E ) [41,44], but did not include the subsequently
derived FS correction due to backflow [42]. To compare with
the work of Spink et al. [29], we performed QMC calculations
for rs = 0.5, 1, and 2 using a 118-electron fcc simulation
cell, without including a π term in the BF. Our TA DMC
energies for rs = 0.5, 1, and 2 are 5.81036(1), 1.14082(1), and
0.12436(2) Ha per electron, respectively, while the TA DMC
energies reported by Spink et al. [29] for the same system size
and density without analytical FS correction are 5.80967(2),
1.14036(2), and 0.12403(3) Ha per electron, respectively. Our
TA DMC energies agree with those of Spink et al. [29] while a
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TABLE IV. Correlation energy of the spin-polarized 3D-UEL
at the infinite system-size limit. Energies are in mHa per electron.
Our DMC correlation energies (present work) are compared with
the DMC results of Spink et al. [29], the DMC results of Ceperley
et al. [2], and Ruggeri et al. [31], which were calculated using a
combination of FCIQMC and DMC. Density parameter interpolation
(DPI) energies [21] are also listed.

rs Pres. work Spink et al. Ruggeri et al. DPI Ceperley et al.

0.5 −41.06(7) −36.51(2) −40.44(5) −40.91 ...
0.75 −35.41(1) ... ... ... ...
1.0 −31.77(2) −30.41(2) −31.70(4) −31.99 ...
2.0 −23.962(1) −23.58(3) ... −23.6 −24.0(3)
3.0 −19.968(3) −19.749(4) ... ... ...
4.0 −17.387(1) ... ... ... ...
5.0 −15.515(4) −15.426(5) ... −15.1 −15.4(1)
10.0 −10.574(1) −10.5485(5) ... −10.2 −10.5(1)
20.0 −6.8469(7) −6.8384(4) ... −6.63 −6.78(2)

different number of twists were used in their work. Hence the
main source of difference between our DMC energies at the
thermodynamic limit and the results of Spink et al. energies is
the difference between the two different approaches used for
FS correction that are compared in Fig. 1.

The correlation energy is defined as the difference between
the Hartree-Fock energy per electron and the exact ground-
state energy per electron, where the latter is approximated
by our SJB-DMC results extrapolated to the limit of infinite
system size. We fitted the DMC correlation energies to

Ec(rs) = A ln(rs) + B + γ rs

1 + β1r3/2
s + β2r2

s

, (3)

which describes logarithmic behavior at very small rs [24].
This five-parameter fitting function gives a χ2 value of 5.8
per degree of freedom. The fitted values of A, B, and γ

are 0.0169245, −0.0250295, and −0.0174433 Ha/electron
with asymptotic standard errors of 0.0003118, 0.0004773,
and 0.001581, respectively. The fitting parameters of β1 and
β2 are 0.283806 and 0.0520433, respectively, with asymp-
totic standard errors of 0.03059 and 0.004198, respectively.
Equation (3) has the form of the first two terms in the Gell-
Mann-Bruckner expansion at small rs [24], and it behaves like
the Perdew-Zunger parametrization at large rs [18].

The density parameter interpolation (DPI) parametriza-
tion (Table IV) was obtained using four high-density and
three low-density constraints on a seven-parameter correlation
functional [21]. The DPI correlation energies are lower than
the widely used correlation functionals in density-functional
calculations.

Conclusion. The ground state energy of the ferromagnetic
3D-UEL within the density range 0.5 � rs � 20 was calcu-
lated using the VMC and DMC methods. The single-particle
and many-body FS errors were corrected by canonical-
ensemble twist averaging and extrapolation to the thermody-
namic limit. Our correlation energies are more negative than
previous works so the variational principle suggests that they
are more accurate, and we have used them to parametrize a
correlation functional.
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