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We study a bilayer of the frustrated J,-J, Heisenberg model on the square lattice. Starting from the dimer
limit at strong interlayer coupling, we perform series expansions using the perturbative continuous unitary
transformation, based on the flow equation method, in order to determine the spectrum up to the two-triplon
sector. From the one-triplon dispersion, we obtain quantum critical lines for transitions from the dimer phase
into either Néel or collinear magnetic order. For low to intermediate frustration these transitions are consistent
with existing findings, based on the magnetic phases. In the region of strongest frustration, i.e., J,/J; ~ 0.5,
we provide an estimate for the stability of the anticipated single-layer quantum spin-liquids against finite
interlayer coupling. In the two-triplon sector, we find a set of well defined (anti)bound states, which can be
classified according to total spin and in-plane rotational symmetry. For vanishing frustration, these states agree
with the previous series expansion analysis. For J,/J; 2 0.5, we provide evidence for a close-by condensation
of one-triplon and two-triplon singlet bound states, suggesting that between the dimer and the collinear state

additional phases may intervene.
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I. INTRODUCTION

Phases and excitations of quantum magnets are among the
keys to understand correlated electron systems [1]. Stepping
beyond conventional long-range magnetic order, exchange
frustration is a prime ingredient to achieve novel states of
matter in these magnets, displaying, e.g., spin liquid behav-
ior, topological order, and exotic excitations [2—8]. In this
context, the planar antiferromagnetic J;-J, Heisenberg model
on the square lattice (J1J2HM) [9] is one of the pillars of
frustrated quantum magnetism. While first analysis of this
model dates back several decades, basic properties, like parts
of the quantum phase diagram still remain open issues. Clas-
sically, the ground state is a Néel state for k = J,/J; < 1/2
and comprises two interpenetrating Néel states with /2 x /2
structure for k = J,/J; > 1/2. The relative degeneracy of the
latter Néel vectors is lifted by “order-by-disorder” [10-12],
leading to columnar order with an Ising, i.e., Z,, symmetric
order parameter of the pitch vector at (0, 7) and (rr, 0). At
k = 1/2, the Luttinger-Tzia method [13] results in macro-
scopic degeneracy of the classical ground state due to line
minima of the energy versus the ordering pitch vector. More-
over, the leading order zero-temperature 1/S corrections to the
order parameter diverge at k = 1/2 [9].

Turning to the quantum limit, i.e., S = 1/2, solid evidence
has been gathered, that for 0.5 < k < 0.6 no magnetic order
exists. This has been collected from a plethora of approaches,
some of which include exact diagonalizations [14—17], series
expansions [18-20], coupled-cluster theory [21-23], varia-
tional methods [24,25], density-matrix renormalization group
(DMRG) [26-28], (infinite) projected entangled-pair state
[G)PEPS] [29-31], functional-renormalization group (fRG)
[32,33], perturbative analysis [34,35], and variational Monte
Carlo (VMC) calculations [36—39]. Instead of magnetic order,
these approaches have predicted various novel ground states,
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including plaquette valence-bond crystals (PVBC), colum-
nar valence-bond crystals (VBC), and quantum spin liquids
(QSL), with and without a spin gap, however, no consensus
has been reached.

Materials, which may be proximate to the J1J2HM include
Ba;CuWOg¢ [40], Sr,CuMoOg [41], Srp,CuWOe [41,42],
Sr,CuTeOg [43], and Li, VO(Si, Ge)Oy4 [44,45]. These mate-
rials cover a wide range of «-values, realizing both Néel and
collinear ordered states. Unfortunately, a system in the most
frustrated region, k ~ 0.5, is still missing.

Apart from investigating the single-layer case, it is of
relevance, to extend the parameter space of spin systems by in-
troducing further interactions. These can introduce additional
well defined quantum phases, the connection of which to the
single-layer case can provide for more insight. Most popular
along this line is the replication of a spin system in terms of
antiferromagnetic dimers, forming, e.g., ladders [46], bilayers
[47], and three-dimensional networks [48]. For strong dimer
exchange J,, these systems display a near product-state of
weakly coupled singlets, the quantum dimer (QDM) phase,
which features massive triplet excitations (triplons). While in
some cases the reduction of the dimer exchange may lead
to condensation of triplons into sought-for quantum phases
of some nondimerized original model, bilayer systems host
their own unique set of physics. For this reason, a variety
of bilayer systems have previously been studied under vari-
ous objectives, e.g., uncovering rich phase diagrams [49-53],
examining the crossing to 3D bulk materials [54], investi-
gating effects of disorder [55], hole doping [56], analyzing
emergent bound states [57], and topological excitations [58].
On the material side, an extensive number of systems ex-
ist, which are related to this theme, including Li, VOSiO4
[45], BaCuSi,O¢ [59,60], TICuCl; [61], BazMn;,Og [62], and
SI‘CUQ(BO3 )2 [63]
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The dimer version of the J1J2HM, forming an AA-stacked
bilayer (J1J2BHM), has been considered by modified spin-
wave theory [64], which results in magnetic order for all « as
J1 — 0, by dimer series expansion [65] for the spin-gap and
the staggered susceptibility, and recently by application of the
high-order coupled cluster method (CCM) [66] for the magne-
tization. The latter two studies find a paramagnetic region for
J1 — 0 in the range 0.45 < x < 0.65 and 0.43 < x < 0.61,
respectively. This is consistent with studies of the single-layer
J1J2HM.

Dynamical properties, e.g., one- and two-triplon excita-
tions in the QDM phase of the J1J2BHM, as well as their
condensation into the ordered phases versus « and J, re-
main open issues. This provides the main motivation for our
work. We will analyze the spectrum of the J1J2BHM up to
the two-triplon sector, starting from the limit of decoupled
dimers. We will use the perturbative continuous unitary trans-
formation (pCUT) [67], based on the flow equation method
[68], in order to perform a series expansion for the excita-
tion energies directly in the thermodynamic limit. pCUT has
been applied successfully to a large variety of dimerized and
n-merized quantum spin systems, including, but not limited
to ladders [69], tubes [70], planar pyrochlores [71], various
SU(2)-invariant Heisenberg bilayers [49,55], as well as to
Kitaev bilayers [51,57].

The paper is organized as follows. In Sec. II, the JIJ2BHM
is described. Section III provides for a general explanation
of the pCUT method. Section IV details our results, i.e., the
one-triplon excitations in Sec. IV A and two-triplon excita-
tions (Sec. IV B). Section V concludes our work and lists
some speculations. A technical Appendix on specifics of a
resummation method we use is included.

II. MODEL
The Hamiltonian of the J1J2BHM reads
H = Hy + H,

Hy=1J, ng S,
r

Hi=0Y So-Ser+hY Ser-Ser. ey
(r,r') ((r.x"))
L=12 L=12

where § = {$%} with « = X, y, z are spin-1/2 operators, J;
and Jj(o) are the Heisenberg interlayer and (next-) nearest
neighbor intralayer exchange, respectively. L = 1,2 labels
the two layers, r) the sites of the square lattice and (r, r'),
({r, r')) denote NN and NNN sites. Figure 1 shows a depiction
of the sites and spin exchanges.

In general the couplings can be any combination of ferro-
or antiferromagnetic interactions. In this study, we only focus
on the pure antiferromagnetic case, i.e., J , Ji, J» > 0. Further
J1 =1 is chosen from here onwards to fix the energy scale
and we will use the parameter k = ;—f to measure the strength
of the NNN interactions.

III. METHOD

The J1J2BHM under study features at least three limiting
quantum phases which are adiabatically disjoint. First for

FIG. 1. The J,-J, Heisenberg square lattice bilayer. Each e hosts
a spin-1/2.

J1 > Ji, J», the system can be viewed as weakly interacting
antiferromagnetic dimers and serves as the starting point for
our studies. Second, in the case J; > J, J,, Néel order on
each layer is present. In a similar manner, for J, > J,, J,
each layer realizes a collinear magnetic order, i.e., a Néel
order on each bipartite sublattice, while the relative angle
between the spins on both sublattices is fixed through order-
by-disorder selection.

We study the J1J2BHM starting from the limit J, > Ji, J2,
following the same evaluation scheme as in earlier work on
the Kitaev-Heisenberg bilayer [51,57]. For completeness, we
reiterate the main points.

The nondegenerate ground state of the model is formed as
a product state of singlets on each dimer. The corresponding
elementary excitations, i.e., triplets excited on single dimers,
can be classified by their $° component. We write

ltr1) = 111)
o) = (111) + [44))/+/2.
1) = 144) )

and refer to them as o« = +1, 0, —1 triplons hereafter. These
properties allow us to apply the perturbative continuous uni-
tary transformation (pCUT) technique [67], based on the
flow-equation method [68], to the model, requiring the un-
perturbed Hamiltonian Hy to have a nondegenerate ground
state and an equidistant spectrum. In the present case, each
energy level of the spectrum of Hp can be assigned a par-
ticle number Q > 0, i.e., the number of excited triplets,
which describes the energy of the unperturbed states, i.e.,
Hy = J, O + const. and especially [Hy, Q] = 0. Q = 0 refers
to the product ground state |) =[], |sy) of singlets, while
the one- and two-triplon states, i.e., Q =1 and Q = 2, are
writen as [ra) = |t q) ® ]_[r,;dér lse) and |ro, ¥'B) = |tro) @
It p) @ [, 4r.p |57), TEspectively.

The perturbation H; of the Hamiltonian mixes different Q
sectors through creating or destructing triplons. By virtue of
pCUT, the full Hamiltonian H is transformed to an effective
Hamiltonian H.s = UHU, which is (Q-diagonal and can be
expressed by a series in the perturbation parameters Jj(2) as

o0
Hey = Hy + ch,mfllfm, ?3)

I,m

where C;,, are weighted products of terms in H;, each
comprising ! + m nonlocal creations(destructions) of triplons
which in total conserve the Q number. The weights of the C; ,,
are integer fractions, which are determined analytically, and
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independent of the specific model at hand, by recursive dif-
ferential equations [67]. Due to transforming the Hamiltonian
as a whole, pCUT works directly in the thermodynamic limit,
and due to its perturbative nature, the expansion is exact up
to the order calculated. Thus its results are well controlled for
small parameters Jj(2).

Using the Q-number conservation, we evaluate the spec-
trum by treating each sector independently. For this, we
determine the irreducible matrix elements of H.g for each
value of Q = 0, 1, 2 and solve the corresponding zero-, one-,
and two-particle problems, described in the following.

Due to the uniqueness of the ground state, the Q = 0 case
is described by a single matrix element, directly equaling the
ground state energy Eg = (|Hegr]).

The one-particle case is described by a translational-
invariant matrix, leading to the one-particle dispersion
Exop = >, €™ (ra| Heir |0B) — 8r.080pES!, where o, B €
{+1,0, —1}, k is a wave vector and EOCI is the ground state
energy calculated for the same cluster as the corresponding
one-particle matrix element [67,72]. In general this is a
3 x 3-matrix, however, due to the SU(2) symmetry of the
model, the total z component of the spins has to be conserved
and thus different triplon flavors do not mix in the one-particle
sector. In fact, they must have identical dispersions, we write
Exop = E(K)Sqp and only refer to the dispersion E(k) in
the following. To check at least part of our series coefficients,
we can compare the case J, =0, i.e., the nonfrustrated
version of the bilayer, to previous results from the literature
[73].

The two-particle problem, ie., Q =2, is more
challenging  [72,74]. Here the matrix elements
(ro/, v +d'B'| Hege [roe, r +dB) describe two particles

with initial(final) positions r”’ and r”’ 4+ d" and triplon
flavors o), B Similar to the one-particle case, an effective
two-triplon Hamiltonian matrix hg(d,d’, B, o’8’) with
respect to states |K, d, @) can be constructed, where K is
the total momentum and d labels the two-triplon separation.
This matrix kg, comprising of the analytical matrix elements
of the SE, has a particular structure, directly representing the
underlying physics, i.e., the two-particle scattering problem,
that can be used to extract the two-triplon spectrum. Most
important, hg is band-diagonal with respect to d, due the
model only involving local spin interactions and comprises of
two different types of matrix elements. First, for [d| < dj,
i.e., a two-triplon separation smaller than some characteristic
length dj, both triplons interact through an effective coupling
determined by pCUT and the corresponding matrix elements
describe those irreducible two-triplon interactions. Second,
for larger d"”, the triplons are too far separated to interact but
can still move separately across the lattice. This forms a semi-
infinite band in Ak, describing the propagation of scattering
states. The latter allows us to diagonalize hg numerically on
sufficiently large lattices with periodic boundary conditions
without neglecting any two-particle interactions. Thus the
resulting spectrum will capture all relevant two-triplon states,
especially any (anti)bound states outside the two-particle
continuum. In practice we evaluate the spectrum of sk on a
system with 20 x 20 dimers (800 spins).

Again, the SU(2) invariance of the model fixes the total
z component of a two-triplon state, resulting in a block-

K=(m,m) E

14 F (a)

L M=(r,0)
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B(k)
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FIG. 2. One-particle dispersion E (k) in seventh-order series ex-
pansion for J; = 0.1 at varying values of « = 0.1, 0.5, and 0.9 (top
to bottom) along high-symmetry lines of BZ. Insets: Constant energy
surfaces.

diagonal form of ik under the constraint @ + 8 =o' + 8.
Moreover, the total spin § =0, 1, and 2 of the two-triplon
state is conserved as well, providing us with a suitable clas-
sification for the spin-structure of the two-triplon states, we
write |[K,d, «8) — |K,d, S, S§¢). In practice, this is used to
simplify the evaluation of the SE, while also providing an
additional check for the resulting states after the numerical
diagonalization.

All evaluations of required matrix elements of Heg can be
carried out on suitable chosen linked cluster graphs of the
lattice. A detailed description of their construction procedure
can be found in Ref. [57].

IV. RESULTS

In this section, we describe our findings on the low energy
spectrum of the J1J2BHM. Section IV A covers one-particle
excitations, while Sec. IV B contains the results for the two-
particle states. In both cases, we investigate the structure of
the spectrum as well as the wave function of the excitations
and determine a presumed outline of the phase diagram.

A. One-particle excitations

Figure 2 shows the one-triplon dispersion E (k) along some
symmetry lines of the Brillouin zone (BZ) for different values
of k = % at a fixed value J; = 0.1, calculated to seventh order
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FIG. 3. Comparison between bare series (solid lines) and series
after Euler resummation (dashed lines) for orders 3 to 7 at (a) x = 0.2
and k = (;r, w) and (b) « = 0.8 and k = (7, 0) vs NN coupling J;.

in the series expansion using pCUT. From this, the overall
tendencies of the model can already be visualized.

First, for k « 0.5, the dispersion has a clear minimum at
k = (£m, £m), which coincides directly with the formation
of Néel order in the single-layer model for small NNN cou-
pling J,. Second, for « >> 0.5, the global minimum can be
found at k = (7, 0) (and its equivalent points). This fits the
expectation from the single-layer model, that for sizable J, a
collinear magnetic order ground state is formed. In both cases
the minima remain at their respective k points even for higher
Ji to the point when the excitation gap vanishes. Last, for
k ~ 0.5, the dispersion lacks a clear minimum. Instead, al-
most all wave vectors along the edge of the BZ acquire nearly
identical energies. This is consistent with the behavior of the
single-layer model, where at the maximally frustrated point, a
line-degeneracy at zero energy of the dispersion indicates the
absence of a well defined ordering vector. In the present case
this scenario is accompanied by the dimer gap.

Based on those observations, it is natural to investigate the
excitation gap at the most likely critical points k = (7, )
and k = (i, 0) with respect to the interaction strengths and
varying orders of the series expansion. Figure 3(a) displays the
triplon energy at k = (7, 7 ) in the Néel-near parameter space
for k = 0.2 and varying J;. It shows a comparison between
third- to seventh-order bare series expansion and equivalent
results after an Euler resummation scheme is applied (details
can be found in the Appendix. In this case, it appears that the
convergence of the series is satisfying, even without the appli-
cation of a resummation scheme for most orders investigated.
Only the series at O(6) is an outlier, diverging in the vicinity of
the tentative critical point. The resummation corrects this and
leads to a monotonic convergence of the critical point. We find

FIG. 4. Phase boundaries as determined through the one-triplon
gap closure for varying orders in (a) bare series expansion and (b) Eu-
ler resummation. Open dots and squares show results from Ref. [66].
Color shows the wavevector of the one-triplon gap closure.

Ji.c = 0.64 for « = 0.2 at our highest expansion order using
the resummation.

For larger k and at k = (7, 0), the situation differs, see
Fig. 3(b). Here, we observe an alternating behavior between
even and odd orders of the bare series expansion, with odd
orders providing a gap closure, while even orders diverge.
Applying Euler resummation as for the case of k < 0.5, this
issue can be resolved, again leading to a monotonic decrease
of the critical coupling with increasing expansion order. Using
resummation, we find J; . ~ 0.84 for k = 0.8 at the largest
expansion order.

Next, we use such findings to determine the phase diagram
for the J1J2BHM. Because our approach provides the com-
plete triplon dispersion as power series in J; and «, we can
easily scan for the critical coupling J; .(«x) at which the triplon
energy vanishes for a given wavevector for any value of «.
That is, similar to the preceding paragraphs, we now consider
the gap closings at k = (mr, w) (Néel-type) and k = (7, 0)
(collinear-type) versus « and plot the resulting phase bound-
aries for various orders in Fig. 4. Panel (a) shows the results
of the bare series expansion, while panel (b) shows those for
the resummed series. For the two pitch vectors considered,
in both cases, only those boundaries are shown for which the
excitation gap closes first.

Several remarks are in order. First, the phase diagram is
displayed in terms of the parameters (x, Jil). This allows for
direct comparison of our findings to those from CCM in
Ref. [66]. The latter are marked by open dots and squares
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in the figure. In terms of this parameter space, the decoupled
dimer limit corresponds to regions of large 1/J;, while the
single-layer model resides on the lower x axis at 1/J; = 0.
Second, contrasting panel (a) against (b) the influence of the
series resummation is apparent. While in (a), and in particular
for even orders, there are large windows of x with no gap
closing, for (b) these windows shrink. Moreover, the evolution
versus expansion order in (b) suggest a well behaved con-
vergence, with O(7) critical lines from resummation not too
far from the infinite order limit. In contrast to the CCM [66],
our results from the one-triplon gap predict a slightly more
extended dimer phase for small ¥ based on the bare series and
for all x based on the resummed series. This variance likely
stems from a bias imposed on the two methods by virtue of
their opposite “starting phases,” i.e., dimer (LRO) phase for
the pCUT (CCM).

For all « and in particular in the region of maximal frus-
tration near k =& 0.5 the critical lines of neither the bare nor
the resummed series show a tendency to approach Ji] -0
upon increasing the expansion order. Rather, as one can see
from Fig. 4(b), there is a clear tendency near « ~ 0.5, to
stabilize the critical line for single triplon gap closure at
some minimum finite value of Jll ~ 0.65. This is remarkably
close to the termination of reentrant behavior of the Néel and
collinear phases, observed by CCM [66]. From the latter, the
nonmagnetic and potentially spin-liquid regime of the single-
layer model, for 0.45 < « < 0.59, extends upwards, forming
an “hourglass” shaped region at finite J, , visible in Fig. 4(b).
Combining this with the critical line from the resummed SE,
it is very tempting to speculate that the single-layer QSL,
anticipated on the line Jll = 0, is confined to the lower part
of this hourglass and terminates within its constriction. This
is very reminiscent of a somewhat similar situation of a QSL
surrounded by a QDM and two reentrant LRO phases in the
frustrated honeycomb bilayer Heisenberg model [50].

B. Two-particle excitations

In this section, we focus on the two-triplon excitations.
Figure 5 shows their spectrum versus the total momentum K
along selected high-symmetry paths in the BZ for different
values of J; and k. A few notes are in order. First, for each
total momentum K, the spectrum comprises of two parts,
i.e., a continuum of states and potentially several discrete
(anti)bound states. The continuum is formed from all com-
binations of two one-triplon states with energies E(k;) and
E(k,) and total momentum K = k; 4+ k,. The (anti)bound
states can in principle occur at any K. Their formation and size
of splitting from the continuum however, i.e., (anti)binding
energy, depends strongly on the specifics of the two-triplon
scattering potential and the total wave vector. In particular, for
small «, we find (anti)bound states primarily in the vicinity of
K = (£m, £7), where the two-triplon continuum is narrow-
est and the continuum two-triplon density of states (DOS), is
highest, see Fig. 5(a). The DOS, approximated by introducing
a finite linewidth ~ 0.02 to each state and normalized by the
number of states at each K, shows some regular structure in
the continuum at small «, which is the result of degeneracies
in the spectrum due to finite system size. At larger «, these de-
generacies are lifted and the structure is not governed by finite

continuum ]
bound X
antibound X

J1 =051 k= 06] C

r M K r

FIG. 5. Two particle spectra for three different parameter sets
over total momentum K along various high-symmetry lines in the
BZ for series expansion at seventh order (one-particle matrix ele-
ments) and fifth order (two-particle interactions). DOS of continuum
indicated by color scale (in arbitrary units). (c) Thin lines are guides
to the eye for states with similar wave functions. A, B, C label bound
states depicted in Fig. 6.

size effects. Satisfyingly, the (anti)bound states at low « are
consistent with previous results from a different type of series
expansion performed at k = 0 only, i.e., the J;-Heisenberg
bilayer [75].

Increasing «, the width of the continuum in the vicinity
of the K point increases and the dominant (anti)bound states
start to continuously move away from K towards other parts
of the BZ, first acquiring sizable binding energies near M and
eventually also around I'. For intermediate «, at the lower
edge of the region of strongest frustration, i.e., ¥ ~ 0.5 and
Fig. 5(b), low-energy bound states can be found well split-off,
all along I"-M. For even larger «, i.e., at the upper edge of the
most frustrated region, Fig. 5(c), bound states at the I" point
are lowest in energy. Most remarkably, here, we find these
latter energies to be lower than all of those from the complete
one- and two-triplon spectra. This renders the two-particle
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bound states the low-energy elementary excitations of the
system. We will elaborate on this later.

Two additional features are visible in Fig. 5(c). First, for
larger «, small ripples at the boundary of the continuum occur.
This is not due to the series being of insufficiently high order,
rather it is a finite size effect of particular nature. That is, for
any finite size of the one-triplon momentum space, the actual
total momentum of the lower edge of the two-triplon contin-
uum may be off from the available momenta k; + k;, leading
to the ripples visible. Second, and interestingly, a contour plot
of the DOS in Fig. 5 suggests that the positions of the bound
states is roughly consistent with a qualitative 7 -matrix type of
argument. That is, in regions of high two-particle DOS close
to the lower edge of the continuum, e.g., in the vicinity of K
[Fig. 5(a)] or along I"-M [Figs. 5(b) and 5(c)], bound states
tend to be “pushed” away from the continuum. Otherwise,
if a large two-particle DOS is observed only further into the
continuum, the bound states occur only close to the continuum
boundary.

Now we turn to the internal structure of the bound states
uncovered. As described in Sec. III, the spin-component of the
two-triplon eigenstates of Heg can be classified according to
total spin § = 0, 1, 2 and its z-component $* = —S, ..., +S.
We find that all bound states we obtain are S =0 and S = 1
states, while the antibound states satisfy S = 2. Apart from
the spin-quantum number, the two-triplon wave function can
be classified according to lattice harmonics, i.e., the “angular”
momentum loosely speaking. For that purpose, we consider
the d dependence of the two-triplon wave function

W,(K)) = ) _CalK.d,S,.5;). )
d

where the Cy are wave function amplitudes, which in prin-
ciple are complex. However, at K = (0, 0), and because all
exponentials of type ~exp(iK(...)) are unity, the effective
Hamiltonian in each S, §%, O = 2 subspace is real and sym-
metric. In turn, the Cq are real numbers at that point. By
construction, C_q = C4 due to the triplons being indistin-
guishable. This defines a basic symmetry for all spatial wave
functions considered. Moreover, we can now identify addi-
tional symmetries of the (anti)bound states, from the wave
functions exemplified in Fig. 6(b) for « = 0.6 at K = (0, 0).
Namely first, there are states with the largest Cy for d along
NN J; bonds. These are the lowest energy bound states. At
K = (0, 0) these states are sign reversed along the two orthog-
onal lattice directions, e.g., C(1.0) = —Co,1), 1.€., they are odd
under rotation by 7 /2 [states “1” to “6” and “B,” Fig. 6(b)].
Second, there are states with largest amplitude along the NNN
J> bonds [state “A”, Fig. 6(b)]. These states are invariant under
rotation by 7 /2. Finally, states of type “C” in Fig. 6(b) show
a quasicylindrical symmetry. This seems unnatural for the
underlying square lattice.

Figure 6(a) highlights the evolution of the energies of the
various bound states versus J;. The figure details, that for all
Ji < 0.5, the lowest lying bound states display “B” symmetry,
i.e., they are odd under /2 rotation and are tightly bound
with a dominant NN amplitude. Only for J; 2 0.5 lowest-
energy bound states of type “C” [see lower right corner of
Fig. 6(b)] emerge. We argue that the latter states are unphys-
ical artifacts of our SE. First, as can be seen in Fig. 5(c),

E
: ' ‘ M@ dfm) 1 2
2 F E o o’
1.5 _: 3 4
[ continuum - 7 %e? e?
1 [ 3rd-lowest
[ 2nd-lowest ] 5 6
0.5 lowest  * - XX o
k=06 1 ) )
0 C 1 L | 1 5 7
0 01 02 03 04 05 J

FIG. 6. (a) Energies of the bound states and lower edge of the
two-triplon continuum atk = (0, 0) versus J; atk = 0.6. (b) Density
plots of the wave functions of the lowest energy bound states versus
Jy from (a), marked 1 through 6, as well as all bound states at
J; = 0.51, marked A through C, compare Fig. 5(c), on the planar
square-lattice grid of two-triplon separations d. Amplitudes Cy4 are
renormalized to Cyq € [—1, 1] for each state and only those with
|Cq|* > 0.01 are shown. Each plot is centered at d = (0, 0).

their dispersion is unusually steep, with only very few K
points outside of the continuum. Second, their wave function
is rather extended with no clear-cut lattice symmetry present.
In turn, we discard “C” -type states.

Finally, in Fig. 7, we discuss the options for bound-state
criticality, i.e., a gap closure of the QDM phase comprising
two-triplon bound states. To appreciate this, we first realize,
that for « < 0.5 where the QDM phase is expected to con-
dense into Néel LRO, the one-triplon ordering pitch vector
is at the K point. There, and as can be seen from Fig. 5(a),
the two-triplon bound states are at high energies. Comparing
the latter with those at the K point in Fig. 2(a) it is clear
that the breakdown of the QDM phase is driven by conden-
sation of one-triplon states only. This is very different for
k 2 0.5, where the pitch vector for collinear LRO is at the M
point. Here, the two-triplon bound states along I'-M acquire
a sizable binding energy, making those at I" the lowest states
in the whole two-triplon spectrum. Now, by comparing the
gap closures obtained from the bare SE for the one-triplon
states with the lowest two-triplon bound states, i.e., “B” -type,
we are faced with the remarkable fact, that down to « ~ 0.67
one-triplon, as well as S = 0 bound states condense almost
simultaneously within a reasonable level of accuracy and with
the bound-state transition slightly above the magnetic one.

T
bound - -

T
25 O(7) Negl —

O(7) coll. —

1.5

I I ! !
0.2 0.4 0.6 0.8

K

=i
-l

FIG. 7. Seventh-order results of phase diagram from Fig. 4(a) ad-
ditionally with the point of gap closure in the two-particle sector for
series expansion at seventh and fifth orders, for one- and two-particle
matrix elements, respectively.
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Below « ~ 0.67, a proper separation of bound and continuum
states from the Q = 2 sector turns infeasible. However it
seems very likely that the black dashed line in Fig. 7 remains
close to the red line, until the critical pitch switches from
collinear to Néel. It should be stressed, that the potentially
condensing two-triplon bound states always occur at zero
total momentum, different from the one-triplon pitch vector.
Further, since “B” states have S = 0, it is now very tempting to
speculate that these results indicate an additional, intervening
nonmagnetic quantum phase between the QDM and collinear
region, along its upper edge in the quantum phase diagram
of Fig. 4(b). Even more surprising, such a phase, separating
QDM from magnetic spiral states has been found also in the
frustrated honeycomb bilayer Heisenberg model [50], where
the intervening phase displayed nematic character. Consoli-
dating our present findings by resummation or higher-order
SE remains an open question beyond this work.

V. CONCLUSION

To conclude, using pCUT series expansion, we have in-
vestigated the elementary excitations of the antiferromagnetic
frustrated J-J, bilayer spin-1/2 Heisenberg model on the
square lattice in its quantum dimer regime, with a particular
focus on the stability of the dimer phase as well as on the spec-
trum of (anti)bound two-triplon states. We have determined
the quantum critical lines for a condensation of the one-triplon
excitation into magnetic phases. The location of these tran-
sitions is in good agreement with other published analysis,
starting from the magnetic phases. For a sizable pocket in the
Ji/J» — J1 plane, situated above the region of the potential
quantum spin-liquid of the single layer, we have provided
an approximate upper bound for its stability against the for-
mation of a dimer gap. Regarding the two-triplon spectrum
we have uncovered a rich structure of collective (anti)bound
states which we have classified according to their total spin
and rotational symmetry. We found that frustration impacts
the continuum density of states such, that not only the binding
energy but, in particular, the location of the lowest lying bound
states can be shifted strongly within the Brillouin zone. For
large frustration, this leads to a scenario in which the one-
triplon and the S = 0 bound states condense very close to each
other, with a slight preference for the latter. This may suggests
that the transition from the dimer into the collinear magnetic
state could involve an additional intermediate nonmagnetic
phase. This perspective calls for additional analysis. For an ex-
perimental probe of our result in the two-triplon sector, future
investigations of optical probes, including phonon-assisted
magnetic absorption, as well as magnetic Raman scattering
should be of interest.
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APPENDIX: EULER RESUMMATION

Here we briefly describe the resummation of a power series
using a variation of the Euler resummation. An infinite power
series in x of the form

f@) =) anx" (A1)
n=0
can be rewritten as
11
f) = 52:;2— > ( ) ik, (A2)

which is called the Euler resummation. We are working with
finite power series, depending on two parameters J; and J;,
which can be written as

Nmax 1

E(y 1) =YY i,

n=0 [=0

(A3)

where 4, ,_; are rational coefficients obtained by pCUT and
Nmax 18 the order of the SE. With the introduction of x = ;—
this can be written as

Nmax
E(Ui.6) =Y ayk)J} (A4)
n=0
with
an(k) =Y g i (AS)
=0

Now E(J1, k) is a polynomial in J; and the Euler resummation
from Eq. (A2) can be applied by limiting its » sum to the same
order Ny« as the bare series, yielding a resummed series

f o Z ( >ak(/c)J{‘.

n=0

EEuler (Jl ’ K) (A6)

In practice, this limits the impact of the highest order of the se-
ries expansion, counteracting an alternating behavior between
orders [see Fig. 3(b)]. This can improve the convergence.
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