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We study analytic solutions to the Bardeen-Cooper-Schrieffer (BCS) gap equation for isotropic supercon-
ductors with finite-range interaction potentials over the full range of temperatures from absolute zero to the
superconducting critical temperature 0 � T � Tc. Using these solutions �(ε, T ), we provide a proof of the
universality of the temperature dependence of the BCS gap ratio at the Fermi level �(ε = 0, T )/Tc. Moreover,
by examining the behavior of this ratio as a function of energy ε, we find that nonuniversal features emerge
away from the Fermi level, and these features take the form of a temperature-independent multiplicative factor
F (ε), which is equal to �(ε, T )/�(ε = 0, T ) up to exponentially small corrections, i.e., the error terms vanish
like e−1/λ in the weak-coupling limit λ → 0. We discuss the model-dependent features of both F (ε) and Tc, and
we illustrate their behavior focusing on several concrete examples of physically relevant finite-range potentials.
Comparing these cases for fixed coupling constants, we highlight the importance of the functional form of the
interaction potential in determining the size of the critical temperature and provide guidelines for choosing
potentials which lead to higher values of Tc. We also propose experimental signatures which could be used to
probe the energy dependence of the gap and potentially shed light on the underlying mechanisms giving rise to
superconductivity.
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I. INTRODUCTION

Bardeen, Cooper, and Schrieffer (BCS) in their seminal
paper [1] employed a simple model of electron interactions
to study the emergence of superconductivity from electron
pairing. Despite the simplified nature of the BCS model, it
has led to remarkable breakthroughs in our understanding of
superconductivity and, in particular, it reproduces the essen-
tial qualitative features obtained using more realistic pairing
interactions [2]. Today it is understood that many of these
successful predictions of BCS theory are actually indepen-
dent of model details, a concept referred to as universality
[3]. In this light, the BCS interaction potential is simply a
convenient tool for exploring these universal features. One
famous universal prediction of BCS theory is the ratio of
the temperature-dependent superconducting gap �(T ) to the
superconducting critical temperature Tc as a function of the
reduced temperature t = T/Tc:

�(T )/Tc � fBCS(T/Tc) (1)

with an exactly known special function fBCS(t ) [3] which
gives fBCS(0) ≈ 1.76 and fBCS(t ) ≈ 3.06

√
1 − t for t close to

1 [a detailed discussion of this function fBCS(t ) is given in
Appendix A; we use units such that kB = h̄ = 1 throughout
this paper].

The standard arguments for the universality of the BCS gap
ratio assume that the physics is dominated by electrons on the
Fermi surface, and the energy dependence of the interaction
potential is integrated out [3]. However, since interactions in
real superconductors can be considerably more complicated

than the BCS potential, possessing a highly nontrivial energy
dependence [2], it is not obvious that the universal predictions
of the BCS model hold for more complicated potentials. Fur-
thermore, it is not known how universal this ratio is at energies
away from the Fermi level. In this paper, we address both of
these issues, providing a proof of the universality of the BCS
gap ratio at the Fermi level for a broad class of interaction po-
tentials. We also provide expressions which fully characterize
the deviation from universality away from the Fermi surface.
To obtain our results, we exploit the smallness of both the BCS
coupling parameter λ and the quantity e−1/λ, and our results
are exact up to exponentially small corrections, i.e., the error
terms are O(e−1/λ) [4].

To obtain these results, we employ a formalism outlined
in a paper written by ourselves together with Balatsky [5]. In
that work, we investigated the sensitivity of Tc to the spatial
dependence of the pairing interaction, using a generalized
BCS model in which the pairing interaction is described
by a finite-range potential V (r), with nontrivial dependence
on the interelectron separation r. We presented an explicit
formula for Tc which accounts for the details of V (r) and
that is exact up to exponentially small corrections. We also
demonstrated that this improvement on the Tc equation cap-
tures important physics which is completely overlooked by
the BCS potential, most notably, the importance of a length
scale �, which characterizes the range of the interaction. A
surprising consequence of this length scale is that, for a broad
class of mathematically well-behaved potentials V (r), Tc(n)
is always a nonmonotonic function of the electron density
n, with Tc(n) increasing from zero for n � �−3, up to a
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maximum value when n ∼ �−3, and decaying to zero for
n → ∞. These results were subsequently confirmed and made
more mathematically rigorous by Henheik [6]; see also [7] for
a numerical confirmation in a closely related lattice fermion
model. The fact that Tc(n) vanishes in the large density limit
can be understood from the decay of the interaction potential
in Fourier space or, equivalently, the nonsingular short-range
behavior of the potential in real space [5]. Moreover, from that
analysis it is clear that the monotonic dependence of Tc(n)
predicted by BCS theory is, in fact, an artifact of the BCS
potential which corresponds to the limiting case of � → 0
together with a regularization of the gap equation to avoid a
divergence arising in that limit (this point is discussed further
in Sec. V B).

The aim of this paper is to elaborate on and extend the
results in [5] to the full range of temperatures 0 � T �
Tc. Moreover, we prove, using mathematically rigorous ar-
guments, that for the broad class of finite-range potentials
discussed in this work, denoted V (r), the gap ratio has the
form �(ε, T )/Tc � F (ε)fBCS(T/Tc) at energies ε away from
the Fermi level, where F (ε) is a function, independent of
T , which depends on the details of V (r) and is defined
such that F (0) = 1. Importantly, using the expressions de-
rived herein, we recover the universality of the BCS gap
ratio �(T )/Tc � fBCS(T/Tc) for energies close to the Fermi
level, and we provide explicit expressions characterizing
the deviation from universality for more general interaction
potentials. Furthermore, since this ratio is, in principle, mea-
surable using ARPES, the results contained in this paper could
aid in the characterization of interaction potentials in real
superconductors.

We note that until recently the spatial dependence of the
pairing interaction has received relatively little attention in the
physics literature on superconductivity. A notable exception is
work by Swihart published in 1963 [8] presenting numerical
results on the temperature and energy dependence of the gap
in BCS theory for a few energy-dependent interactions. In that
work it was found, numerically, that the ratio �(ε, T )/�(ε =
0, T ) was essentially independent of temperature for the ex-
amples considered, and that �(ε = 0, T )/�(ε = 0, T = 0)
was approximately identical to the weak-coupling result from
BCS theory. As we will show, analytically, in Sec. III these
are, in fact, generic features of the solutions to the gap equa-
tion. Other previous papers in the physics literature have
emphasized the role of the pairing interaction as a physical
approach to regularizing the logarithmic singularity in the
BCS equation [9–11].

The work presented here builds on recent progress made in
the mathematical physics community on solving the BCS gap
equation for particular classes of models [6,12–16]; see [17]
for a review of the topic. More specifically, our results repre-
sent a generalization of these recent results in three directions:
(i) the class of models under consideration is extended; (ii) the
full temperature range is considered; and (iii) the expansion
in λ is taken from next-leading order to arbitrarily high order.
Moreover, the mathematical proofs in Refs. [6,13,15,16] rely
heavily on advanced functional analytic tools, and may there-
fore be less accessible for many members of the condensed
matter community. Since we avoid advanced mathematical

techniques, this paper can act as a bridge between the math-
ematical physics community working on BCS theory and the
broader community of physicists working on superconductiv-
ity.

This paper is organized as follows. We begin, in Sec. II,
with a discussion of the starting point for our calculations,
the BCS gap equation with a finite-range interaction poten-
tial. We then proceed to transform this equation so that it is
amenable to our analytic techniques (Sec. II C); this form has
the further advantage of being applicable to a larger class of
models. In Sec. III, starting from the transformed gap equa-
tion, we present a systematic treatment of its solution up to
exponentially small corrections in a control parameter and, in
particular, establish the universality of the ratio �(0, T )/Tc.
In Sec. IV, we summarize the results of our analytic work
in the form of a theorem, making precise the nature of our
exact solution for the BCS gap equation for a broad class of
finite-range interaction potentials; technical details promoting
our arguments in Sec. IV to a mathematical proof of this
theorem are provided in Appendices. In Sec. V we illustrate
some of the non-universal features of these solutions to the
gap equation using several concrete examples of interaction
potentials. We also present a simple measure of the pairing
efficiency allowing a comparison of the maximum achiev-
able critical temperature for different interaction potentials. In
Sec. VI we offer concluding remarks.

II. PREREQUISITES

To define our notation, we recall the standard model
of interacting fermions (Sec. II A) and the BCS gap equa-
tion (Sec. II B). We then rewrite the gap equation to make it
amenable to an analytic treatment (Sec. II C).

A. Model

The starting point for our calculation is the standard Hamil-
tonian describing interacting electrons,

H =
∫

d3r
∑

σ=↑,↓
ψ†

σ,r(hψ )σ,r + 1

2

∫∫
d3r d3r′

×
∑

σ,σ ′=↑,↓
ψ†

σ,rψ
†
σ ′,r′V (|r − r′|)ψσ ′,r′ψσ,r, (2)

where ψ†
σ,r (ψσ,r) creates (annihilates) an electron with spin

σ at position r, h is a local operator describing the kinetic
energy of the electrons, and V (r) is an attractive nonlocal in-
teraction potential depending on the interfermion distance r =
|r − r′|. While our main results apply to electronic systems
with a variety of kinetic energy operators, for concreteness we
will assume the standard jellium form: (hψ )σ,r = (− ∇2

2m∗ −
μ)ψσ,r, where m∗ and μ are the effective mass and chemical
potential for the electrons, respectively.

B. Gap equation

It is well known that, in mean-field theory, a superconduct-
ing state at temperature T can be characterized by an order
parameter, or superconducting gap function �k(T ), which is
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determined by the equation

�k(T ) = −
∫

d3k′

(2π )3
V̂k,k′

tanh Ek′
2T

2Ek′
�k′ (T ), (3)

where Ek =
√

ε2
k + �2

k with

εk = k2

2m∗ − μ (4)

the Sommerfeld dispersion relation, and V̂k,k′ is the Fourier
transform of the pairing potential [a physics textbook deriva-
tion of Eq. (3) can be found in [3], for example; for
mathematically precise derivations see [17] and references
therein].

We now assume that the model describes an s-wave su-
perconductor, i.e., the gap is constant on surfaces of constant
energy εk = ε, and there is no angular dependence (as dis-
cussed in Sec. V, this assumption is known to be true for
many interesting examples). In such a case, we can use the
electronic density of states (DOS), N (ε), to transform the
integrals in Eq. (3) from momentum to energy:

�(ε, T ) =
∫

R
dε′ 	(ε, ε′)

tanh E (ε′,T )
2T

2E (ε′, T )
�(ε′, T ), (5)

where E (ε, T ) =
√

ε2 + �(ε, T )2,

	(ε, ε′) ≡ −V̂ (ε, ε′)N (ε′), (6)

with the energy-resolved interaction potential V̂ (ε, ε′) ob-
tained by averaging the interaction potential V̂k,k′ over the
energy surfaces εk = ε and εk′ = ε′ (see Appendix B 1 for
details). Here, R denotes the real numbers, which we use
as the domain of integration for simplicity even though the
integrand is nonzero only for ε′ � −μ. We note that, in BCS
theory, a cutoff is imposed as a means of regularizing the
divergent integral; this can be viewed as taking 	(ε, ε′) to
be the function which is 1 for ε′ ∈ [−ωD, ωD] ⊂ R and zero
otherwise, where ωD is the Debye frequency.

We note that, since the pairing of electrons is strongest at
the Fermi level, the parameter

λ ≡ 	(0, 0) = −V̂ (0, 0)N (0) (7)

represents a measure of the coupling strength and can be
identified as a generalization of the BCS coupling parameter
[18]. In fact, as we will show in the next section, λ emerges
as a natural control parameter for a broad class of interaction
potentials.

It is worth emphasizing that, because we have changed
our integration variable to energy, the function 	(ε, ε′) in
Eq. (6) encodes all model-dependent information relevant to
the BCS gap equation in Eq. (5). Moreover, even though we
assumed a quadratic energy dispersion in three dimensions for
the fermion kinetic energy, for concreteness, Eq. (5) and our
results presented in Secs. III and IV apply to a much larger
class of models.

C. Reformulation of the gap equation

While it is straightforward to obtain solutions to Eq. (5)
numerically, we will show that a great deal of insight can be
gained from solving this problem analytically.

It is well known that Eq. (5) possesses a logarithmic di-
vergence as T → 0. This motivates us to use of the following
ansatz for the gap function:

�(ε, T ) = 	(ε, 0)�(0, T )ln
�T,�(ε)

T
. (8)

This equation acts as an implicit definition of a new function
�T,�(ε), which is, notably, free of divergences, as we prove
in Sec. III A. From this expression it is clear that, at the Fermi
level (ε = 0), the gap equation becomes,

1 = λ ln
�T,�(0)

T
(9)

provided �(0, T ) �= 0. Adopting a shorthand for the � → 0
limit: �Tc,0(0) ≡ lim�→0 �Tc,�(0), we see that the critical
temperature may be defined implicitly by

Tc = �Tc,0(0)e−1/λ. (10)

Returning to the definition in Eq. (8) and using Eq. (5), we
find that, at arbitrary energies ε, �T,�(ε) can be written as

�T,�(ε) = T exp

[ ∫
R

dε′ tanh E (ε′,T )
2T

2E (ε′, T )

	(ε, ε′)�(ε′, T )

	(ε, 0)�(0, T )

]
.

(11)

From this we find the following equation for the gap ratio:

�(ε, T )

�(0, T )
= 	(ε, 0)

	(0, 0)

{
1 + λ

∫
R

dε′ tanh E (ε′,T )
2T

2E (ε′, T )

×
[

	(ε, ε′)
	(ε, 0)

− 	(0, ε′)
	(0, 0)

]
�(ε′, T )

�(0, T )

}
(12)

(details on how this key formula is obtained are given in
Appendix B 2). From this equation we can already see a
hint that we are moving in the right direction: if E did not
depend on the gap, then (12) would be an inhomogeneous
linear Fredholm integral equation [19]. If that were the case,
then it is clear that iterating this equation would generate a
series in powers of λ whose coefficients would be completely
independent of the gap. In this way, a solution for the ratio
�(ε, T )/�(0, T ) could be given to arbitrary order in λ. In the
next section we will argue that, in fact, this procedure can be
followed rigorously with errors exponentially small in λ, and
that combining this solution with the other equations in this
subsection leads to expressions for the critical temperature as
well as a constructive proof of the universality of the ratio
�(0, T )/Tc.

III. DERIVATION OF RESULTS

In this section we derive three main results: (i) expressions
for the ratio of the superconducting gap at finite energy ε

away from the Fermi level to the superconducting gap at the
Fermi level �(ε, T )/�(0, T ), (ii) expressions for the critical
temperature Tc, and (iii) a mathematically rigorous proof of
the universality of the ratio �(0, T )/Tc.

These results are summarized and made more precise in
Sec. IV where we present a theorem, including sufficient con-
ditions on the function 	(ε, ε′) for these results to hold true.
Mathematically inclined readers can use the present section as
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an outline of a proof for this theorem, concentrating on the key
steps; technical details can be found in Appendices.

A. Energy dependence of gap

As noted below Eq. (12), it is almost possible to solve this
equation by iteration; the main problem is the gap dependence
of the integrand on the right-hand side. To make progress on
this front we will examine the difference between the exact
expression in Eq. (12) and the more desirable one in which
we take the limit � → 0. In our analysis, we also find it is
convenient to take the T → 0 limit on the right-hand side in
Eq. (12). As we will see, the error introduced by these two
simplifications is, surprisingly, exponentially small.

Let I�,T be the integral in Eq. (12), i.e.,

I�,T ≡
∫

R
dε′ tanh

√
(ε′ )2+�(ε′,T )2

2T√
(ε′)2 + �(ε′, T )2

|ε′|g(ε, ε′), (13)

where we define g(ε, ε′) ≡ K (ε, ε′)�(ε, T )/�(0, T ) with

K (ε, ε′) ≡ 1

2|ε′|
	(ε, 0)

	(0, 0)

[
	(ε, ε′)
	(ε, 0)

− 	(0, ε′)
	(0, 0)

]
. (14)

We observe that the term in the square brackets in (14) van-
ishes in the limit ε′ → 0. Thus, for reasonably well-behaved
functions 	(ε, ε′), the function g(ε, ε′) remains finite in the
limit ε′ → 0. This makes clear that, in the limit where � → 0
and T → 0, the integral in Eq. (13) does not suffer from a
logarithmic divergence. Moreover, as shown in Appendix C 2,
the error terms introduced by replacing I�,T with I0,0 ≡∫
R dε′ g(ε, ε′) can be bounded in the following way:

|I�,T − I0,0| �
(

4T + π sup
ε′∈R

|�(ε′, T )|
)

sup
ε′∈R

|g(ε, ε′)|.
(15)

Since Tc and � both vanish like e−1/λ in the weak-coupling
limit, one can expect that the quantity on the right-hand side
in Eq. (15) is O(e−1/λ) so that Eq. (12) may be approximated
by replacing tanh( E (ε′,T )

2T )/2E (ε′, T ) in the integrand with
1/2|ε′|. A more careful analysis confirms that this is indeed
the case (the interested reader can find detailed arguments in
Appendix C 2), and we obtain our first main result:

�(ε, T )

�(0, T )
= F (ε) + O(e−1/λ) (16)

with

F (ε) = 	(ε, 0)

	(0, 0)
+ λ

∫
R

dε′K (ε, ε′)F (ε′). (17)

A corollary of this is that the gap ratio �(ε, T )/�(0, T ) is
independent of temperature, up to corrections O(e−1/λ).

From this result one can readily verify that the gap ratio is
given by the infinite series:

F (ε) = F0(ε) + F1(ε)λ + F2(ε)λ2 + · · · (18)

with coefficients F0(ε) = 	(ε, 0)/	(0, 0) and

Fn(ε) =
∫

R
dε′ K (ε, ε′)Fn−1(ε′) (19)

for n = 1, 2, . . . .
The series in Eq. (18) is different from more common

asymptotic series arising in quantum physics in that it is

convergent, and its convergence radius controls the magnitude
of the error term introduced by truncating the series at a finite
order. Thus, before we proceed to the next subsection, it is
important to discuss the conditions under which the infinite
series in Eq. (18) converges. To begin we note that

|Fn(ε)| �
∫

R
dε′ sup

ε′′∈R
|K (ε, ε′′)| · |Fn−1(ε′)|

= Ksup(ε)‖Fn−1‖1 (20)

using the definitions ‖Fn−1‖1 ≡ ∫
R dε′ |Fn−1(ε)| and

Ksup(ε) ≡ sup
ε′∈R

|K (ε, ε′)|. (21)

Integrating this inequality on both sides yields the following
bounds:

‖Fn‖1 � ‖Ksup‖1 · ‖Fn−1‖1

� ‖Ksup‖n
1 · ‖F0‖1, (22)

where

‖Ksup‖1 ≡
∫

R
dε |Ksup(ε)|, (23)

with the second inequality obtained by iterating the first one.
Combining this inequality with the series in Eq. (18), we im-
mediately see that this solution for the gap ratio will converge
provided the following holds:

0 < λ <
1

‖Ksup‖1
. (24)

The condition in Eq. (24) is important since our results are
applicable if and only if it is fulfilled. Moreover, it allows us
to estimate the error terms introduced by truncating the series
in Eq. (18) at finite order (see Sec. IV for details).

Since λ is proportional to the coupling constant g, one can
always satisfy the constraint in (24) by choosing g sufficiently
small. As shown in Sec. V for several examples, the constraint
in (24) is a minor restriction in practical applications as our
results are applicable for remarkably large values of the cou-
pling constant g.

B. Critical temperature

We now turn our attention to the critical temperature, as
given implicitly in Eq. (10). From that definition it is clear
that the main barrier to obtaining an exact solution for Tc is
finding an expression for �T,0(0), which we will now proceed
to do.

To begin we define the following auxiliary quantity:

�
(0)
T = T exp

[∫
R

dε′ tanh ε′
2T

2ε′ θ (ωc − |ε′|)
]

(25)

with ωc > 0 arbitrary. Notice that �
(0)
T is very similar to the

function �T,0(0) in Eq. (11) that we are looking for. As al-
ready shown in the original BCS paper [1], the limit T → 0+
of �

(0)
T is well defined and equal to

�
(0)
0 = 2eγ

π
ωc, (26)
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where γ ≈ 0.577 is the Euler-Mascheroni constant and
2eγ /π ≈ 1.13 is the famous constant appearing in the BCS
Tc equation [1] (see Appendix B 3 for proof).

The importance of the quantity defined in Eq. (25) becomes
more apparent when we take the ratio �T,0(0)/�(0)

T :

�T,0(0)

�
(0)
T

= exp

[∫
R

dε
tanh ε

2T

2ε

	(0, ε)

	(0, 0)

�(ε, T )

�(0, T )

− tanh ε
2T

ε
θ (ωc − |ε|)

]
. (27)

It is now easy to take the limit T → 0 and obtain an expres-
sion for �0,0(0):

�0,0(0) = 2eγ

π
ωc exp

{∫
R

dε

2|ε|

[
	(0, ε)

	(0, 0)

�(ε, 0)

�(0, 0)

− θ (ωc − |ε|)
]}

. (28)

Moreover, as shown in Appendix C 3, the error term in-
troduced by replacing �Tc,0(0) with �0,0(0) in Eq. (10)
is exponentially small: ln[�Tc,0(0)/�0,0(0)] = O(e−1/λ). We
thus obtain our result for the critical temperature:

Tc = 2eγ

π
ωc exp

{
−1

λ
+

∫
R

dε

2|ε|

[
	(0, ε)

	(0, 0)
F (ε)

− θ (ωc − |ε|)
]

+ O(e−1/λ)

}
,

(29)

which we can readily evaluate using the series expansion for
F (ε) given in Eq. (18).

C. Universality

We will now prove that the ratio �(0, T )/Tc is given
by a universal function fBCS(t ) in the reduced temperature,
t = T/Tc, which is independent of the functional form of the
interaction potential or any of the model parameters.

To begin, we recall that the function fBCS(t ) may be de-
fined, implicitly, in the following way [3]:

∫ ∞

0
dε

⎧⎨
⎩ tanh

√
ε2+fBCS(t )2

2t√
ε2 + fBCS(t )2

− tanh ε
2

ε

⎫⎬
⎭ = 0 (30)

for 0 � t � 1; see Appendix A for further details, including a
plot of this function fBCS(t ). This definition will help guide us
in our proof. Next, we recall Eq. (9), which implies that the ra-
tio �T,�(0)/T is independent of temperature. Therefore, it is
clear that ln[�T,�(0)/T ] − ln[�Tc,0(0)/Tc] = 0. Combining
this identity with Eq. (11) yields the following exact equation:∫

R
dε

{
tanh E (ε,T )

2T

E (ε, T )

�(ε, T )

�(0, T )
− tanh ε

2Tc

ε

�(ε, Tc)

�(0, Tc)

}
	(0, ε)

	(0, 0)
= 0,

(31)

which is our starting point.

To proceed we recall the definition of E (ε, T ) and use
Eq. (16) the fact that the gap ratio �(ε, T )/�(0, T ) is in-
dependent of temperature, up to corrections O(e−1/λ). Thus,
Eq. (31) becomes

∫
R

dε

⎧⎨
⎩ tanh

(√
ε2+�(ε,T )2

2T

)
√

ε2 + �(ε, T )2
− tanh

(
ε

2Tc

)
ε

⎫⎬
⎭

× 	(0, ε)�(ε, T )

	(0, 0)�(0, T )
= O(e−1/λ). (32)

Then, changing the integration variable ε to ε = ε/Tc, we find

∫
R

dε

⎧⎨
⎩ tanh

(√
ε2+[�(εTc,T )/Tc]2

2T

)
√

ε2 + [�(εTc, T )/Tc]2
− tanh

(
ε
2

)
ε

⎫⎬
⎭

× 	(0, εTc)�(εTc, T )

	(0, 0)�(0, T )
= O(e−1/λ). (33)

Now, the differences: 	(0, εTc) − 	(0, 0) and �(εTc, T ) −
�(0, T ) are proportional to Tc/μ = O(e−1/λ). Hence, the re-
placements 	(0, εTc) → 	(0, 0) and �(εTc, T ) → �(0, T )
only add to the O(e−1/λ) corrections. Thus,

∫
R

dε

⎧⎪⎨
⎪⎩

tanh
√

ε2+[�(0,T )/Tc]2

2T/Tc√
ε2 + [�(0, T )/Tc]2

− tanh ε
2

ε

⎫⎪⎬
⎪⎭ = RU (34)

with an error term RU = O(e−1/λ). As shown in Appendix C,
Eq. (34) is equivalent to the following remarkable equation,
�(0, T )/Tc = e−RU fBCS(eRU T/Tc) with the function fBCS(t )
defined in Eq. (30), and it is therefore clear that

�(0, T )

Tc
= fBCS(T/Tc) + O(e−1/λ) (35)

(mathematically inclined readers can find details of the proof
in Appendix C 4).

This completes our derivation of the universality of the
gap ratio �(0, T )/Tc. It is interesting to note that, combin-
ing all three of the main results in this section, we arrive
at the following gap ratio for energies away from the Fermi
level:

�(ε, T )

Tc
= F (ε)fBCS(T/Tc) + O(e−1/λ). (36)

From Eq. (36) we can clearly see that, while the gap ratio is
universal at the Fermi level, it acquires nonuniversal correc-
tions at finite energies away from the Fermi level. Moreover,
these nonuniversal corrections take the form of the model-
dependent multiplicative factor F (ε).

IV. SUMMARY OF RESULTS

In Sec. III we derived three results about solutions to the
BCS gap equation in Eq. (5). In this section, we present
a theorem summarizing these results in a way which is
mathematically precise and, in particular, provides sufficient
conditions on the function 	(ε, ε′) under which these results
hold true (Sec. IV A; the proof of this theorem can be found
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in Appendix C). We also discuss how to use these results in
practice (Section IV B).

A. Main theorem

For clarity, and in the interest of making this section self-
contained, we recall some definitions introduced in Sec. III
that we need to formulate our result. First, we recall that all
relevant model details are represented by a function 	(ε, ε′),
and this function determines three other important functions
entering our solutions:

K (ε, ε′) ≡ 1

2|ε′|
	(ε, 0)

	(0, 0)

[
	(ε, ε′)
	(ε, 0)

− 	(0, ε′)
	(0, 0)

]
(14)

and

F0(ε) ≡ 	(ε, 0)

	(0, 0)
, F̃0(ε) ≡ 	(0, ε)

	(0, 0)
. (37)

We recall the integral equation

∫ ∞

0
dε

⎧⎨
⎩ tanh

√
ε2+fBCS(t )2

2t√
ε2 + fBCS(t )2

− tanh ε
2

ε

⎫⎬
⎭ = 0 (30)

defining the special function fBCS(t ), 0 � t � 1; see Ap-
pendix A, Lemma 1 for a summary of pertinent properties of
this function.

To prove our results, we need some technical conditions on
the function 	(ε, ε′) which we summarize as follows.

Definition 1. We call a real-valued function 	(ε, ε′) of
the two variables ε, ε′ ∈ R proper if it satisfies the following
conditions:

(i) there exists α > 1 such that |	(ε, 0)||ε|α is finite for
all ε ∈ R;

(ii) |	(ε, ε′)/	(ε, 0)| is finite for all ε, ε′ ∈ R;
(iii) there exists ε0 > 0 such that (a) 	(ε, ε′) is C2 [20] in

the region |ε| < ε0, |ε′| < ε0, (b) 	(ε, ε′) is a piecewise C1

function [21] of ε ∈ R for all fixed ε′ such that |ε′| < ε0, and
(c) 	(ε, ε′) is a piecewise C1 function of ε′ ∈ R for all fixed ε

such that |ε| < ε0.
As proved in Appendix C 1 [see Lemma 2(b)], if 	(ε, ε′)

is proper, then the function

Ksup(ε) ≡ sup
ε′∈R

|K (ε, ε′)| (21)

is well defined, and its norm

‖Ksup‖1 ≡
∫

R
dε |Ksup(ε)| (23)

is finite, i.e., 1/‖Ksup‖1 > 0. We note in passing that the con-
ditions in Definition 1 guarantee also the finiteness of other
norms that we need to rigorously prove our main result (see
Lemma 2); however, since these other norms are not needed
to state our theorem, we do not discuss them here.

We are now ready to state our main result.
Theorem 1. Let 	(ε, ε′) be a real-valued function of the

two variables ε, ε′ ∈ R which is proper (in the sense of Def-
inition 1) and such that the parameter λ ≡ 	(0, 0) is in the
range

0 < λ <
1

‖Ksup‖1
. (24)

Then the BCS gap equation in (5) has a unique solution given
by

�(ε, T )

Tc
= F (ε)fBCS(T/Tc) + O(e−1/λ), (36)

where fBCS(t ), 0 � t � 1, is the universal BCS gap function
determined by Eq. (30), the model-dependent function F (ε)
satisfying F (0) = 1 is determined by the integral equation

F (ε) = F0(ε) + λ

∫
R

dε′ K (ε, ε′)F (ε′) (17)

with K (ε, ε′) defined in Eq. (14), and the critical temperature
is given by

Tc = 2eγ

π
ωc exp

(
−1

λ
+ a(λ) + O(e−1/λ)

)
, (38)

where γ ≈ 0.577 is the Euler-Mascheroni constant; here, a(λ)
is determined by the function F (ε):

a(λ) =
∫

R

dε′

2|ε′| [F̃0(ε′)F (ε′) − θ (ωc − |ε′|)], (39)

and ωc > 0 is an arbitrary constant, i.e., Tc is invariant under
all transformations ωc → ω′

c.
Moreover, the functions F (ε) can be represented by the

series

F (ε) =
∞∑

n=0

Fn(ε)λn,

Fn(ε) =
∫

R
dε′K (ε, ε′)Fn−1(ε′) (n = 1, 2, . . .), (40)

and, similarly, a(λ) may be expressed as

a(λ) =
∞∑

n=0

anλ
n (41)

with

a0 =
∫

R

dε′

2|ε′| [F̃0(ε′)F0(ε′) − θ (ωc − |ε′|)],

an =
∫

R

dε′

2|ε′| F̃0(ε′)Fn(ε′) (n = 1, 2, . . .). (42)

Finally, the series in Eqs. (40) and (41) are both absolutely
and uniformly convergent.

(The proof is given in Appendix C.)
A few remarks are in order. First, we note that Eq. (30)

determines a unique, model-independent, function fBCS(t ),
0 � t � 1, which can easily be computed to any desired accu-
racy; see Appendix A for details, including a plot illustrating
its behavior. Second, it follows, immediately, from these re-
sults that the ratio of the gaps at fixed energy but different
temperatures is universal and independent of energy:

�(ε, T )

�(ε, 0)
= fBCS(T/Tc)

fBCS(0)
+ O(e−1/λ). (43)

This is a vast improvement over the universality of the gap
ratio at the Fermi energy, ε = 0, discussed above. However,
in contrast to this universal result, the ratio of the gaps at fixed
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temperature but different energies is given by the nonuniversal
function F (ε):

�(ε, T )

�(0, T )
= F (ε) + O(e−1/λ). (16)

Thus, we see that the temperature dependence of the gap is
universal while the energy dependence of the gap is nonuni-
versal. Third, regarding the arbitrary nature of the constant
ωc, we note that the transformation ωc → ω′

c changes a(λ) →
a(λ) − ln(ωc/ω

′
c). Therefore, Tc is invariant under this trans-

formation and, hence, without loss of generality, this constant
may be set to any value which is most convenient for the
calculation at hand. We finally note that, since 	(ε, ε′) is pro-
portional to the interaction potential V̂ (ε, ε′), one can always
satisfy the condition in Eq. (24) by rescaling the magnitude of
the interaction V̂ (ε, ε′) → sV̂ (ε, ε′), so that λ is sufficiently
small. However, the functions K (ε, ε′), F0(ε), and F̃0(ε) are
invariant under such a rescaling and, in particular, the norm
‖Ksup‖1 governing the validity of our expansion is determined
by the functional form of the interaction, but not its overall
magnitude.

B. Approximations and error bounds

One challenge in applying the above results to specific
models is the numerical computation of the integrals which
yield the coefficients of F (ε):

F1(ε) =
∫

dε1 K (ε, ε1)F0(ε1),

F2(ε) =
∫∫

dε1dε2 K (ε, ε1)K (ε1, ε2)F0(ε2),

...

(44)

It is clear that, in practice, one has to approximate the function
F (ε) by truncating the series in Eq. (40) at some finite order
N . Fortunately, the derivation in Sec. III allows us to deduce a
simple estimate of the accuracy of such an approximation, as
we now explain.

Recall from Eq. (22) that the nth term in this series satisfies
‖Fn‖1λ

n � ‖Ksup‖n
1λ

n · ‖F0‖1. From this inequality we can see
that the relative size of the nth term in this series is controlled
by the parameter

δ ≡ λ‖Ksup‖1. (45)

Specifically, we find that the N th-order approximation

F (N )(ε) =
N∑

n=0

Fn(ε)λn (46)

is accurate up to a remainder term that can be estimated from

|F (ε) − F (N )(ε)| � λ|Ksup(ε)| ‖F0‖1
δN

1 − δ
(47)

with Ksup(ε) defined in (21). Similarly, we find that

T (N )
c = 2eγ

π
ωc exp

(
−1

λ
+

N∑
n=0

anλ
n

)
(48)

is related to the exact Tc in the following way:

∣∣T (N )
c /Tc

∣∣ � exp

(
Ca‖F0‖1

δN+1

1 − δ

)
, (49)

where ‖F0‖1 = ∫
R |F0(ε)|dε′ and

Ca =
∫

R

dε′

2|ε′|
∣∣F̃0(ε′)

∣∣Ksup(ε′) (50)

(mathematical proofs of these error bounds can be found in
Appendix C 2; see Lemma 4). As proved in Appendix C 1,
‖F0‖1 and Ca are both finite for proper functions 	(ε, ε′); see
Lemma 2(a) and Corollary 1.

Thus, for a given function 	(ε, ε′), the numerical accuracy
of our results can be characterized by three numbers: δ, ‖F0‖1,
and Ca. The results in Eqs. (47) and (49) provide a simple
means to estimate the order N needed to reach the desired
accuracy for a given coupling constant λ.

While higher-order corrections should become increas-
ingly important as λ is increased towards 1/‖Ksup‖1, it is
important to note that low-order approximations can be ac-
curate even if the magnitude of the interaction potential is
large. In particular, for the models discussed in Sec. II, λ =
−V̂ (0, 0)N (0), and therefore, even in cases where the interac-
tion strength |V̂ (0, 0)| is large, the density of states N (0) can
act to suppress the magnitude of λ. Thus, as shown for this
class of models in Ref. [5], the crudest approximation for Tc,

T (−1)
c = 2eγ

π
μe− 1

λ , (51)

can be accurate for a remarkably broad range of coupling
constants. Here, μ is a particularly convenient choice of the
parameter ωc for the models discussed in Ref [5].

In the next section, we investigate some of the prop-
erties of the solutions to the gap equation, as given by
Theorem 1, for this class of models and several concrete
examples of interaction potentials V (r).

C. Conjecture

The key tool in our proof of Theorem 1 in Appendix C is
the inequality ∣∣∣∣

∫
R

f (ε)g(ε)dε

∣∣∣∣ � ‖ f ‖∞‖g‖1, (52)

allowing to estimate integrals of a product of two functions f g
in terms of the so-called supremum norm, ‖ f ‖∞, and L1 norm,
‖g‖1, of the functions f and g; see (C1) for the definition of
these norms. However, it would be natural to try to prove a
variant of these results where one uses instead the Cauchy-
Schwarz inequality∣∣∣∣

∫
R

f (ε)g(ε)dε

∣∣∣∣ � ‖ f ‖2‖g‖2, (53)

with the L2 norm

‖ f ‖2 =
(∫

R
| f (ε)|2dε

)1/2

. (54)
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TABLE I. Examples of functions W (x) determining finite-range potentials as in Eq. (59), together with their Fourier transforms Ŵ (q) and
associated functions fW (ε).

Norms Potential W (x) Ŵ (q) fW (ε)

Exponential exp(−x)/8π 1/(1 + q2)2 ε/(1 + ε)
||Ksup||1 < ∞ Lorentzian 1/π 2(1 + x2)2 exp(−|q|) 2[1 − exp(−√

ε)(1 + √
ε)]

||K2||2 < ∞ k-box [sin(x) − x cos(x)]/2π 2x3 θ (1 − |q|) εθ (1 − ε) + θ (ε − 1)
Gaussian exp(−x2/2)/(2π )3/2 exp(−q2/2) 2(1 − exp(−ε/2))
Yukawa exp(−x)/4πx 1/(1 + q2) ln(1 + ε)

||Ksup||1 = ∞ Y-E (2 − x) exp(−x)/8πx q2/(1 + q2)2 ln(1 + ε) − ε/(1 + ε)
||K2||2 < ∞ 2Y-E (4 − x) exp(−x)/8πx (1 + 2q2)/(1 + q2)2 2 ln(1 + ε) − ε/(1 + ε)

x-box 3θ (1 − |x|)/4π 3[sin(q) − q cos(q)]/q3 6(1 − sin(
√

ε)/
√

ε)

Using this, one can control the series in (40) also by

‖K‖2 ≡
(∫

R
dε

∫
R

dε′|K (ε, ε′)|2
)1/2

. (55)

This suggests to us that Theorem 1 remains true with (24)
replaced by the condition

0 < λ <
1

‖K‖2
(?) (56)

(we write the question mark to make clear that this is a con-
jecture). Moreover, we expect that not only (47) is true, but
also

|F (ε) − F (N )(ε)| � λK2(ε)‖F0‖2
δ̃N

1 − δ̃
(?), (57)

with δ̃ ≡ λ‖K‖2 and

K2(ε) ≡
(∫

R
dε′|K (ε, ε′)|2

)1/2

. (58)

If this was true, then one can replace the condition (i) in
Definition 1 by the following weaker requirement:

(i′) there exists α > 1
2 such that |	(ε, 0)||ε|α is finite for

all ε ∈ R.
This extension of functions 	(ε, ε′) to which Theorem 1

applies might appear minor at first sight. However, as we show
in the next section, there are several interesting examples of
pairing potentials which lead to functions 	(ε, ε′) satisfying
(i′) but not (i); for these examples, the norms ‖K‖2 are finite,
and we found empirically that the results of Theorem 1 are
accurate for λ values in the range (56) despite of ‖Ksup‖∞
being infinite.

V. APPLICATIONS

In this section we apply the results summarized in Sec
IV to study the solutions of the BCS gap equation, Eq. (3),
for several concrete examples of interaction potentials. We
demonstrate that a common feature of these solutions is the
nonmonotonic doping dependence of critical temperatures,
in agreement with previous results [5]. Also, by comparing
the maximum values of the critical temperature achievable
for different functional forms of the interaction potential, we
show that the spatial dependence of the interaction potential
can change the value of the critical temperature by orders of
magnitude, with all other physical parameters held constant.

A. Finite-range potentials

For this section we focus our attention on a class of inter-
action potentials which have the following form in real space:

V (r) = −g�−3W (r/�), (59)

with g > 0 a constant describing the interaction strength
and � > 0 a length scale associated with the decay of the
interaction in position space. Here, the spatial dependence
of the interaction is captured by the dimensionless function
W (x), depending on the dimensionless variable x = r/�, and
normalized such that∫

R3
W (x)d3x = 4π

∫ ∞

0
W (x)x2dx = 1. (60)

This condition ensures that, in the limit where the interaction
range becomes zero � → 0, the interaction potential becomes
local V (r) → −gδ3(r).

In Table I we list several examples of such functions W (x)
satisfying these criteria. These examples include the decaying
exponential, the Lorentzian distribution, the Gaussian distri-
bution, the Yukawa potential, as well as box functions in both
momentum and real space. We also find it convenient to define
a class of functions which interpolates between exponential
and Yukawa potentials:

Wa,b(x) = (2a + bx)
e−x

8πx
. (61)

In Table I these are abbreviated as aY + bE, (a, b) = (2,−1)
and (1,−1). Throughout this section we will make use of
all of these examples to illustrate various properties of the
solutions of Eq. (3).

It is straightforward to show that the Fourier transform of
the potential in Eq. (59) may be written as

V̂k,k′ = −gŴ (�|k − k′|) (62)

with

Ŵ (q) ≡ 4π

q

∫ ∞

0
W (x) sin(xq)x dx. (63)

Note that the normalization condition in Eq. (60) is equivalent
to Ŵ (0) = 1.

For many such potentials, rotation invariance is unbroken
in the superconducting state, i.e., the physically relevant solu-
tion �k(T ) of Eq. (3) depends only on |k| (s-wave solutions).
A sufficient condition for this to be the case is that the Fourier
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transform V̂k,k′ is nonpostitive [12], i.e.,

Ŵ (q) � 0. (64)

Assuming that our potential is of this kind, it is useful to
change variables in Eq. (63) to ε = ε(k), ε′ = ε(k′). One thus
obtains the gap equation in Eq. (5) with

	(ε, ε′) = g

g0
θ (μ + ε)θ (μ + ε′)

× fW (�2(pε + pε′ )2) − fW (�2(pε − pε′ )2)

2�pε

,

(65)

where pε ≡ √
2m∗(μ + ε), and we define the following func-

tion, determined by W (x),

fW (ε) ≡
∫ ε

0
Ŵ (

√
ε′)dε′; (66)

here and in the following, we find it convenient to measure the
coupling constant g in units of

g0 ≡ (2π )2�

m∗ . (67)

From Eqs. (65) and (66) it is clear that λ may be written as

λ = g

g0

fW ([2�kF ]2)

2�kF
, kF ≡

√
2m∗μ (68)

(the interested reader can find details on how these formulas
are obtained in Appendix B 1). In many cases of physical in-
terest, fW (ε) is given by simple explicit formulas; see Table I
for examples.

As we discuss in more detail below, the simple model
studied in the seminal BCS paper [1] can be regarded as a
limiting case where the interaction becomes local, V (r) →
−gδ3(r). However, such a local interaction leads to short-
distance divergences in the gap equation, Eq. (3), and the BCS
potential can be regarded as a simple ad hoc regularization of
these divergences. Thus, it is important to note that the gap
equation is mathematically well defined provided the function
W (x) in Eq. (59) satisfies the following condition [12]:∫ ∞

0
|W (x)|px2dx < ∞ for 1 � p � 3

2
. (69)

This condition allows for potentials V (r) which can be sin-
gular at short distances and/or decay algebraically at large
distances. More specifically, allowed potentials V (r) can di-
verge like r−c as r → 0 with c < 2, and they can decay like
r−c′

for r → ∞ provided c′ > 3.
We have checked in several examples that the conditions

in (64) and (69) guarantee that the function 	(ε, ε′) is proper
in the sense of Definition 1. While this is true for four of our
examples shown in Table I (exponential, Lorentzian, k-box,
and Gaussian), it does not hold for all of them (Yukawa,
Y-E, 2Y-E, and x-box). However, as we discuss below, there
are reasons to suspect that a version of the proof could be
formulated to include these functions.

The model above motivates our work, and we use it to
illustrate our results. However, we stress again that the results
summarized in Theorem 1 are more general and apply to

a much broader class of model interactions than the ones
described by Eq. (59).

In our following discussion it will be useful to simplify
formulas by setting 2m∗ = 1. Then Tc�

2, μ�2, and g/� are
dimensionless (recall that we set kB = h̄ = 1). One can easily
transform to physical units as follows:

Tc�
2 → kBTc/E0, μ�2 → μ/E0, g/� → g/E0�

3 (70)

with E0 = h̄2/2m∗�2 the natural scale in our problem. Note
that, in terms of this energy scale, we can write g0 =
2(2π )2E0�

3.

B. BCS pairing interaction

To set our results in perspective, we discuss the solution
of the model with the BCS pairing interaction, as solved
in the seminal BCS paper [1]. As we will see, the classic
results for the energy-dependent gap function and the critical
temperature may be recovered as a special case of Theorem 1.

The BCS gap equation in Eq. (3) is, in general, difficult to
solve directly. However, as proposed in [1], if one assumes
that V̂k,k′ = −g is nonzero and independent of k and k′ in
energy shells of width ωD � μ around the Fermi surfaces
εk = 0 and εk′ = 0, then Eq. (3) is reduced to Eq. (5) with
the BCS pairing potential

V̂BCS(ε, ε′)N (ε) = −λθ (ωD − |ε|)θ (ωD − |ε′|) (71)

with λ = gN (0) > 0. The solution of this problem was ob-
tained in [1] and it was found that the superconducting gap is
given by

�(ε, T )

Tc
= θ (ωD − |ε|)fBCS(T/Tc) + O(e−1/λ) (72)

for 0 � T � Tc, with the superconducting critical temperature

Tc = 2eγ

π
ωD exp

(
−1

λ
+ O(e−1/λ)

)
(73)

and the universal BCS gap function fBCS(t ) defined by
Eq. (30). Thus, while the universal temperature dependence
of the gap is correctly captured by this simple model, the
energy dependence of the gap is fixed and put in by hand:
F (ε) = θ (ωD − |ε|). Moreover, since λ = gN (0) ∝ √

μ, the
BCS Tc equation predicts a monotonic increase of Tc with
the chemical potential μ. As discussed in Sec. V E, these
latter predictions are an artifact of the simplified interaction
in Eq. (71).

It is worth stressing that the BCS solution in Eqs. (72) and
(73) is not exact but contains correction terms. Thus, Theorem
1 is a mathematically rigorous generalization of the classic
BCS results to a much broader class of interaction potentials.

C. Superconducting domes

To display the general behavior of the critical temperature
for the potentials shown in Table I, we plot Tc as function of
the chemical potential μ, for coupling constant, g = g0/4, in
Fig. 1, for those interaction potentials satisfying ||Ksup||1 <

∞. In each case we show three different levels of approxima-
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FIG. 1. Critical temperature Tc as a function of the chemical potential μ for the four finite-range potential examples given in Table I which
satisfy both ||Ksup||1 < ∞ and ||K2||2 < ∞: exponential, Lorentzian, k-box, and Gaussian. In each case we show (red/dotted) T (−1)

c , computed
by truncating Eq. (38) at the 1/λ order; (blue/dashed) T (0)

c , computed by truncating Eq. (38) at the a0 order; and (black/solid) T (1)
c computed

by truncating Eq. (38) at the a1 order. All energies are reported in units of E0 = 1/2m∗�2, and the coupling constant is set so that g/g0 = 0.25.

tion to the infinite series in λ: T (−1)
c , T (0)

c , and T (1)
c , as defined

in Eqs. (51) and (48).
Notice, in Fig. 1 that there is remarkable agreement be-

tween the T (0)
c and T (1)

c approximations for all examples. In
fact, for several of the examples shown the two curves appear
to overlap for much of the ranges of μ considered. Moreover,
even the lowest-order approximation T (−1)

c captures both the
general features and orders of magnitude of Tc in all cases.
However, it is important to note that, even though the total
coupling strength g = − ∫

V (r)d3r is the same for all cases,
the temperature scales for different potentials can be seen to
vary over several orders of magnitude.

A more quantitative estimate of the accuracy of the results
shown in Fig. 1 can be obtained by examining the convergence
criterion in Eq. (24). Recall from Sec. IV that the error in
the series expansion of Tc can be estimated from the prod-
uct δ ≡ ||Ksup||1λ. When δ < 1 it was found that the series
representing Tc, Eq. (38), converges. Furthermore, we note
that for δ � 1 it is straightforward to show that fewer terms
from Eq. (38) need to be accounted for to give quantitatively
accurate predictions of Tc. In Fig. 2(a) we plot ||Ksup||1g0λ/g
for the example potentials in Table I for which this is well
defined, as function of μ. For each example we have normal-

ized the chemical potentials to the value μ = μmax, defined
as the value of μ for which Tc(μ) achieves its maximum
value.

Notice, in Fig. 2(a), that for g = g0/2 we find that
||Ksup||1λ < 1 in all cases, provided μ > μmax. Moreover, we
see that for the exponential and Lorentzian potentials the
series in Eq. (38) should converge for a wide range of μ

even when g ≈ g0, providing an explanation for the remark-
able agreement between the various approximations shown in
Fig. 1. Additionally, for all examples, we see that ||Ksup||1λ
generally decreases for large μ, indicating that the lower-
order approximations should improve at higher dopings. In
Fig. 2(b), we plot L2 norm of the function K (ε, ε′), defined
in Eq. (55), showing that for these examples in which both
||K2||2 and ||Ksup||1 exist, ||K2||2 is always less than ||Ksup||1.
These comparisons will be useful to keep in mind when dis-
cussing the nonproper examples in Table I.

D. Pairing efficiency

As shown in Fig. 1, as well as Ref. [5], it is not only the
strength of the interactions g which determine the maximum
value of Tc but, in fact, the functional form of the interaction
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(a) (b)

(d)(c)

FIG. 2. Plots of (a) ||Ksup||1g0λ/g as a function of μ; (b) ||K2||2g0λ/g as a function of μ; (c) g/g0 as a function of qmax; (d) ln(Tc,max/E0 ) as
a function of g/g0; for the proper example potentials in Table I (see legend). In each case, we normalize μ to the value μmax associated with
the maximum value of Tc(μ).

potential in position space W (x) can play a dominant role
in determining the magnitude of Tc. We will now present
a simple method for comparing the maximum values of Tc

achievable by various interaction potentials having the form
of Eq. (59).

We start by assuming that λ is small enough so that the
lowest-order approximation of Tc, Eq. (51), may be used as a
good estimate. Then, the critical temperature may be written
as

Tc = 2eγ

π
E0(kF �)2 exp

[
−g0

g

2kF �

fW ([2kF �]2)

]
, (74)

where g0 ≡ (2π )2�/m∗ and E0 = 1/2m∗�2.
We can see by inspection that, in general, Tc(kF ) is a

nonmonotonic function with a maximum value Tc,max at some
finite value of kF = kF,max. It is straightforward to show that
the maximum Tc is achieved at kF = qmax/2� where q = qmax

is a solution to the equation

g

g0
= q

2 fW (q2)

[
1 − 2q2 f ′

W (q2)

fW (q2)

]
(q = 2�kF ). (75)

From Eq. (75) it is clear that, in general, Tc,max will depend
on both the coupling constant g and on the functional form
of the interaction which determines fW . In Fig. 2(c) we show

the relationship between g and qmax for the proper example
potentials in Table I.

With the above definitions, we define λmax by the equation

Tc,max = 2eγ

π
E0

(
qmax

2

)2

e−1/λmax . (76)

The quantities qmax, λmax, and Tc,max/E0 characterize the
magnitude of the possible critical temperatures that can be
achieved for a given interaction described by W (x) for a
fixed coupling strength g/g0 and, hence, represent the “pair-
ing efficiency” of W (x). Two other parameters characterizing
the shape of the superconducing dome are the kF values
where Tc(kF ) is half its maximum value: Tc(kF ) = Tc,max/2;
clearly, there are two such values, kF = qhalf,1/2� in the under-
doped regime, and kF = qhalf,2/2� in the overdoped regime. In
Table II we give these parameters qmax, λmax, Tc,max/E0, qhalf,1

and qhalf,2 for the potential functions W (x) defined in Table I.
In Fig. 2(d) we plot ln(Tc,max/E0) for the proper exam-

ple potentials in Table I, as calculated from Eq. (76), to
demonstrate its dependence on the coupling strength g/g0. It
is clear from this comparison of the logarithms of Tc,max/E0

that the order magnitude of the critical temperature depends
on both the coupling constant g and the functional form of the
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TABLE II. Parameters characterizing the pairing efficiency of the
finite-range interaction potentials defined in Table I for g/g0 = 0.25,
as explained in the text.

qmax λmax
Tc,max

E0

qhalf,1
qmax

qhalf,2
qmax

Exponential 1.28 0.121 1.2 × 10−4 0.66 1.49
Lorentzian 2.51 0.142 1.6 × 10−3 0.62 1.53
k-box 1.00 0.250 5.2 × 10−3 0.90 1.31
Gaussian 2.07 0.213 1.1 × 10−2 0.65 1.48
Yukawa 4.16 0.175 1.6 × 10−2 0.49 1.98
Y-E 5.32 0.113 1.2 × 10−3 0.60 1.72
2Y-E 7.85 0.232 2.4 × 10−1 0.42 2.14
x-box 4.30 0.423 4.9 × 10−1 0.63 1.37

interaction potential. Thus, different interaction potentials can
possess drastically different pairing efficiencies. This helps
to drive home the point that the accurate description of the

superconducting critical temperature requires a detailed un-
derstanding of the underlying interaction potential.

E. Energy dependence of gap

Now that we have demonstrated the deep connection be-
tween the value of a superconductor’s critical temperature and
the functional form of the underlying interaction potential, it is
desirable to develop an understanding of how this interaction
potential could be characterized in a real superconductor. One
quantity that can be measured using standard spectroscopic
techniques is the energy-resolved superconducting gap ratio
F (ε) ≡ �(ε, T )/�(0, T ), which can be calculated to arbi-
trary order in λ using the series in Eq. (17).

In Fig. 3 we plot the gap ratio to linear order in λ, F (ε) ≈
F (0)(ε) + λF (1)(ε), for the proper example potentials in Ta-
ble I. Note that the general trends are similar in each case,
specifically, the ratio is equal to unity at the Fermi level (by
definition) and generally decreases for ε > 0. However, there
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FIG. 3. Gap ratio F (ε) � �(ε, T )/�(0, T ) for the finite-range potential examples given in Table I satisfying ||Ksup||1 < ∞. In each case,
we set g/g0 = 0.25, ε is expressed in units of the chemical potential μ, and seven different values of μ are considered: μ(Tc,max) (black/solid),
μ<(Tc,max/2) (red/dashed), μ>(Tc,max/2) (red/dotted), μ<(Tc,max/4) (blue/dashed), μ>(Tc,max/4) (blue/dotted), μ<(Tc,max/8) (green/dashed),
μ>(Tc,max/8) (green/dotted). In each case, μ<(T ) [μ>(T )] represents the smaller (larger) value of μ associated with the temperature T .
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FIG. 4. Critical temperature Tc as a function of the chemical potential μ for the four finite-range potential examples given in Table I which
only satisfy ||K2||2 < ∞: Yukawa, Y-E, 2Y-E, and x-box. In each case we show (red/dotted) T (−1)

c , computed by truncating Eq. (38) at the 1/λ

order; (blue/dashed) T (0)
c , computed by truncating Eq. (38) at the a0 order; and (black/solid) T (1)

c computed by truncating Eq. (38) at the a1

order. All energies are reported in units of E0 = 1/2m∗�2, and the coupling constant is set so that g/g0 = 0.25.
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FIG. 5. Plots of (a) ||K2||2g0λ/g as a function of μ, and (b) ln(Tc,max/E0) as a function of g/g0, for the nonproper example potentials in
Table I (see legend). In each case, we normalize μ to the value μmax associated with the maximum value of Tc(μ).
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FIG. 6. Gap ratio F (ε) � �(ε, T )/�(0, T ) for the nonproper finite-range potential examples given in Table I. As in Fig. 3, in each case,
we set g/g0 = 0.25, ε is expressed in units of the chemical potential μ, and seven different values of μ are considered: μ(Tc,max) (black/solid),
μ<(Tc,max/2) (red/dashed), μ>(Tc,max/2) (red/dotted), μ<(Tc,max/4) (blue/dashed), μ>(Tc,max/4) (blue/dotted), μ<(Tc,max/8) (green/dashed),
μ>(Tc,max/8) (green/dotted). In each case, μ<(T ) [μ>(T )] represents the smaller (larger) value of μ associated with the temperature T .

are marked differences between the behaviors exhibited by the
different potentials for ε < 0.

F. Nonproper examples

In this subsection we turn our attention to the subset of ex-
amples in Table I which do not strictly satisfy the assumptions
of Theorem 1. While this set of example potentials appear to
yield convergent results for Tc using the results of Theorem
1, they do not provide 	(ε, ε′)′s which are proper according
to Definition 1 and they do not exhibit convergent values
of ||Ksup||1. However, as we show, these examples do yield
convergent norms of the form given in Eq. (55).

As discussed in Sec. III, this L2 norm can replace ||Ksup||1
in some of the steps of our derivations leading to Theorem
1. However, it is not clear if these replacements can be done
in such a way that allows us to prove a modified version of
Theorem 1. Moreover, it is not clear whether that theorem
would ultimately be more or less restrictive than the one

presented in this work. This being said, the behavior of these
anomalous examples is suggestive of the possibility of such
an L2-based theorem, therefore, we show these results to help
motivate this conjecture.

In Fig. 4 we show results for the critical temperature as a
function of μ, as in Fig. 1, for the potentials with nonconver-
gent ||Ksup||1. Notice that the general features are very similar
to those illustrated in Fig. 1, with nonmonotonic supercon-
ducting domes and values of Tc spanning several orders of
magnitude depending on the functional form of the interac-
tion. However, in contrast to the proper examples in Fig. 1,
the examples in Fig. 4 lead to larger values of Tc and exhibit
a much slower decay of Tc as a function of μ, mirroring the
slow decay of these potentials as a function of energy, shown
in Table I. Additionally, in the case of the x-box potential,
we see that more than one local maximum exists in Tc(μ), a
feature not observed for any of the other potentials in Table I.

In Fig. 5(a) we show plots of ||K2||2, Eq. (55), for the four
nonproper examples considered here, demonstrating the finite
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behavior of this norm for a wide range of dopings. Comparing
these to the corresponding norms in Fig. 2 we see that for these
nonproper examples ||K2||2 is generally larger than for the
proper examples. Furthermore, we note that the Y-E potential
appears to exhibit especially strong divergent behavior near
μ = 0. This coincides with a somewhat more rapid vanishing
of Tc near μ = 0, when compared to the other cases in Fig. 4,
as well as the exact vanishing of interactions at ε = 0.

To demonstrate the wide variability of Tc,max for these
examples, we plot ln(Tc,max/E0) in Fig. 5(b) as a function
of g/g0, similar to Fig. 2(d). In these cases we confirm that
several orders of magnitude are spanned for each potential
as a function of g/g0, as in the case of the proper examples.
Moreover, for the examples in Fig. 5(b), we see that signif-
icantly larger values of Tc can be achieved for these cases,
compared to any of the examples in Fig. 2(d), as indicated
by the fact that the scale goes up to 2 on this logarithm
plot.

For completeness, we include plots of the gap ratio
for the nonproper examples in Fig. 6. Notice the simi-
lar behavior exhibited by all Yukawa-based potentials, as
compared to the x-box, or any of the examples in Fig. 3.
These distinctions could allow the discrimination of the spa-
tial dependence of interaction potentials based on gap ratio
measurements.

VI. CONCLUSIONS

We studied analytic solutions to the BCS gap equation for
a broad class of finite-range interaction potentials V (r),
which give rise to s-wave order parameters. Assuming these
interaction potentials satisfy certain technical criteria, we
were able obtain general expressions allowing the systematic
computation of both the gap function and the critical temper-
ature to arbitrary order in a small parameter λ. Importantly,
we found that the energy and temperature dependencies of
the superconducting order parameter factorize and that, while
the temperature dependence is universal, the energy depen-
dence at fixed temperature is sensitive to the details of
the interaction. Moreover, we showed how this nonuniver-
sal energy dependence is given by a function F (ε) that can
be accurately computed using a power series in λ. With
these exact expressions we gave a proof of the universal
gap ratio in BCS theory at the Fermi level, together with
nonuniversal corrections which emerge at finite energies away
from the Fermi level. Furthermore, the utility of the nu-
merical approximations of these expansions for both Tc and
F (ε) was investigated for several examples of interaction
potentials.

We also used these expressions to extend our previous
results, first reported in [5], relating the spatial dependence of
the pairing interaction to the magnitude of Tc. In particular, we
investigated the behavior of Tc for a set of finite-range poten-
tials which are normalized so that g ≡ − ∫

V (r)d3r defines
a coupling parameter. While these potentials are normalized
over real space, importantly, each potential possesses a dif-
ferent spatial dependence and, hence, spreads out in different
ways. For different kinds of spatial dependence, we found
that the maximum possible Tc can differ by several orders of
magnitude (see Figs. 1 and 4). To clarify this relationship we

provided some simple expressions estimating the maximum
value of Tc achievable for a given interaction potential, allow-
ing a quantitative comparison of the “pairing efficiency” of
different interaction potentials.

Our findings make clear that an adequate treatment of the
spatial dependence of the interaction potential is imperative
to obtain reliable predictions of Tc. While, strictly speaking,
these results were only obtained for the BCS gap equation,
it is reasonable to assume that any efforts to predict Tc using
Eliashberg theory must also account for the momentum de-
pendence of the Coulomb and phonon interactions, in addition
to the frequency dependencies of those interactions. We hope
that our results motivate further developments in this area of
research and serve as a template for more advanced methods
of predicting Tc.
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APPENDIX A: UNIVERSAL BCS GAP FUNCTION

The special function fBCS(t ) defined by Eq. (30) is impor-
tant in BCS theory but not widely known (a notable exception
is Leggett’s monograph [3]). In this Appendix we state and
prove properties of this function which we use in the main
text.

Lemma 1. For each t in the range 0 � t � 1, Eq. (30)
determines a unique fBCS(t ) � 0 satisfying

fBCS(t ) = πe−γ exp

{
− fBCS(t )

2t

∫ ∞

1
dε

ln(ε + √
ε2 − 1)

cosh2
(
ε fBCS(t )

2t

)
}

.

(A1)

Moreover, this function fBCS(t ) is differentiable, monotoni-
cally decreasing from fBCS(0) = πe−γ ≈ 1.76 to fBCS(1) = 0,
and

fBCS(t ) =
√

f1(1 − t ) + O[(1 − t )2],

f1 = 1∫ ∞
0

sinh(ε)−ε

4ε3 cosh2 ε
2
dε

≈ (3.06)2. (A2)

The formula in Eq. (A1) is useful for a numerical com-
putation of fBCS(t ): it can be written as fBCS(t ) = G(X ) with
X ≡ fBCS(t )/2t and the special function

G(X ) ≡ πe−γ exp

{
−X

∫ ∞

1
dε

ln(ε + √
ε2 − 1)

cosh2 (εX )

}
, (A3)

and it therefore implies the following implicit representation
of fBCS(t ) in terms of G(X ):

fBCS(t ) = G(X ), t = G(X )

2X
(0 � X < ∞). (A4)
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FIG. 7. Plot of the universal BCS gap function fBCS(t ) defined
in Eq. (30). The exact solution (black/solid), computed numerically,
is compared to the limiting behavior near t = 1 (red/dashed) and
t = 0 (blue/dashed-dotted), as well as the approximate form given
in Eq. (A12) (cyan/dotted).

A plot of fBCS(t ) obtained with Eq. (A1) is given in
Fig. 7. Equation (A2) implies the well-known BCS result that
3.06

√
1 − t is a good approximation of fBCS(t ) for t close to

1; see inset of Fig. 7.
Proof of Lemma 1. It is convenient to write Eq. (30) as

J (fBCS(t ), t ) = 0 with the special function

J ( f , t ) ≡
∫ ∞

0
dε

⎧⎨
⎩ tanh

√
ε2+ f 2

2t√
ε2 + f 2

− tanh ε
2

ε

⎫⎬
⎭. (A5)

One can verify that the function J ( f , t ) has continuous partial
derivatives with respect to f and t which both are nonpositive
for 0 � f < ∞ and 0 � t � 1, J (0, t ) = ln(1/t ), and

J ( f , 0) = − ln
2eγ

π
+ ln

2

f
(A6)

(the latter two results are derived further below). Thus, for
fixed t in the range 0 � t � 1, the function J ( f , t ) is mono-
tonically decreasing from ln(1/t ) � 0 at f = 0 to −∞ as
f → ∞, which implies that J ( f , t ) = 0 has a unique solution
f . Clearly, f = 0 for t = 1, and f = πe−γ for t = 1. To verify
that f as a function of t is monotonically decreasing and
differentiable one can use df /dt = − ∂J ( f ,t )

∂t /
∂J ( f ,t )

∂ f .
To prove Eq. (A1), we regularize the integral J ( f , t ) on

the left-hand side in Eq. (30) by replacing the lower limit
by 	0 > 0 and the upper limit by 	1 < ∞, rewrite this
regularized integral, and then take the limits 	0 → 0 and
	1 → ∞. Changing integration variables in the first term to
ε̃ =

√
ε2 + f 2 allows to write the regularized integral as

∫ √
	2

1+ f 2

√
	2

0+ f 2
dε

tanh ε
2t√

ε2 − f 2
−

∫ 	1

	0

dε
tanh ε

2

ε
= 0, (A7)

where we renamed ε̃ → ε. After partial integrations one can
take the limits, and using the exact integrals∫ ∞

0
dx

ln x

cosh2 x
= − ln

4eγ

π
(A8)

and
∫ ∞

0 dx/ cosh2(x) = 1 one obtains

J ( f , t ) = − 1

2t

∫ ∞

f
dε

ln
(

ε
f +

√
ε2

f 2 − 1
)

cosh2 ε
2t

− ln
2eγ

π
+ ln

2

f
.

(A9)

This implies that J ( f , t ) = 0 is equivalent to Eq. (A1) [to see
this, change integration variables ε → f ε and recall that f is
short for fBCS(t )].

The integral J (0, t ) is computed in a similar manner as
a limit 	0 → 0 and 	1 → ∞ of the following regularized
integral:∫ 	1

	0

dε

{
tanh ε

2t

ε
− tanh ε

2

ε

}

=
∫ 	1/t

	1

dε
tanh ε

2

ε
−

∫ 	0/t

	0

dε
tanh ε

2

ε
→

∫ 	1/t

	1

dε

ε

= ln(1/t ). (A10)

We are left to prove Eq. (A2). For that, we change variables
to s = 1 − t and insert fBCS(t ) ≡

√
f̃ (s) into Eq. (30) to obtain

∫ ∞

0
dε

⎧⎪⎨
⎪⎩

tanh
√

ε2+ f̃ (s)
2(1−s)√

ε2 + f̃ (s)
− tanh ε

2

ε

⎫⎪⎬
⎪⎭ = 0. (A11)

Inserting the ansatz f̃ (s) = f1s + f2s2 + · · · , expanding the
integrand in powers of s, and comparing equal powers of s,
one obtains a system of equations which allow to compute
the coefficients fn recursively. To lowest nontrivial power one
obtains Eq. (A2). �

We note that, from the limiting behavior of fBCS(t ) obtained
above in the regions near t = 0 and 1, we may numerically
fit an elementary function interpolating between these two
extremes. We find that

fapp
BCS(t ) = πe−γ

√
(1 − t2)3 +

√
f1t2

√
1 − t (A12)

is an excellent approximation to fBCS(t ) in the entire temper-
ature range; more specifically, inserting πe−γ ≈ 1.7639 and√

f1 ≈ 3.0633 and computing fBCS(t ) with an accuracy of
eight digits, we checked that, for all 0 < t < 1, the relative
error is less than 0.3%, i.e.,∣∣∣∣ fapp

BCS(t ) − fBCS(t )

fBCS(t )

∣∣∣∣ � 0.003 (0 < t < 1). (A13)

However, while the exact BCS function fBCS(t ) is monoton-
ically decreasing in the whole temperature range, this is not
true for its approximation in (A12): fapp

BCS(t ) is an increasing
function for 0 < t < t1 and t1 ≈ 0.189 (it is decreasing other-
wise); since fapp

BCS(t1) − fapp
BCS(0) ≈ 0.005, this is not visible in

Fig. 7.
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APPENDIX B: COMPUTATION DETAILS

For the convenience of the reader, we collect computational
details to derive results used in the main text.

1. Model definition

To avoid misunderstanding, and for the convenience of
the reader, we give some formulas that are only described in
words in the main text.

The DOS is given by

N (ε) ≡
∫

d3k

(2π )3
δ(εk − ε). (B1)

Using this, one can compute the energy-resolved interaction
potential as

V̂ (ε, ε′) =
∫∫

d3k

(2π )3

d3k′

(2π )3

δ(εk − ε)

N (ε)

δ(εk′ − ε′)
N (ε′)

V̂k,k′ .

(B2)
The integrations here are over the Brillouin zone which, for
the jellium model in Sec. II, is R3.

The Fourier transform of the interaction potential is defined
as

V̂k,k′ ≡
∫

d3r V (|r|)eir·(k−k′ ), (B3)

which implies Eqs. (62) and (63). Using the latter formulas,
the Fermi surface averages in Eq. (B2) are nonzero only if ε >

−μ and ε′ � −μ and, in this case, they reduce to an average
over u ≡ cos θ with θ the angle between k and k′:

V̂ (ε, ε′) = −g
∫ 1

−1

du

2
Ŵ

(
�

√
p2

ε + p2
ε′ − 2pε pε′u

)

= −g
1

4�2 pε pε′

∫ �2(pε+pε′ )2

�2(pε−pε′ )2
dε Ŵ (

√
ε) (B4)

with pε ≡ √
2m∗(μ + ε) and Ŵ is defined in Eq. (63). In-

serting the well-known DOS for the Sommerfeld dispersion
relation

N (ε) = θ (μ + ε)
2m∗ pε

(2π )2
(B5)

yields the formulas in Eqs. (65) and (66).

2. Universal BCS gap ratio

We derive the formula for the gap ratio in Eq. (12). Use the
definition in Eq. (8) and properties of the logarithm to write

�(ε, T )

�(0, T )
= 	(ε, 0)

	(0, 0)

ln[�T,�(ε)/T ]

ln[�T,�(0)/T ]

= 	(ε, 0)

	(0, 0)

{
1 + ln [�T,�(ε)/�T,�(0)]

ln[�T,�(0)/T ]

}
. (B6)

Insert Eq. (9) and

ln
�T,�(ε)

�T,�(0)
=

∫
R

dε′ tanh E (ε′,T )
2T

2E (ε′, T )

(
	(ε, ε′)
	(ε, 0)

− 	(0, ε′)
	(0, 0)

)

× �(ε′, T )

�(0, T )
(B7)

implied by Eq. (11) to obtain Eq. (12).

3. BCS integral

We compute the integral in Eq. (25) to prove Eq. (26). Use
the exact integral in Eq. (A8) to compute by partial integration
the integral in Eq. (25):∫

R

dε′

2ε′ tanh
ε′

2T
θ (ωc − |ε′|)

=
∫ ωc/2T

0

dx

x
tanh(x)

= ln(ωc/2T ) tanh(ωc/2T ) −
∫ ωc/2T

0
dx

ln(x)

cosh2(x)

= ln(2eγ ωc/πT ) + R(ωc/2T )

with the correction term

R(a) = ln(a)(1 − tanh a) +
∫ ∞

a
dx

ln(x)

cosh2(x)

determined by a = ωc/2T . The correction term can be esti-
mated as follows:

|R(a)| � 4| ln(a)|e−2a (B8)

[to see this, use 1 − tanh(a) = 2e−2a/(1 + e−2a) � 2e−2a and∫ ∞
a dx ln(x)

cosh2(x)
� 4 ln(a)

∫ ∞
a e−2xdx = 2 ln(a)e−2a for a >

0). To summarize,

�
(0)
T = 2eγ

π
ωceR(ωc/2T ) (B9)

with R(a) → 0 as a → ∞. This proves Eq. (26).

APPENDIX C: PROOF OF MAIN THEOREM

We give a mathematical proof of Theorem 1; Sec. III A can
be read as a nontechnical outline of this proof.

To specify error terms, we use the usual norms ‖·‖1 (L1

norm) and ‖·‖∞ (supremum norm), i.e.,

‖ f ‖1 ≡
∫

R
| f (ε)|dε,

‖ f ‖∞ ≡ sup
ε∈R

| f (ε)| (C1)

for functions f = f (ε) depending on a real variable ε.

1. Properties of proper functions

In Definition 1, we defined proper functions 	(ε, ε′) by a
list of conditions. Here, we state and prove implications of this
definition that we need in our proof of Theorem 1.

For Ksup(ε, ε′) in (21), we define

K̃sup(ε) ≡ 1

|ε|Ksup(ε). (C2)

We also recall the definitions of F0(ε) and F̃0(ε) in (37).
Lemma 2. Let 	(ε, ε′) be a proper function in the sense of

Definition 1. Then the following results hold true:
(a) All norms ‖F0‖1, ‖F0‖∞, and ‖F̃0‖∞ are finite.
(b) The function Ksup(ε) of ε ∈ R is well defined, and its

norms ‖Ksup‖1 and ‖Ksup‖∞ both are finite.
(c) The function K̃sup(ε) of ε ∈ R is well defined, and its

norms ‖K̃sup‖1 and ‖K̃sup‖∞ both are finite.
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(d) If λ ≡ 	(0, 0) satisfies the condition in (24), then the
function

f (ε) ≡ �(ε, T )

�(0, T )
, (C3)

determined by (12) exists, is piecewise continuous and
bounded: ‖ f ‖∞, ‖ f ‖1 < ∞.

Remark 1. In this Appendix, we use the symbol f (ε) for
the exact gap ratio in (C3) (depending on T ), to distinguish it
from the approximate gap ratio F (ε) appearing later on; note
that f (ε) depends on T , while F (ε) is T independent.

In the main text, we mention the following result.
Corollary 1. The constant Ca in (50) is finite for proper

functions 	(ε, ε′).
Proof. This follows from the estimate

Ca � 1
2‖F̃0‖∞‖K̃sup‖1 (C4)

implied by (50) and (C2), together with the finiteness of the
norms ‖F̃0‖∞ and ‖K̃sup‖1 guaranteed by Lemma 2. �

Proof of Lemma 2. (a) Condition (i) in our Definition 1
implies that |F0(ε)| = |	(ε, 0)/	(0, 0)| and |F0(ε)||ε|α both
are finite for all ε ∈ R and for some α > 1; clearly, this implies
‖F0‖∞ < ∞ and ‖F0‖1 < ∞.

Since |F̃0(ε′)| = |	(0, ε′)/	(0, 0)|, condition (ii) in Defi-
nition 1 for ε = 0 clearly is equivalent to ‖F̃0‖∞ < ∞.

(b) Conditions (ii) and (iii) in Definition 1 imply that the
function

K0(ε, ε′) ≡ 1

ε′

[
	(ε, ε′)
	(ε, 0)

− 	(0, ε′)
	(0, 0)

]

is bounded for all ε, ε′ ∈ R; indeed, the second of these con-
ditions implies that the limit ε′ → 0 of this function is well
defined and finite:

lim
ε′→0

K0(ε, ε′) = ∂

∂ε′

[
	(ε, ε′)
	(ε, 0)

− 	(0, ε′)
	(0, 0)

]∣∣∣∣
ε′=0

by L’Hospital’s rule, and the first of these conditions guaran-
tees finiteness for all other values of ε, ε′. Thus,

K0,sup(ε) ≡ sup
ε′∈R

|K0(ε, ε′)| (C5)

is well defined for all ε ∈ R, and ‖K0,sup‖∞ is finite. Since

K (ε, ε′) = 1
2 sgn(ε′)F0(ε)K0(ε, ε′)

we have Ksup(ε) = 1
2 |F0(ε)|K0,sup(ε), and ‖Ksup‖∞ < ∞ and

‖Ksup‖1 < ∞ follow from the estimates

‖Ksup‖∞ � 1
2‖F0‖∞‖K0,sup‖∞,

‖Ksup‖1 � 1
2‖F0‖1‖K0,sup‖∞.

(c) The proofs of ‖K̃sup‖∞ < ∞ and ‖K̃sup‖1 < ∞ are sim-
ilar to the ones of ‖Ksup‖∞ < ∞ and ‖Ksup‖1 < ∞, replacing
K0(ε, ε′) above by

K̃0(ε, ε′) ≡ 1

εε′

[
	(ε, ε′)
	(ε, 0)

− 	(0, ε′)
	(0, 0)

]
;

again, the finiteness of K̃0(ε, ε′) as ε → 0, ε′ → 0 and
ε, ε′ → 0 is guaranteed by condition (iii) in Definition 1:

lim
ε→0

K0(ε, ε′) = 1

ε′
∂

∂ε

[
	(ε, ε′)
	(ε, 0)

− 	(0, ε′)
	(0, 0)

]∣∣∣∣
ε=0

,

lim
ε′→0

K0(ε, ε′) =1

ε

∂

∂ε′

[
	(ε, ε′)
	(ε, 0)

− 	(0, ε′)
	(0, 0)

]∣∣∣∣
ε′=0

,

lim
ε,ε′→0

K0(ε, ε′) = ∂2

∂ε∂ε′

[
	(ε, ε′)
	(ε, 0)

− 	(0, ε′)
	(0, 0)

]∣∣∣∣
ε=ε′=0

;

the other steps in the proof are similar to the ones in (b) above
and thus omitted.

(d) We note that (12) can be written as

f (ε) = F0(ε) + λ

∫
R

dε′ tanh E (ε′,T )
2T

E (ε′, T )
|ε′|K (ε, ε′) f (ε′), (C6)

using the definitions in (14), (37), and (C3). We can now use
the method of successive approximations to prove (d) [19].
Define the sequence of functions:

f0(ε) ≡ F0(ε),

f1(ε) ≡ F0(ε) + λ

∫
R

dε′ tanh E (ε′, f0 )
2T

E (ε′, f0)
|ε′|K (ε, ε′) f0(ε′),

...

fn(ε) ≡ F0(ε) + λ

∫
R

dε′ tanh E (ε′, fn−1 )
2T

E (ε′, fn−1)
|ε′|K (ε, ε′) fn−1(ε′),

where we have used the shorthand E (ε, g) ≡√
ε2 + g2(ε)�2(0, T ) for convenience.
Now, consider the differences between successive terms:

fn(ε) − fn−1(ε)

= λ

∫
R

dε′ K (ε, ε′)|ε′|

×
[

tanh E (ε′, fn−1 )
2T

E (ε′, fn−1)
fn−1(ε′) − tanh E (ε′, fn−2 )

2T

E (ε′, fn−2)
fn−2(ε′)

]
.

It is clear that

0 � tanh E (ε′, fn )
2T

E (ε′, fn)
|ε′| � 1

since E (ε′, fn) � |ε′| and 0 � tanh(x) � 1 for all x � 0.
Therefore, this leads immediately to the bound

fn(ε) − fn−1(ε) � λ

∫
R

dε′K (ε, ε′)[ fn−1(ε′) − fn−2(ε′)],

� λ Ksup(ε)‖ fn−1 − fn−2‖1.

From which we easily see that

‖ fn − fn−1‖1 � λ ‖Ksup‖1‖ fn−1 − fn−2‖1.

Iterating these formulas starting from f0, it is straightfor-
ward to show that

fn(ε) − fn−1(ε) � λ Ksup(ε)(λ‖Ksup‖1)n−1‖F0‖1 (C7)

and

‖ fn − fn−1‖1 � (λ‖Ksup‖1)n‖F0‖1. (C8)
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Provided the condition in (24) holds, we see that
limn→∞ ‖ fn − fn−1‖1 = 0, which implies that the above se-
quence converges to the solution of (C6). Furthermore, since
each term in the sequence is a piecewise continuous function,
so is f (ε).

Therefore, we can write this solution as

f (ε) = f0(ε) +
∞∑

n=1

[ fn(ε) − fn−1(ε)]

� F0(ε) + λ Ksup(ε)‖F0‖1

∞∑
n=1

(λ‖Ksup‖1)n−1.

Since the series on the right-hand side of the last line con-
verges when the criterion in Eq. (24) holds, it is clear that
‖ f ‖1, ‖ f ‖∞ < ∞. �

2. First approximation

We derive an exact error bound for the approximation in
Sec. III A. We find it convenient to use the shorthand notation

g(ε′) ≡ K (ε, ε′) f (ε′) � ≡ �(0, T ) (C9)

with K (ε, ε′) in (14) and f (ε) in (C3) to write the integral in
Eq. (13) as

I�,T =
∫

R
dε′ tanh

√
(ε′ )2+[ f (ε′ )�]2

2T√
(ε′)2 + [ f (ε′)�]2

|ε′|g(ε′). (C10)

We claimed in the main text that this integral is equal to

I0,0 =
∫

R
dε′ g(ε′) (C11)

up to an error term estimated in Eq. (15). This upper bound is
implied by the following lemma; note that ‖ f ‖∞ and ‖g‖∞ �
Ksup(ε)‖ f ‖∞ both are finite for proper functions 	(ε, ε′) by
Lemma 2.

Lemma 3. Let T � 0, � � 0 be constants and f (ε′), g(ε′)
piecewise continuous functions of the real variable ε′ and such
that ‖ f ‖∞ and ‖g‖∞ both are finite. Then the integrals in
Eqs. (C10) and (C11) are well defined, and

|I�,T − I0,0| � ‖g‖∞(4T + π�‖ f ‖∞). (C12)

Proof. It is obvious that our assumptions guarantee that the
integrals in Eqs. (C10) and (C11) are well -defined. To prove
the estimate in Eq. (C12) we write

I�,T − I0,0 = (I�,T − I�,0) + (I�,0 − I0,0)

with

I�,T − I�,0 = −2
∫

R
dε′ 1√

1 + [ f (ε′)�/ε′]2

× exp
( − |ε′|

T

√
1 + [ f (ε′)�/ε′]2

)
1 + exp

( − |ε′|
T

√
1 + [ f (ε′)�/ε′]2

)g(ε′)

using tanh(x) − 1 = −2e−2x/(1 + e−2x ), and

I�,0 − I0,0 = −
∫

R
dε′

√
1 + [ f (ε′)�/ε′]2 − 1√

1 + [ f (ε′)�/ε′]2
g(ε′).

We use the inequalities e−x/
√

1 + x(1 + e−x ) � e−x � e−y

for 0 < y < x to estimate

|I�,T − I�,0| � 2
∫

R
dε′ e−|ε′|/T |g(ε′)|

� 2 sup
ε′∈R

∣∣g(ε′)
∣∣ ∫

R
dε′ e−|ε′|/T = ‖g‖∞4T .

Similarly, using (
√

1 + x − 1)/
√

1 + x � x/(1 + x) <

y/(1 + y) for 0 < x < y, we obtain

|I�,0 − I0,0| �
∫

R
dε′ (‖ f ‖∞�/ε′)2

1 + (‖ f ‖∞�/ε′)2
|g(ε′)|

� sup
ε′∈R

∣∣g(ε′)
∣∣ ∫

R
dε′ (‖ f ‖∞�/ε′)2

1 + (‖ f ‖∞�/ε′)2

= ‖g‖∞π‖ f ‖∞�.

This proves Lemma 3. �
The estimate in Eq. (15) in the main text is obtained by

specializing this to the case in (C9). As discussed in the main
text, this suggests that, by replacing I�,T in (C10) with I0,0,
one only introduces error terms O(e−1/λ). To prove this, we
denote the correction to this approximation as

R�,T (ε) ≡ I�,T − I0,0 (C13)

for the special case in (C9); Lemma 3 implies that this correc-
tion is small in the following sense:

|R�,T (ε)| � Ksup(ε)‖ f ‖∞[4T + π�(0, T )‖ f ‖∞], (C14)

using the definition of Ksup(ε) in Eq. (21). Using these defini-
tions, we can write the exact equation in (12) as

f (ε) = f0(ε) + λ

∫
R

K (ε, ε′) f (ε′)dε′ (C15)

with f (ε) in Eq. (C9) and

f0(ε) = F (0)(ε) + R�,T (ε). (C16)

It is useful to write the equation in (C15) formally as (I −
λK) f = f0 with the integral operator K defined as (K f )(ε) ≡∫
R dε′ K (ε, ε′) f (ε′); this has the formal solution f = (I −

λK)−1 f0 ≡ F + R�,T with F = (I − λK)−1F (0) and R�,T =
(I − λK)−1R�,T , i.e., recalling the definition of f (ε) in (C9),

�(ε, T )

�(0, T )
= F (ε) + R�,T (ε), (C17)

with F (ε) equal to the solution f (ε) of (C15) for f0(ε) =
F (0)(ε) [i.e., F (ε) is exactly the function specified in Theo-
rem 1], and R�,T (ε) equal to the solution f (ε) of (C15) for
f0(ε) = R�,T (ε). This suggests the following result: the proof
of this below makes the formal argument above mathemati-
cally precise.

Lemma 4. Assume that Ksup(ε) in Eq. (21) is well defined,
the norms ‖Ksup‖1 and ‖Ksup‖∞ both are finite, and the con-
dition in (24) holds true, i.e., δ ≡ λ‖Ksup‖1 is in the range
0 < δ < 1. Then the integral equation in Eq. (C15) has a
unique solution given by the series

f (ε) =
∞∑

n=0

fn(ε)λn (C18)
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with fn(ε) = ∫
R K (ε, ε′) fn−1(ε′)dε′ for n = 1, 2, . . . . More-

over, the following estimates hold true:

| f (ε)| �| f0(ε)| + λKsup(ε)‖ f0‖1
1

1 − δ
,

‖ f ‖1 � 1

(1 − δ)
‖ f0‖1,

‖ f ‖∞ �‖ f0‖∞ + λ‖Ksup‖∞‖ f0‖1
1

1 − δ
,

(C19)

and ∣∣∣∣∣ f (ε) −
N∑

n=0

fn(ε)

∣∣∣∣∣ � λKsup(ε)‖ f0‖1
δN

1 − δ
,

∥∥∥∥∥ f −
N∑

n=0

fn

∥∥∥∥∥
1

� ‖ f0‖1
δN+1

1 − δ
, (C20)

∥∥∥∥∥ f −
N∑

n=0

fn

∥∥∥∥∥
∞

� λ‖Ksup‖∞‖ f0‖1
δN

1 − δ

for all N = 0, 1, 2, . . .; in particular, the series in Eq. (C18)
converge absolutely in both norms ‖·‖1 and ‖·‖∞.

Proof. This is implied by general theorems about linear
operators on Banach spaces; see, e.g., [22], Chap. III. For the
convenience of the reader, we sketch the standard proof.

We only need to prove the first inequality (C19) (since
the second and third are simple implications of the first), and
similarly for (C20).

By our assumptions, f0 is in the Banach space L1(R), and
we claim that

(K f )(ε) =
∫

R
dε′ K (ε, ε′) f (ε′) (C21)

defines a bounded linear operator K : L1(R) → L1(R). In-
deed, using Hölder’s inequality,

|(K f )(ε)| =
∣∣∣∣
∫

R
dε′ K (ε, ε′) f (ε′)

∣∣∣∣ � Ksup(ε)‖ f ‖1 (C22)

using the definition of Ksup(ε) in (21), and thus

‖K f ‖1 � ‖Ksup‖1‖ f ‖1

proving K f ∈ L1(R) for all f ∈ L1(R). This implies, by in-
duction, using general properties of a norm,

‖Kn f0‖1 � ‖Ksup‖1‖Kn−1 f0‖1 � ‖Ksup‖n
1‖ f0‖1

for all n = 1, 2, . . ., and similarly

|Kn f0(ε)| � Ksup(ε)‖Kn−1 f0‖1

� Ksup(ε)‖Ksup‖n−1
1 ‖ f0‖1.

Thus,

| f (ε)| � | f0(ε)| +
∞∑

n=1

λnKsup(ε)‖Ksup‖n−1
1 ‖ f0‖1

equal to the right-hand side in Eq. (C19). The estimate in
Eq. (C20) is proved in a similar manner. �

This lemma implies, in particular,

|R�,T (ε)| � |R�,T (ε)| + λKsup(ε)‖R�,T ‖1
1

1 − δ
(C23)

and

|F (ε)| � |F (0)(ε)| + λKsup(ε)‖F (0)‖1
1

1 − δ
, (C24)

together with the corresponding estimates for the norms im-
plied by these inequalities. In particular, ‖R�,T ‖1 � (1 −
δ)−1‖R�,T ‖1, and using (C14) we obtain

|R�,T (ε)| � Ksup(ε)

1 − δ
‖ f ‖∞[4T + π�(0, T )‖ f ‖∞]. (C25)

Since ‖Ksup‖1Tc = O(e−1/λ), this makes clear that
R�,T (ε) = O(e−1/λ) (recall that f = F + R�,T , and ‖F‖∞
is finite).

3. Second approximation

We use definitions to write

�T,0(0)

�
(0)
T

= exp

{ ∫
R

dε
tanh ε

2T

2ε

[
F̃0(ε)

�(ε, T )

�(0, T )

− θ (ωc − |ε|)
]}

(C26)

and set T = Tc. Note that the integral in the exponent has the
form as in Eq. (C10) for � = 0, and we thus can use Lemma
3 to simplify it. Using also the result in Eq. (B9) and inserting
Eq. (C17) we obtain from Eq. (10)

Tc = 2eγ

π
ωc exp

{
−1

λ
+

∫
R

dε

2|ε|
[

F̃0(ε)F (ε)

− θ (ωc − |ε|)
]

+ RTc

}
(C27)

with an error term which has three contributions, RTc = R(1)
Tc

+
R(2)

Tc
+ R(3)

Tc
. The first accounts for our replacing �

(0)
Tc

by �
(0)
0 =

2eγ ωc/π :

R(1)
Tc

= ln

(
�

(0)
Tc

�
(0)
0

)
. (C28)

The second arises from replacing the gap ratio
�(ε, T )/�(0, T ) by F (ε) using Eq. (C17):

R(2)
Tc

=
∫

R
dε

tanh ε
2Tc

2ε
F̃0(ε)R0,Tc (ε). (C29)

The third is the error introduced by replacing T = Tc by T →
0+ in the integral

R(3)
Tc

=
∫

R
dε

(
tanh ε

2Tc

2ε
− 1

2|ε|

)
[F̃0(ε)F (ε) − θ (ωc − |ε|)].

(C30)

The first error term was estimated already in Appendix B 3,
Eqs. (B8) and (B9):∣∣R(1)

Tc

∣∣ � 4| ln(ωc/2Tc)|e−ωc/Tc ; (C31)

this is negligible since it vanishes much faster than e−1/λ

as λ → 0 [it goes like 4(λ + ln(c)) exp(−2ce1/λ) for some
c > 0].
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The following upper bound for the second error term is
obtained by using the estimate in Eq. (C25):

∣∣R(2)
Tc

∣∣ � sup
ε′∈R

|F̃0(ε′)|
∫

R

dε

|ε|
Ksup(ε)

1 − δ
2Tc‖ f ‖∞

= 2Tc

1 − δ
‖F̃0‖∞‖K̃sup‖1‖ f ‖∞, (C32)

recalling that Ksup(ε)/|ε| = K̃sup(ε). Thus, clearly, R(2)
Tc

=
O(e−1/λ).

The third error term can be estimated using Lemma 4 in
the special case � = 0:

∣∣R(3)
Tc

∣∣ � 2Tc sup
ε∈R

∣∣∣∣ [F̃0(ε)F (ε) − θ (ωc − |ε|)]
|ε|

∣∣∣∣. (C33)

Using Eq. (17), this implies

∣∣R(3)
Tc

∣∣ � 2Tc sup
ε∈R

∣∣∣∣ [F̃0(ε)F0(ε) − θ (ωc − |ε|)]
|ε|

∣∣∣∣
+ 2Tcλ sup

ε∈R
|F̃0(ε)| sup

ε∈R

∣∣∣∣ 1

|ε|
∫

R
dε′ K (ε, ε′)F (ε′)

∣∣∣∣,
and, using the inequality in Eq. (C22),

∣∣R(3)
Tc

∣∣ � 2Tc sup
ε∈R

∣∣∣∣ [F̃0(ε)F0(ε) − θ (ωc − |ε|)]
|ε|

∣∣∣∣
+ 2Tcλ‖F̃0‖∞‖K̃sup‖∞‖F‖1. (C34)

The second term is clearly O(e−1/λ) (recall that ‖F‖1 is
finite, as proved in Appendix C 2). To show this also for
the first term, we recall that ωc is arbitrary and thus can
be chosen so as to minimize the error terms; setting ωc =
ε0 and recalling that 	(ε, 0) and 	(0, ε), and thus F0(ε)
and F̃0(ε), have continuous derivatives for |ε| < ε0 by our
assumptions:

sup
|ε|�ε0

∣∣∣∣ [F̃0(ε)F0(ε) − 1]

|ε|
∣∣∣∣ � sup

|ε|�ε0

∣∣∣∣ d

dε
F̃0(ε)F0(ε)

∣∣∣∣
by the fundamental theorem of calculus, and

sup
|ε|>ε0

∣∣∣∣ F̃0(ε)F0(ε)

|ε|
∣∣∣∣ � 1

ε0
‖F̃0‖∞‖F0‖∞

using properties of the norm ‖·‖∞ defined in Eq. (C1). Thus,
R(3)

Tc
= O(e−1/λ). This completes the proof of RTc = O(e−1/λ).

4. Third approximation

We use Eq. (C17) to replace the gap ratios
�(ε, T )/�(0, T ) and �(ε, Tc)/�(0, Tc) in Eq. (31) by
F (ε) at the cost of introducing a correction term R(1)

U , i.e., we
write Eq. (31) as

JT,�,Tc = R(1)
U (C35)

with the integral

JT,�,Tc =
∫

R
dε

{
tanh

√
ε2+[ f (ε)�]2

2T√
ε2 + [ f (ε)�]2

− tanh ε
2Tc

ε

}
G(ε)

(C36)

with � and f (ε) as in Eq. (C9) and

G(ε) ≡ F̃0(ε)F (ε), (C37)

and the correction term

R(1)
U ≡ −

∫
R

dε

(
tanh

√
ε2+[ f (ε)�]2

2T√
ε2 + [ f (ε)�]2

R�,T (ε)

− tanh ε
2Tc

ε
R0,Tc (ε)

)
F̃0(ε). (C38)

Inserting the estimate in Eq. (C25) and the bound

tanh
√

ε2+[ f (ε)�]2

2T√
ε2 + [ f (ε)�]2

� 1

|ε| ,

and similarly for the special case (�, T ) = (0, Tc), we find

∣∣R(1)
U

∣∣ � ∫
R

dε
1

|ε|
Ksup(ε)

1 − δ
‖ f ‖∞(4T + π�(0, T )‖ f ‖∞ + 4Tc)

= ‖K̃sup‖1‖ f ‖∞
1 − δ

[4T + 4Tc + π�(0, T )‖ f ‖∞].

(C39)

Thus, clearly, R(1)
U = O(e−1/λ).

To obtain our universality result we approximate the inte-
gral in Eq. (C36) by

J (0)
T,�,Tc

=
∫

R
dε

{
tanh

√
ε2+�
2T√

ε2 + �
− tanh ε

2Tc

ε

}
. (C40)

The following result assesses the accuracy of this approxima-
tion.

Lemma 5. Let T � 0, � � 0, Tc � 0 be constants, and
f (ε), G(ε) be piecewise continuous bounded real-valued
functions of the real variable ε such that (i) f (0) = G(0) = 1
and (ii) f̃ (ε) ≡ [ f (ε) − 1]/ε and G̃(ε) ≡ [G(ε) − 1]/ε both
are bounded functions. Then the integrals in Eqs. (C36) and
(C40) both are well defined, and∣∣J�,T,Tc − J (0)

�,T,Tc

∣∣ � ‖G̃‖∞(4T + 4Tc + π�‖ f ‖∞)

+ 4�‖ f̃ ‖∞(1 + ‖ f ‖∞)

(
1 + �

2ε1

)

(C41)

with ε1 such that f (ε) > 1/2 for |ε| < ε1.
Proof. Clearly, our assumptions guarantee that the integrals

in Eqs. (C36) and (C40) are well defined.
We define

J (1)
T,�,Tc

=
∫

R
dε

{
tanh

√
ε2+[ f (ε)�]2

2T√
ε2 + [ f (ε)�]2

− tanh ε
2Tc

ε

}
(C42)

and write

J�,T,Tc − J (0)
�,T,Tc

= (
J�,T,Tc − J (1)

�,T,Tc

)
+ (

J (1)
�,T,Tc

− J (0)
�,T,Tc

)
.
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The following estimate is obtained by using Lemma 3 twice:

∣∣J�,T,Tc − J (1)
�,T,Tc

∣∣ =
∣∣∣∣
∫

R
dε

{
tanh

√
ε2+[ f (ε)�]2

2T√
ε2 + [ f (ε)�]2

− tanh ε
2Tc

ε

}
[G(ε) − 1]

∣∣∣∣
� sup

ε∈R

∣∣∣∣G(ε) − 1

ε

∣∣∣∣(4T + π�‖ f ‖∞ + 4Tc).

To estimate the other term we write

J (1)
�,T,Tc

− J (0)
�,T,Tc

=
∫

R
dε [χ (ε, f (ε)�) − χ (ε,�)]

with the function

χ (ε,�) ≡ tanh
√

ε2+�2

2T√
ε2 + �2

(C43)

(we suppress the T dependence of χ , to simplify notation).
Using the mean value theorem of calculus we write

J (1)
�,T,Tc

− J (0)
�,T,Tc

=
∫

R
dε �[ f (ε) − 1]χ ′

�(ε,�0)

with χ ′
�(ε,�) = ∂

∂�
χ (ε,�) and

�0 = �0(ε,�) = �(1 + ξ [ f (ε) − 1])

for some ξ = ξ (ε,�) in the range 0 � ξ � 1. Inserting
χ ′

�(ε,�) = χ ′
ε (ε,�)(�/ε), which follows from the defini-

tion in Eq. (C43), we obtain

J (1)
�,T,Tc

− J (0)
�,T,Tc

= �

∫
R

dε f̃ (ε)�0χ
′
ε (ε,�0)

with f̃ (ε) = [ f (ε) − 1]/ε. We thus can estimate∣∣J (1)
�,T,Tc

− J (0)
�,T,Tc

∣∣ � �

∫
R

dε | f̃ (ε)||�0||χ ′
ε (ε,�0)|

� � sup
ε∈R

| f̃ (ε)||�0|
∫

R
dε |χ ′

ε (ε,�0)|

� �2‖ f̃ ‖∞(1 + ‖ f ‖∞)
∫

R
dε |χ ′

ε (ε,�0)|

inserting |�0| � �(1 + ‖ f ‖∞) in the last step.
We now use |χ ′

ε (ε,�0)| � |ε|/[ε2 + �2
0]3/2 for all ε ∈ R

and �0 � 0, and that f (ε) � 1
2 for |ε| � ε1 and some ε1 > 0

[the existence of such an ε1 is guaranteed by f (0) = 1 and the
continuity of f (ε) at ε = 0]. The latter implies �0 > �/2 for
|ε| � ε1 and thus, using the former,∫

R
dε |χ ′

ε (ε,�0)| � 2
∫ ε1

0
dε

ε

[ε2 + (�/2)2]3/2

+ 2
∫ ∞

ε1

dε

ε2
� 4

�
+ 2

ε1
.

This implies

∣∣J (1)
�,T,Tc

− J (0)
�,T,Tc

∣∣ < 4�‖ f̃ ‖∞(1 + ‖ f ‖∞)

(
1 + �

2ε1

)
.

(C44)

�

To complete the proof that the error term estimated in
Eq. (C41) is O(e−1/λ) we need to show that ‖G̃‖∞ and ‖ f̃ ‖∞
both are finite. Recalling definitions

‖G̃‖∞ � sup
ε∈R

∣∣∣∣∣
[
F̃0(ε)F (ε) − 1

]
|ε|

∣∣∣∣∣,
which is very similar to the expression on the right-hand side
in the error term estimate in Eq. (C33). Thus, by estimates
explained after Eq. (C33),

‖G̃‖∞ � sup
|ε|�ε0

∣∣∣∣ d

dε
F̃0(ε)F0(ε)

∣∣∣∣ + 1

ε0
(‖F̃0‖∞‖F0‖∞ + 1)

+ λ‖F̃0‖∞‖K̃sup‖∞‖F‖1, (C45)

which clearly is finite. Moreover, using Eq. (C17),

‖ f̃ ‖∞ = sup
ε∈R

∣∣∣∣ [F (ε) + R�,T (ε) − 1]

|ε|
∣∣∣∣

� sup
ε∈R

∣∣∣∣ [F (ε) − 1]

|ε|
∣∣∣∣ + sup

ε∈R

∣∣∣∣R�,T (ε)

|ε|
∣∣∣∣; (C46)

the first term on the right-hand side can be estimated using
Eq. (17) and the inequality in Eq. (C22):

sup
ε∈R

∣∣∣∣ [F (ε) − 1]

|ε|
∣∣∣∣ � sup

ε∈R

∣∣∣∣ [F0(ε) − 1]

|ε|
∣∣∣∣ + λ‖K̃sup‖∞‖F‖1

� sup
|ε|�ε0

∣∣∣∣dF0(ε)

dε

∣∣∣∣ + 1

ε0
(‖F‖∞ + 1)

+ λ‖K̃sup‖∞‖F‖1,

with the second inequality obtained by an argument similar to
the one used to estimate the first term on the right-hand side in
Eq. (C33); the second term can be estimated using Eq. (C25):

sup
ε∈R

∣∣∣∣R�,T (ε)

|ε|
∣∣∣∣ � ‖K̃sup‖∞

1 − δ
‖ f ‖∞[4T + π�(0, T )‖ f ‖∞].

This shows that ‖ f̃ ‖∞ is finite.
The arguments above prove that Eq. (31) is equivalent to

J (0)
�,T,Tc

= RU with an error term RU = O(e−1/λ). Changing the
integration variable from ε to ε = ε/Tc in the definition of
J (0)
�,T,Tc

in Eq. (C40) we can write the latter equation as

∫ ∞

0
dε

⎧⎨
⎩ tanh

√
ε2+f(t )2

2t√
ε2 + f(t ; RU )2

− tanh ε
2

ε

⎫⎬
⎭ = RU (C47)

with f(t ) ≡ �(0, T )/Tc and t ≡ T/Tc. The following lemma
provides an upper bound on the deviation of �(0, T )/Tc from
fBCS(T/Tc).

Lemma 6. The solution f(t ) of Eq. (C47) equals the univer-
sal BCS gap function fBCS(t ), up to corrections such that

|f(t ) − fBCS(t )| � |RU |∣∣fBCS(t ) − tf ′
BCS(t )

∣∣ + O
(
R2

U

)
. (C48)

Proof. We use results derived in Appendix A. Equa-
tion (C47) can be written as J (f(t ), t ) = RU with the
special function J ( f , t ) defined in Eq. (A5), and the rep-
resentation of this function in Eq. (A9) is equivalent to
J ( f , t ) = ln[G( f /2t )] − ln( f ) with the special function G(X )
defined in Eq. (A3). Thus, Eq. (C47) is equivalent to
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f(t ) = e−RU G(f(t )/2t ), which gives a parameter representa-
tion of f(t ):

f(t ) = e−RU G(X ), t = e−RU
G(X )

2X
(0 � X < ∞) (C49)

generalizing the one of fBCS(t ) in Eq. (A4).
We combine the results in Eqs. (A4) and (C49)

and obtain a remarkable formula for the solution

of Eq. (C47):

f(t ) = e−RU fBCS(eRU t ). (C50)

For constant RU , this is a simple explicit formula. However, in
general, the correction terms RU depend on t and f(t ), and then
this formula determines f(t ) implicitly. Anyway, by a Taylor
expansion to first order in RU , this formula gives the result
stated in Lemma 6. �

Since RU = O(e−1/λ), this proves �(0, T )/Tc =
fBCS(T/Tc) + O(e−1/λ).
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