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#### Abstract

We theoretically investigate electronic orderings with the electric axial moment without breakings of both spatial inversion and time-reversal symmetries in the zigzag-chain system. Specifically, we elucidate the role of the local odd-parity hybridization arising from locally noncentrosymmetric lattice structures based on symmetry and microscopic model analyses. We show that the odd-parity crystalline electric field gives rise to an effective cross-product coupling between the electric dipole and electric toroidal dipole, the latter of which corresponds to the electric axial moment. As a result, the staggered component of the electric axial moment is induced by applying an external electric field, while its uniform component is induced via the appearance of staggered electric dipole ordering. We also show that uniform electric quadrupole ordering accompanies uniform electric axial moment. Furthermore, we discuss transverse magnetization as a consequence of the orderings with the uniform electric axial moment. Our results extend the scope of materials exhibiting electric axial ordering to those with locally noncentrosymmetric lattice structures.
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## I. INTRODUCTION

Polarity and axiality are important factors in determining the physical properties in condensed matter physics. For example, a polar vector invariant under time-reversal operation is a source of electric polarization. When a system accommodates a polar vector, various parity-violating physical phenomena occur [1-4], such as antisymmetric spin-split band structure [5,6], the spin Hall effect [7-11], the Edelstein effect [12-16], and the nonlinear Hall effect [17,18]. When the time-reversal symmetry is further broken in the system with a polar vector, a magnetic toroidal dipole occurs [19-24], which exhibits a linear magnetoelectric effect [25-29] and nonreciprocal transport [30-34]. Meanwhile, an axial vector that inverts under time-reversal operation gives rise to magnetization, which becomes the origin of the anomalous Hall effect in collinear [35-39], noncollinear [40-44], and noncoplanar magnets [45-47].

Recently, an electric axiality, which has the opposite timereversal parity to the magnetization, has attracted growing interest $[48,49]$ since the direct observation of its electronic ordering termed as ferroaxial (or ferrorotational) ordering in $\mathrm{RbFe}\left(\mathrm{MoO}_{4}\right)_{2}[50,51]$ and $\mathrm{NiTiO}_{3}$ [51-53]. Owing to the different time-reversal parity, a ferroaxial ordered state exhibits qualitatively different physical phenomena from the conventional ferromagnetic ordering [54-57], such as antisymmetric thermopolarization [58], longitudinal spin-current generation [59,60], and nonlinear transverse magnetization [61]. However, materials to be identified as ferroaxial ordering in experiments are much smaller than those as ferromagnetic ordering: $\mathrm{Co}_{3} \mathrm{Nb}_{2} \mathrm{O}_{8}$ [62], $\mathrm{CaMn}_{7} \mathrm{O}_{12}$ [63], $\mathrm{Ca}_{5} \mathrm{Ir}_{3} \mathrm{O}_{12}$ [64-67], $\mathrm{BaCoSiO}_{4}$ [68], $\mathrm{K}_{2} \mathrm{Zr}\left(\mathrm{PO}_{4}\right)_{2}$ [69], $\mathrm{Na}_{2} \mathrm{Hf}\left(\mathrm{BO}_{3}\right)_{2}$ [70], and Na-superionic conductors [71]. To extend the scope of candidate materials, it is important to propose various potential situations to accommodate the electric axial moment including not only the ferroaxial moment, but also the antifer-
roaxial moment. In particular, the analysis of the electric axial moment in a simple lattice structure is desired to understand its fundamental nature.

In the present study, we investigate a fundamental situation, where the uniform and staggered electric axial moments can emerge by focusing on a zigzag-chain structure with local inversion symmetry breaking. The aim of this study is to clarify the relationship between the electric axial moment and the locally odd-parity crystalline electric field that arises from the lack of an inversion center at each lattice site to further understand the behavior of the electric axial moment, which will be applied to not only a vast of zigzag-chain materials, but also materials with similar lattice structures, such as honeycomb and diamond structures. To extract an essence, we analyze a minimal four-orbital model which incorporates the effect of the $s$ - $p$ hybridization and atomic spin-orbit coupling in the one-dimensional zigzag chain. We find that the sitedependent spin-orbit interaction originating from the local parity mixing in the zigzag chain gives rise to an effective cross-product coupling between an electric field and staggered electric axial moment. Moreover, in analogy to staggered antiferromagnetic ordering with uniform magnetic toroidal dipole [72,73], we show that staggered electric dipole ordering in the zigzag chain accompanies uniform electric toroidal dipole corresponding to the uniform component of the electric axial moment. We also show that uniform electric quadrupole ordering is another one to accompany the uniform electric axial moment. In both cases, we demonstrate the emergence of the transverse magnetization characteristic of the uniform electric axial state, which can be observed in experiments.

The rest of this paper is organized as follows. In Sec. II, we present a relationship between the electric axial moment and odd-parity crystalline electric field based on the symmetry and augmented multipole analyses. After introducing a minimal tight-binding model in Sec. III, we show two situations to activate the electric axial moment in the zigzag chain: One


FIG. 1. (a) Zigzag chain consisting of two sublattices $A$ and $B$. The black arrows represent the direction of sublattice-dependent potential gradient $\pm \partial V^{\text {pot }} / \partial y$ corresponding to the odd-parity crystalline electric field. (b) Staggered alignment of magnetic dipole $\boldsymbol{M}$ accompanying the magnetic toroidal dipole $\boldsymbol{T}$ in the zigzag chain. (c) Staggered alignment of the electric toroidal dipole $\boldsymbol{G}$ accompanying the electric dipole $\boldsymbol{Q}$. (d) Staggered alignment of $\boldsymbol{Q}$ with uniform G.
is the application of the external electric field to cause the staggered electric axial moment in Sec. IV and the other is staggered electronic orderings to induce the uniform one in Sec. V. Section VI is devoted to a summary of this paper.

## II. ELECTRIC AXIAL MOMENT UNDER LOCALLY ASYMMETRIC CRYSTAL FIELD

We discuss the relationship between the electric axial moment and local odd-parity crystalline electric field by introducing four types of multipoles (electric, magnetic, electric toroidal, and magnetic toroidal multipoles) with different spatial-inversion and time-reversal parities [74]; the electric (magnetic toroidal) multipole corresponds to the time-reversal even (odd) polar tensor, while the electric toroidal (magnetic) multipole corresponds to the time-reversal even (odd) axial tensor. We consider the one-dimensional zigzag chain along the $x$ direction in Fig. 1(a), which belongs to the point group $D_{2 \mathrm{~h}}$. Although there is inversion symmetry around the bond center between the $A$ and $B$ sublattices, the local inversion symmetry is broken at each sublattice; the site symmetry belongs to the polar point group $C_{2 \mathrm{v}}$. Accordingly, the linear potential gradient along the $y$ direction occurs in an opposite direction in each sublattice: $\partial V^{\text {pot }} / \partial y$ for the $A$ sublattice, while $-\partial V^{\text {pot }} / \partial y$ for the $B$ sublattice. Such a potential gradient leads to the sublattice-dependent hybridization between the orbitals with different spatial parity, and results in a sublattice-dependent antisymmetric spin-orbit interaction by considering the combination with the atomic spin-orbit coupling [72].

The sublattice-dependent antisymmetric spin-orbit interaction was recently studied in various contexts in condensed matter physics since it became the origin of various electronic orderings, such as odd-parity magnetic multipole orderings
[72,73,75-79], skyrmion crystals [80-83], and exotic superconducting states [84-95]. For example, the relevance with magnetic odd-parity multipole orderings is understood from the symmetry correspondence as follows:

$$
\begin{equation*}
\frac{\partial V^{\mathrm{pot}}}{\partial y} \leftrightarrow(\boldsymbol{M} \times \boldsymbol{T})^{y} \tag{1}
\end{equation*}
$$

where $\boldsymbol{M}$ and $\boldsymbol{T}$ represent the magnetic dipole and magnetic toroidal dipole, respectively. The first corresponds to the timereversal odd axial vector, while the second corresponds to the time-reversal odd polar vector. When the staggered structure of the potential gradient $\partial V_{\text {stag }}^{\text {pot }} / \partial y=\partial V_{\mathrm{A}}^{\text {pot }} / \partial y-\partial V_{\mathrm{B}}^{\text {pot }} / \partial y$ (the subscript represents the sublattice index) is considered with the zigzag structure in mind, Eq. (1) is rewritten as

$$
\begin{equation*}
\frac{\partial V_{\mathrm{stag}}^{\mathrm{pot}}}{\partial y} \leftrightarrow\left(\boldsymbol{M}_{\mathrm{stag}} \times \boldsymbol{T}_{\mathrm{uni}}\right)^{y}, \tag{2}
\end{equation*}
$$

where $\boldsymbol{M}_{\text {stag }}=\boldsymbol{M}_{\mathrm{A}}-\boldsymbol{M}_{\mathrm{B}}$ and $\boldsymbol{T}_{\text {uni }}=\boldsymbol{T}_{\mathrm{A}}+\boldsymbol{T}_{\mathrm{B}}$. Equation (2) means that the staggered potential gradient induces an effective cross-product coupling between the staggered magnetic dipole and uniform magnetic toroidal dipole. Thus, the staggered antiferromagnetic ordered state with the $z$-spin polarization activates the uniform magnetic toroidal dipole along the $x$ direction in Fig. 1(b), which results in $\boldsymbol{T}$-related physical phenomena, such as the magnetoelectric effect [96], nonlinear transport [97,98], nonlinear spin Hall effect [99,100], and nonreciprocal magnon excitations [31,32,101-105]. Besides, since the magnetic toroidal dipole is the same symmetry as the electric current, the staggered component of the magnetization can be induced when applying an electric current in the paramagnetic state, which is similar to the Edelstein effect in noncentrosymmetric crystals [72,73]. These physical phenomena were discussed in other similar locally noncentrosymmetric lattice structures, such as honeycomb [75,76,106-108], diamond [109-111], and bilayer [112-115] structures, which provided useful information to explore and understand the metallic materials with odd-parity magnetic multipoles, such as $\mathrm{UNi}_{4} \mathrm{~B}$ [116-118] and $\mathrm{Ce}_{3} \mathrm{TiBi}_{5}$ [119-122].

In analogy to Eq. (1), the odd-parity potential gradient is symmetrically related to electric-type multipoles with timereversal even as

$$
\begin{equation*}
\frac{\partial V^{\mathrm{pot}}}{\partial y} \leftrightarrow(\boldsymbol{G} \times \boldsymbol{Q})^{y} \tag{3}
\end{equation*}
$$

where $\boldsymbol{G}$ and $\boldsymbol{Q}$ stand for the electric toroidal dipole and electric dipole, respectively; $\boldsymbol{G}(\boldsymbol{Q})$ corresponds to the electric axial (polar) vector with the opposite time-reversal parity to $\boldsymbol{M}$ $(\boldsymbol{T})$. In the zigzag-chain structure with the staggered potential gradient, the above expression is rewritten as

$$
\begin{equation*}
\frac{\partial V_{\mathrm{stag}}^{\mathrm{pot}}}{\partial y} \leftrightarrow\left(\boldsymbol{G}_{\text {stag }} \times \boldsymbol{Q}_{\mathrm{uni}}\right)^{y} \tag{4}
\end{equation*}
$$

where $\boldsymbol{G}_{\text {stag }}=\boldsymbol{G}_{\mathrm{A}}-\boldsymbol{G}_{\mathrm{B}}$ and $\boldsymbol{Q}_{\text {uni }}=\boldsymbol{Q}_{\mathrm{A}}+\boldsymbol{Q}_{\mathrm{B}}$. Thus, the staggered alignment of the $z$-directional electric axial moment, i.e., $G_{\text {stag }}^{z} \neq 0$, induces the uniform electric dipole (electric polarization) along the $x$ direction, as shown in Fig. 1(c). Conversely, when the electric field along the $x$ direction is applied in the paramagnetic state, one can expect the $z$ component of
the staggered electric axial moment since the electric field is the same symmetry as $\boldsymbol{Q}_{\text {uni }}$.

Moreover, one can further rewrite the expression in Eq. (4) while preserving the symmetry as follows:

$$
\begin{equation*}
\frac{\partial V_{\mathrm{stag}}^{\mathrm{pot}}}{\partial y} \leftrightarrow\left(\boldsymbol{G}_{\mathrm{uni}} \times \boldsymbol{Q}_{\mathrm{stag}}\right)^{y} \tag{5}
\end{equation*}
$$

where $\boldsymbol{G}_{\text {uni }}=\boldsymbol{G}_{\mathrm{A}}+\boldsymbol{G}_{\mathrm{B}}$ and $\boldsymbol{Q}_{\text {stag }}=\boldsymbol{Q}_{\mathrm{A}}-\boldsymbol{Q}_{\mathrm{B}}$. This correspondence indicates that the staggered electric dipole ordering in the $z$ component accompanies the uniform axial moment along the $x$ direction, as shown in Fig. 1(d). In this way, the staggered (uniform) alignment of the electric dipole leads to the uniform (staggered) alignment of the electric axial moment in the zigzag-chain system.

## III. MODEL

To demonstrate the above effective cross-product coupling between the electric dipole and electric axial moments beyond the symmetry argument, we investigate a minimal fundamental model in the zigzag chain. To incorporate the effect arising from the absence of the local inversion symmetry like the odd-parity hybridization, the atomic spin-orbit coupling, and dipole degrees of freedom in terms of $\boldsymbol{Q}$ and $\boldsymbol{G}$, we consider the $s$ - $p$ hybridized model consisting of four orbitals ( $s, p_{x}, p_{y}$, $p_{z}$ ) in the zigzag chain, which is given by

$$
\begin{align*}
\mathcal{H} & =\mathcal{H}^{t}+\mathcal{H}^{\mathrm{pot}}+\mathcal{H}^{\mathrm{SOC}}+\mathcal{H}^{\mathrm{odd}} \\
\mathcal{H}^{t} & =-\sum_{i j \alpha \alpha^{\prime} \sigma}\left(t_{i j}^{\alpha \alpha^{\prime}} c_{i \alpha^{\prime} \sigma}^{\dagger} c_{j \alpha \sigma}+\text { H.c. }\right),  \tag{6}\\
\mathcal{H}^{\mathrm{pot}} & =\Delta \sum_{i \sigma} c_{i s \sigma}^{\dagger} c_{i s \sigma},  \tag{7}\\
\mathcal{H}^{\mathrm{SOC}} & =\frac{\lambda}{2} \sum_{i \tilde{\alpha} \tilde{\alpha}^{\prime} \sigma \sigma^{\prime}} c_{i \tilde{\alpha} \sigma}^{\dagger} H^{\mathrm{SOC}} c_{i \tilde{\alpha}^{\prime} \sigma^{\prime}},  \tag{8}\\
\mathcal{H}^{\mathrm{odd}} & =-V \sum_{i \sigma} p_{i}\left(c_{i s \sigma}^{\dagger} c_{i p_{y} \sigma}+\text { H.c. }\right) \tag{9}
\end{align*}
$$

where $c_{i \alpha \sigma}^{\dagger}$ and $c_{i \alpha \sigma}$ stand for the creation and annihilation fermion operators at site $i$, orbital $\alpha=s, p_{x}, p_{y}$, and $p_{z}$, and spin $\sigma$, respectively. The total Hamiltonian consists of the hopping Hamiltonian $\mathcal{H}^{t}$, onsite-potential Hamiltonian $\mathcal{H}^{\text {pot }}$, spin-orbit-coupling Hamiltonian $\mathcal{H}^{\mathrm{SOC}}$, and odd-parity mixing Hamiltonian $\mathcal{H}^{\text {odd }} . \mathcal{H}^{t}$ represents the nearest-neighbor hopping between the $A$ and $B$ sublattices; we use four SlaterKoster parameters $t_{s s \sigma}, t_{p p \sigma}, t_{p p \pi}$, and $t_{s p \sigma}$ for $t_{i j}^{\alpha \alpha^{\prime}}$ by setting the positions of the $A$ and $B$ sublattices as $(0,0,0)$ and $(a / 2,-a / 2,0) ; a$ is the lattice constant along the $x$ direction and we take $a=1$ as the length unit. The hoppings are parametrized as $\left(t_{s s \sigma}, t_{p p \sigma}, t_{p p \pi}, t_{s p \sigma}\right)=(1,-0.8,0.4,-0.6)$; we set $t_{s s \sigma}$ as the energy unit of the total Hamiltonian in Eq. (6). $\mathcal{H}^{\text {pot }}$ represents the atomic energy level for the $s$ orbital, which is lowered from the $p$-orbital level by $\Delta=-2$. For simplicity, we ignore other even-parity crystalline electric fields, which split into the three $p$ orbitals. $\mathcal{H}^{\mathrm{SOC}}$ with $\tilde{\alpha}=p_{x}$, $p_{y}$, and $p_{z}$ represents the atomic spin-orbit coupling for three $p$ orbitals with the orbital angular momenta $l=1$ whose $6 \times 6$
matrix is given by

$$
H^{\mathrm{SOC}}=\left(\begin{array}{ccc}
0 & -i \sigma^{z} & i \sigma^{y}  \tag{10}\\
i \sigma^{z} & 0 & -i \sigma^{x} \\
-i \sigma^{y} & i \sigma^{x} & 0
\end{array}\right)
$$

where $\sigma^{\mu}$ is the $\mu$ component of the Pauli matrix in spin space. We take the magnitude of the spin-orbit coupling as $\lambda=0.5$. $\mathcal{H}^{\text {odd }}$ represents an odd-parity crystalline electric field depending on the sublattices, which arises from the absence of local inversion symmetry. Since the local potential gradient appears along the $y$ direction, as shown in Fig. 1(a), the local $s-p_{y}$ hybridization so as to mix different parities occurs. Owing to the presence of the global inversion symmetry around the nearest-neighbor bond center, the sign of the hybridization is opposite for the $A$ and $B$ sublattices; $p_{i}=+1(-1)$ for the $A$ $(B)$ sublattice. We set $V=0.3$.

To discuss the cross-product coupling between $\boldsymbol{Q}$ and $\boldsymbol{G}$ at the microscopic level, we define their operator expressions. Based on the augmented multipole description [123-126], their expressions for $\boldsymbol{Q}_{i}=\left(Q_{i}^{x}, Q_{i}^{y}, Q_{i}^{z}\right)$ and $\boldsymbol{G}_{i}=$ $\left(G_{i}^{x}, G_{i}^{y}, G_{i}^{z}\right)$ at site $i$ are given by

$$
\begin{gather*}
Q_{i}^{x}=\sum_{\sigma}\left(c_{i s \sigma}^{\dagger} c_{i p_{x} \sigma}+\text { H.c. }\right)  \tag{11}\\
Q_{i}^{y}=\sum_{\sigma}\left(c_{i s \sigma}^{\dagger} c_{i p_{y} \sigma}+\text { H.c. }\right),  \tag{12}\\
Q_{i}^{z}=\sum_{\sigma}\left(c_{i s \sigma}^{\dagger} c_{i p_{z} \sigma}+\text { H.c. }\right),  \tag{13}\\
G_{i}^{x}=-i c_{i p_{z} \uparrow}^{\dagger} c_{i p_{x} \uparrow}+c_{i p_{y} \downarrow}^{\dagger} c_{i p_{x} \uparrow} \\
-c_{i p_{x} \downarrow}^{\dagger} c_{i p_{y} \uparrow}+i c_{i p_{z} \downarrow}^{\dagger} c_{i p_{x} \downarrow}+\text { H.c. }  \tag{14}\\
G_{i}^{y}=i c_{i p_{y} \downarrow}^{\dagger} c_{i p_{x} \uparrow}-i c_{i p_{z} \uparrow}^{\dagger} c_{i p_{y} \uparrow} \\
-i c_{i p_{x} \downarrow}^{\dagger} c_{i p_{y} \uparrow}+i c_{i p_{z} \downarrow}^{\dagger} c_{i p_{y} \downarrow}+\text { H.c. }  \tag{15}\\
G_{i}^{z}= \\
i c_{i p_{z} \downarrow}^{\dagger} c_{i p_{x} \uparrow}-c_{i p_{z} \downarrow}^{\dagger} c_{i p_{y} \uparrow}  \tag{16}\\
-i c_{i p_{x} \downarrow}^{\dagger} c_{i p_{z} \uparrow}+c_{i p_{y} \downarrow}^{\dagger} c_{i p_{z} \uparrow}+\text { H.c. }
\end{gather*}
$$

From these expressions, one finds that $\boldsymbol{Q}_{i}$ corresponds to the real $s$ - $p$ hybridization without spin dependence, while $\boldsymbol{G}_{i}$ corresponds to the outer product of the orbital angular momentum and spin operators $\left(\boldsymbol{l}_{i} \times \boldsymbol{\sigma}_{i}\right)$ [127], each of which is represented by

$$
\begin{gather*}
l_{i}^{x}=\sum_{\sigma}\left(i c_{i p_{z} \sigma}^{\dagger} c_{i p_{y} \sigma}+\text { H.c. }\right)  \tag{17}\\
l_{i}^{y}=\sum_{\sigma}\left(i c_{i p_{x} \sigma}^{\dagger} c_{i p_{z} \sigma}+\text { H.c. }\right)  \tag{18}\\
l_{i}^{z}=\sum_{\sigma}\left(i c_{i p_{y} \sigma}^{\dagger} c_{i p_{x} \sigma}+\text { H.c. }\right)  \tag{19}\\
\sigma_{i}^{x}=\sum_{\sigma \sigma^{\prime} \alpha} c_{i \alpha \sigma}^{\dagger} \sigma_{\sigma \sigma^{\prime}}^{x} c_{i \alpha \sigma^{\prime}}  \tag{20}\\
\sigma_{i}^{y}=\sum_{\sigma \sigma^{\prime} \alpha} c_{i \alpha \sigma}^{\dagger} \sigma_{\sigma \sigma^{\prime}}^{y} c_{i \alpha \sigma^{\prime}}  \tag{21}\\
\sigma_{i}^{z}=\sum_{\sigma \sigma^{\prime} \alpha} c_{i \alpha \sigma}^{\dagger} \sigma_{\sigma \sigma^{\prime}}^{z} c_{i \alpha \sigma^{\prime}} \tag{22}
\end{gather*}
$$

where the spin operator $s_{i}$ is defined by $s_{i}=\sigma_{i} / 2$. It is noted that the staggered potential gradient in Eq. (9) is also
described by the staggered alignment of the $y$ component of the electric dipole.

Although we here adopt the $s$ - $p$ hybridized orbitals in the model for simplicity, a qualitatively similar result is obtained for different choices of orbitals, such as $p-d$ and $d-f$ hybridized orbitals, when the electric axial degree of freedom in Eqs. (14) to (16) is included in the low-energy Hilbert space [123]. On the other hand, it is noted that the physical quantities discussed in the following sections are quantitatively affected by the choice of orbitals since the model parameters are also dependent on the orbital nature. To understand the important model parameters to induce such physical quantities at the qualitative level, we introduce the expansion method in Ref. [128] in the subsequent sections.

## IV. STAGGERED AXIAL MOMENT IN AN EXTERNAL ELECTRIC FIELD

We examine the effective cross-product coupling between the staggered electric toroidal dipole $\boldsymbol{G}$ and the uniform electric dipole $\boldsymbol{Q}$ in Eq. (4). As discussed in Sec. II, the $z$ component of the staggered electric axial moment is induced by applying the external electric field along the $x$ direction parallel to the zigzag-chain direction. To microscopically evaluate such a cross-product coupling, we calculate the correlation function between them based on the Kubo formula, which is given by

$$
\begin{equation*}
K_{z ; x}=\frac{1}{i N} \sum_{m, n, k} \frac{f\left(\varepsilon_{n k}\right)-f\left(\varepsilon_{m k}\right)}{\varepsilon_{n k}-\varepsilon_{m k}} \frac{G_{z, k}^{n m} J_{x, k}^{m n}}{\varepsilon_{n k}-\varepsilon_{m k}+i \delta} \tag{23}
\end{equation*}
$$

where $N$ is the number of sites, $f(\varepsilon)$ is the Fermi distribution function, $\varepsilon_{n k}$ and $|n \boldsymbol{k}\rangle$ are the $n$th eigenvalue and eigenstate of $\mathcal{H}$, respectively. $G_{z, \boldsymbol{k}}^{n m}=\langle n \boldsymbol{k}| p_{\eta} \boldsymbol{G}_{\eta}^{z}|m \boldsymbol{k}\rangle\left[p_{\eta}=+1(-1)\right.$ for the $A(B)$ sublattice] and $J_{x, k}^{m n}=\langle m \boldsymbol{k}| J_{x}|n \boldsymbol{k}\rangle$ are the matrix elements of staggered electric toroidal dipole operator and the current operator $J_{x}=(e / \hbar) \partial \mathcal{H} / \partial k_{x}$, respectively. We set $e / \hbar=1$, the temperature $T=0.01$, and the broadning factor $\delta=10^{-5} . K_{z ; x}$ represents the linear-response function where the $z$ component of the staggered electric axial moment is induced by the external electric field along the $x$ direction.

Figure 2 shows the chemical potential $\mu$ dependence of $K_{z ; x}$ for the model in Eq. (6); the regions for $\mu \lesssim-4.6$ and $\mu \gtrsim 1.65$ correspond to those of zero electron filling and full filling, respectively. We also show the data in the low-filling region in the inset of Fig. 2. As found in the behavior of $K_{z ; x}$, it becomes nonzero for all $\mu$. Thus, the zigzag-chain system under the locally noncentrosymmetric lattice structure exhibits instability toward the staggered electric axial moment when the electric field is applied, as expected from the symmetry argument in Sec. II.

To extract the essential model parameters to cause nonzero $K_{z ; x}$ at the qualitative level, we perform the expansion method for the linear response function following the manner in Ref. [128]. As a result, we find that the spin-orbit coupling $\lambda$ is included in the expansion of $K_{z ; x}$ at any order, which means that $\lambda$ is essential for $K_{z ; x}$. In addition, we find that all the orders in the expansion vanish when both the $s-p$ hybridization $V$ and the hopping between the $s-p$ orbitals $t_{s p \sigma}$ are zero, i.e., $K_{z ; x}=0$ for $V=t_{s p \sigma}=0$; the odd-parity hybridization also


FIG. 2. Chemical potential $\mu$ dependence of the electric-fieldinduced staggered electric axial moment $K_{z ; x}$. The inset shows the data in the low-filling region for $-5 \leqslant \mu \leqslant-1.5$.
plays an important role in inducing $K_{z ; x}$. Such a behavior is also confirmed by directly performing a numerical evaluation of Eq. (23).

At the quantitative level, $K_{z ; x}$ is enhanced at some particular $\mu$, as shown in Fig. 2; the largest response is obtained at $\mu \simeq 0.72$. Since the dominant process for $K_{z ; x}$ is the interband one with $m \neq n$, one notices that the small energy difference in the denominator in Eq. (23) tends to enhance $K_{z ; x}$. Indeed, as shown in the band structure in Fig. 3(a), the chemical potential that maximizes $K_{z ; x}$ lies in the small band gap denoted by the horizontal dashed line in Fig. 3(a); see also the data denoted by the thick black lines in Fig. 3(b). Thus, the small gap structure in the band dispersion is desired to obtain a large response of $K_{z ; x}$. The gap opening is owing to the spin-orbit coupling, as shown in Fig. 3(b), where there is no gap structure for $\lambda=0$ as denoted by the thin red lines and the gap opening is found for nonzero $\lambda$. Since the magnitude of the gap is almost the same for different $\lambda$, a large response can be expected by tuning the chemical potential even for different $\lambda$.

Let us discuss the difference from different staggered responses in the zigzag-chain system, where the $z$ component of the staggered magnetization is induced by an external electric current parallel to the chain direction in Fig. 1(b) [72,73]. Although such a response can be calculated by replacing $G_{\eta}^{z}$ with $\sigma_{\eta}^{z}$ in Eq. (23), the dominant process becomes the intraband process related to $\delta$, which is different from the interband process in the present $K_{z ; x}$. Thus, $K_{z ; x}$ becomes nonzero for both metals and insulators, while it appears only for metals in the case of staggered magnetization.

## V. UNIFORM AXIAL MOMENT UNDER ELECTRONIC ORDERING

We discuss the situation where the uniform electric axial moment is induced by two types of electronic orderings: One is the staggered electric dipole ordering in Sec. V A and


FIG. 3. (a) Band dispersion of the model in Eq. (6). The horizontal dashed line represents the energy, where $K_{z ; x}$ in Fig. 2 is maximized. (b) The band dispersions in the vicinity of the tiny band gap around $\mu \simeq 0.72$. The thin red, dashed thin green, thick black, and dashed thick blue lines represent the dispersions at $\lambda=0,0.2$, 0.5 , and 1 , respectively.
another is the uniform electric quadrupole ordering in Sec. V B. We also show the behavior of the transverse magnetization under both orderings.

## A. Staggered electric dipole ordering

As discussed in Sec. II, the $z$ component of the staggered electric dipole ordering, $Q_{\text {stag }}^{z} \equiv\left(Q_{\mathrm{A}}^{z}-Q_{\mathrm{B}}^{z}\right) / 2$ in Eq. (13), in the zigzag chain accompanies the uniform electric axial moment along the $x$ direction corresponding to $G_{\text {uni }}^{x} \equiv$ $\left(G_{\mathrm{A}}^{x}+G_{\mathrm{B}}^{x}\right) / 2$ in Eq. (14). The first corresponds to the cluster electric axial moment, while the second corresponds to the atomic-scale electric axial moment. We here investigate the relationship between $Q_{\text {stag }}^{z}$ and $G_{\text {uni }}^{x}$ by introducing the molecular field to induce $Q_{\text {stag }}^{2}$, which is given by

$$
\begin{equation*}
\mathcal{H}_{\mathrm{stag}}^{\mathrm{MF}}=-h \sum_{i \sigma} p_{i}\left(c_{i s \sigma}^{\dagger} c_{i p_{z} \sigma}+\text { H.c. }\right), \tag{24}
\end{equation*}
$$

where $h$ is the amplitude of the molecular field; we set $h=0.1$ in the following. In the presence of $\mathcal{H}_{\text {stag }}^{\mathrm{MF}},\left\langle Q_{\text {stag }}^{\mathrm{z}}\right\rangle(\langle\cdots\rangle$ means the expectation value) becomes nonzero and the symmetry of the system is lowered from $D_{2 \mathrm{~h}}$ to $C_{2 \mathrm{~h}}$ so that the uniform electric axial moment belongs to the totally symmetric irreducible representation.

In addition, we consider the effect of the external magnetic field in the presence of the uniform electric axial moment since an unconventional transverse response is expected under the ordering [61]. Then, we introduce the Zeeman Hamilto-


FIG. 4. (a) Magnetic field $H_{y}$ and (b) $H_{z}$ dependence of the atomic-scale electric axial moment $\left\langle G_{\mathrm{uni}}^{x}\right\rangle$ and cluster electric axial moment $\left\langle Q_{\text {stag }}^{z}\right\rangle$ in the staggered electric dipole ordering for $h=0.1$ and $n_{\mathrm{e}}=2.2$. (c) $H$ dependence of symmetrized spin moment $\left\langle s^{\mathrm{S}}\right\rangle$ and antisymmetrized spin moment $\left\langle s^{\mathrm{AS}}\right\rangle$ for $h=0.1$ and $n_{\mathrm{e}}=2.2$. (d) $H$ dependence of symmetrized orbital moment $\left\langle l^{\mathrm{S}}\right\rangle$ and antisymmetrized orbital moment $\left\langle l^{\mathrm{AS}}\right\rangle$ for $h=0.1$ and $n_{\mathrm{e}}=2.2$.
nian given by

$$
\begin{equation*}
\mathcal{H}^{\mathrm{Z}}=-\sum_{i} \boldsymbol{H} \cdot\left(\boldsymbol{l}_{i}+2 \boldsymbol{s}_{i}\right), \tag{25}
\end{equation*}
$$

where we consider the transverse magnetic field perpendicular to the uniform electric axial moment, i.e., $\boldsymbol{H}=$ $\left(0, H_{y}, H_{z}\right)$. When the uniform electric axial moment is activated, the $y(z)$ component of the uniform magnetization, $M^{y}\left(M^{z}\right)$, is expected to be induced by the magnetic field along the $z(y)$ direction in addition to the parallel component; we denote the notation to represent such a situation as $M^{y}\left(H_{z}\right)\left[M^{z}\left(H_{y}\right)\right]$. In particular, the antisymmetrized component $M^{\mathrm{AS}} \equiv\left[M^{y}\left(H_{z}\right)-M^{z}\left(H_{y}\right)\right] / 2$ corresponds to the signal of the electric axial moment, while the symmetrized component $M^{S} \equiv\left[M^{y}\left(H_{z}\right)+M^{z}\left(H_{y}\right)\right] / 2$ corresponds to that of the $y z$ component of the electric quadrupole moment. In the present model, both components are permitted from the $C_{2 \mathrm{~h}}$ symmetry since the staggered electric dipole ordering is regarded as the superposition of the electric toroidal dipole and electric quadrupole [76]. We calculate the antisymmetrized (symmetrized) spin and orbital moments $s^{\mathrm{AS}}$ and $l^{\mathrm{AS}}$ ( $s^{\mathrm{S}}$ and $l^{\mathrm{S}}$ ), respectively; $M^{\mathrm{AS}}=s^{\mathrm{AS}}+l^{\mathrm{AS}}$ and $M^{\mathrm{S}}=s^{\mathrm{S}}+l^{\mathrm{S}}$.

Figures 4(a) and 4(b) show the $H_{y}$ and $H_{z}$ dependence of the expectation values of cluster and atomic electric axial moment, $\left\langle Q_{\text {stag }}^{z}\right\rangle$ and $\left\langle G_{\text {uni }}^{x}\right\rangle$, respectively. We set the electron filling as $n_{\mathrm{e}}=2.2$, where $n_{\mathrm{e}}=8$ is the full filling; this filling corresponds to the situation where the $s(p)$ orbital is almost fully occupied (empty). We confirmed that the following result is not altered at the qualitative level for different $n_{\mathrm{e}}$. In both cases, $\left\langle Q_{\text {stag }}^{z}\right\rangle$ becomes nonzero for $H_{y} \geqslant 0$ or $H_{z} \geqslant 0$, while $\left\langle G_{\text {uni }}^{x}\right\rangle$ becomes nonzero in a nonzero field for $H_{y}>0$


FIG. 5. Uniform alignment of electric quadrupole $Q_{y z}$ in the zigzag chain. The uniform electric axial moment denoted by the green arrow is induced along the $x$ direction.
or $H_{z}>0$. This indicates that $\left\langle Q_{\text {stag }}^{z}\right\rangle$ and $\left\langle G_{\text {uni }}^{x}\right\rangle$ are related to each other via the external magnetic field. Indeed, we obtain the essential model parameters under $H_{z}$ in the form of $h H_{z}^{2}\left(c_{1} V+c_{2} t_{s p \sigma}\right) F$, where $c_{1}$ and $c_{2}$ are numerical coefficients and $F$ denotes the function depending on the model parameters of the Hamiltonian. We find that $\left\langle G_{\text {uni }}^{x}\right\rangle$ can be induced in the same direction irrespective of the sign of $H_{z}$ [57] and needs the odd-parity $s-p$ hybridization ( $V$ and $t_{s p \sigma}$ ) as well as the molecular field ( $h$ ). A similar relation also holds for the case under $H_{y}$ in Fig. 4(a).

Next, we plot the expectation values of $s^{\mathrm{AS}}$ and $s^{\mathrm{S}}$ in Fig. 4(c) and $l^{\mathrm{AS}}$ and $l^{\mathrm{S}}$ in Fig. 4(d) with $H_{y}=H_{z}=H$. The result shows that both quantities become nonzero once the magnetic field is applied. By analyzing the essential model parameters for $\left\langle s^{\mathrm{AS}}\right\rangle,\left\langle s^{\mathrm{S}}\right\rangle,\left\langle l^{\mathrm{AS}}\right\rangle$, and $\left\langle l^{\mathrm{S}}\right\rangle$, we find a similar tendency of the model parameter dependence to induce $K_{z ; x}$ and $\left\langle G_{\mathrm{uni}}^{x}\right\rangle ;\left\langle s^{\mathrm{AS}}\right\rangle$ and $\left\langle s^{\mathrm{S}}\right\rangle$ are proportional to $h H \lambda\left(c_{1}^{\prime} V+\right.$ $\left.c_{2}^{\prime} t_{s p \sigma}\right) F^{\prime}$, while $\left\langle l^{\mathrm{AS}}\right\rangle$ and $\left\langle l^{\mathrm{S}}\right\rangle$ are proportional to $h H\left(c_{1}^{\prime \prime} V+\right.$ $\left.c_{2}^{\prime \prime} t_{s p \sigma}\right) F^{\prime \prime}$, where $c_{1}^{\prime}, c_{2}^{\prime}, c_{1}^{\prime \prime}$, and $c_{2}^{\prime \prime}$ are numerical coefficients and $F^{\prime}$ and $F^{\prime \prime}$ are functions of the model parameters [129]. The difference is that the spin-orbit coupling $\lambda$ is included in the essential model parameters of $\left\langle s^{\mathrm{AS}}\right\rangle$ and $\left\langle s^{\mathrm{S}}\right\rangle$ since the odd-parity hybridization without spin dependence affects $\left\langle s^{\mathrm{AS}}\right\rangle$ and $\left\langle s^{\mathrm{S}}\right\rangle$ via the spin-orbit coupling. Another difference from $\left\langle G_{\text {uni }}^{x}\right\rangle$ appears in the magnetic field dependence. The transverse magnetization is proportional to $H$ rather than $H^{2}$ owing to the different time-reversal parity between $\left\langle G_{\text {uni }}^{x}\right\rangle$ and spin/orbital moments.

## B. Uniform electric quadrupole ordering

We have so far investigated the situation where the uniform electric axial moment is induced by the staggered electric dipole, as schematically shown in Fig. 1(d). Meanwhile, the uniform electric axial moment is expected to be induced even for other electronic orderings once the resultant symmetry in the presence of the symmetry-lowering molecular field is the same as that in the case of the staggered electric dipole ordering. As an example, we consider the uniform electric quadrupole ordering, as shown in Fig. 5, which also lowers the symmetry from $D_{2 h}$ to $C_{2 \mathrm{~h}}$. The microscopic order parameter is given by

$$
\begin{equation*}
\mathcal{H}_{\mathrm{uni}}^{\mathrm{MF}}=-h^{\prime} \sum_{i \sigma}\left(c_{i p_{y} \sigma}^{\dagger} c_{i p_{z} \sigma}+\text { H.c. }\right) \tag{26}
\end{equation*}
$$

where $h^{\prime}$ is the magnitude of the molecular field regarding the electric quadrupole.

Figures 6(a) and 6(b) show the $H_{y}$ and $H_{z}$ dependence of $\left\langle Q_{\text {stag }}^{z}\right\rangle$ and $\left\langle G_{\text {uni }}^{x}\right\rangle$ for the model Hamiltonian $\mathcal{H}+\mathcal{H}_{\mathrm{uni}}^{\mathrm{MF}}+\mathcal{H}^{\mathrm{Z}}$. We also show the $H$ dependence of $\left\langle s^{\mathrm{AS}}\right\rangle$ and $\left\langle s^{\mathrm{S}}\right\rangle\left(\left\langle l^{\mathrm{AS}}\right\rangle\right.$


FIG. 6. (a) $H_{y}$ and (b) $H_{z}$ dependence of $\left\langle G_{\text {uni }}^{x}\right\rangle$ and $\left\langle Q_{\text {stag }}^{z}\right\rangle$ in the uniform electric quadrupole ordering for $h^{\prime}=0.1$ and $n_{\mathrm{e}}=2.2$. (c) $H$ dependence of $\left\langle s^{\mathrm{S}}\right\rangle$ and $\left\langle s^{\mathrm{AS}}\right\rangle$ for $h^{\prime}=0.1$ and $n_{\mathrm{e}}=2.2$. (d) $H$ dependence of $\left\langle l^{\mathrm{S}}\right\rangle$ and $\left\langle l^{\mathrm{AS}}\right\rangle$ for $h^{\prime}=0.1$ and $n_{\mathrm{e}}=2.2$.
and $\left\langle l^{\mathrm{S}}\right\rangle$ ) in Fig. 6(c) [Fig. 6(d)]. In contrast to the result in Fig. 4, $\left\langle G_{\text {uni }}^{x}\right\rangle,\left\langle s^{\mathrm{AS}}\right\rangle$ and $\left\langle s^{\mathrm{S}}\right\rangle,\left\langle l^{\mathrm{AS}}\right\rangle$, and $\left\langle l^{\mathrm{S}}\right\rangle$ exhibit different model parameter dependence: $\left\langle G_{\text {uni }}^{x}\right\rangle$ is proportional to $h^{\prime} H^{2} F^{\prime \prime \prime},\left\langle s^{\mathrm{AS}}\right\rangle$ and $\left\langle s^{\mathrm{S}}\right\rangle$ are proportional to $h^{\prime} H \lambda F^{\prime \prime \prime \prime}$, and $\left\langle l^{\mathrm{AS}}\right\rangle$ and $\left\langle l^{\mathrm{S}}\right\rangle$ are proportional to $h^{\prime} H F^{\prime \prime \prime \prime \prime}$, where $F^{\prime \prime \prime}, F^{\prime \prime \prime \prime}$, $F^{\prime \prime \prime \prime \prime}$ are functions of the model parameters [129]. Thus, the effect of the odd-parity hybridization, $V$ and $t_{s p \sigma}$, is not required in the case of the uniform electric quadrupole ordering. The difference is understood from the orbital dependence of the order parameter; the electric dipole $\left(Q^{z}\right)$ corresponds to the hybridization between the $s$ and $p$ orbitals, while the electric quadrupole $\left(Q_{y z}\right)$ corresponds to the hybridization between the $p$ orbitals. Since the operator of the electric axial moment $G^{x}$ is described by the hybridization between $p$ orbitals in Eq. (14), the $s-p$ hybridized factor is required to couple $Q^{z}$ and $G^{x}$ in the case of the staggered electric dipole ordering, while it is not necessary for the coupling between $Q_{y z}$ and $G^{x}$ in the case of the uniform electric quadrupole ordering. In this way, the important model parameters to induce the electric axial moment and its related transverse magnetization largely depend on the microscopic electronic order parameters.

In a similar manner, we can induce the uniform electric axial moment by considering a higher-order electric multipole ordering. For example, the staggered electric octupole or uniform electric hexadecapole orderings can lead to the uniform electric axial moment once the irreducible representation of the order parameters is the same as that of the electric axial moment. The truncation of the order of multipoles depends on the basis wave function in the low-energy Hilbert space.

## VI. SUMMARY

To summarize, we investigated the fundamental properties of the electric axial moment by focusing on its ordering in the
one-dimensional zigzag chain. We proposed that the zigzag chain with a locally noncentrosymmetric lattice structure is a prototype to examine electric-axial physics by exemplifying the emergence of staggered and uniform electric axial moments. We found that the staggered electric axial moment is induced by applying the external electric field, where the interplay between the spin-orbit coupling and the oddparity hybridization plays an important role. In addition, we showed that the uniform electric axial moment is activated by the staggered electric dipole ordering and/or uniform electric quadrupole ordering, both of which are a source of the transverse magnetic responses. Since there are a lot of situations and materials with the zigzag structure, such as zigzag nanoribbon of the transition metal dichalcogenides [96,130],
$3 d$ transition metals [131], $\mathrm{Ba}_{4} \mathrm{In}_{8} \mathrm{Sb}_{16}$ [132], $\mathrm{LnM}_{2} \mathrm{Al}_{10}(\mathrm{Ln}:$ lanthanoid ions, M: transition metal ions) [133-139], and $\mathrm{U}_{2} \mathrm{Ir}_{3} \mathrm{Si}_{5}$ [140], our results will be a reference to study the nature of the electric axial moment in future experiments.
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