
PHYSICAL REVIEW B 108, 085408 (2023)

Enhanced stability and superconductivity of IrTe2/In2Se3 heterobilayers
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Recent advances in realizing ferroelectric and superconducting two-dimensional heterobilayers provide ap-
pealing platforms for exploring the interplay between ferroelectricity and superconductivity, which is not only
crucial for understanding the superconducting mechanism but also important for designing next-generation
superconducting devices. Based on first-principles calculations, we demonstrate that an IrTe2 monolayer can
be stabilized on a ferroelectric In2Se3 monolayer via interlayer coupling. The superconducting transition
temperature of the IrTe2/In2Se3 heterobilayer is substantially enhanced from that of bulk IrTe2 mainly due
to enhanced interlayer coupling, supplemented by the increase in the density of states at the Fermi level and
phonon softening; the latter is further tied to Fermi surface nesting. Our calculations show that superconductivity
is dominant over several typical competing orders, including charge density wave, magnetism, and nematicity.
Moreover, we find that the band topology of IrTe2/In2Se3 can be switched between trivial and nontrivial by
reversing the ferroelectric polarization of the In2Se3 substrate. By further substituting Ir with Pd, the topological
edge states can be tuned close to the Fermi level, making IrTe2/In2Se3 a potential candidate for realizing topo-
logical superconductivity. Our work provides a realistic system that can simultaneously harbor ferroelectricity,
superconductivity, and nontrivial band topology, paving the way for integrating multiple applications, such as
superconducting field transistors, topological quantum computing, and tunable superconducting diodes, in a
single system.
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I. INTRODUCTION

Ferroelectric field control of superconductivity is important
for new-type superconducting circuits due to its nonvolatile,
bistable, and high spatial precision characteristics [1–3]. Fer-
roelectric tuning of superconductivity has been achieved in
heterostructures made of traditional superconducting and fer-
roelectric films [4–6]. In contrast to traditional nanostructures
that are accompanied with dangling bonds and trap states at
the surface, two-dimensional (2D) materials are covalently
bonded, with dangling-bond-free atomic layers. The weak
van der Waals (vdW) interactions between neighboring lay-
ers allow the integration of highly disparate materials [7].
Therefore, a natural strategy to realize ferroelectric tuning of
superconductivity in nanoscale is to integrate 2D ferroelectric
and superconducting monolayers.

Among the rich library of 2D ferroelectric materials [8],
atomically thin In2Se3 is unique and more promising for fu-
ture applications due to its ultrarobust ferroelectricity [9,10]
and facile preparations [10–13]. Hence, In2Se3 is widely stud-
ied for tuning electronic properties [9], magnetism [14,15],
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and band topology [16,17]. IrTe2 is a member of the large
family of layered transition metal dichalcogenides. At room
temperature, bulk IrTe2 crystalizes into the 1T phase [18].
Upon cooling, it usually (sometimes not) undergoes a first-
order phase transition to different kinds of charge-ordered
structures and then becomes superconducting below a critical
temperature Tc ∼ 3 K [18,19]. Recently, the 1T phase of IrTe2

was reported to be stabilized at the temperature scale of Tc in
thick nanosheets [20,21]. The crystal structure and electronic
properties of IrTe2 are found to be sensitive to the interlayer
coupling [22,23].

The coupling of superconductor and semiconducting layers
not only influences the properties on each side but also brings
new physics that is absent on either side. For instance, the Tc of
monolayer FeSe [24], supported by a large band gap semicon-
ductor, strontium titanate SrTiO3, is enhanced by one order of
magnitude compared with that of bulk FeSe [25]. In an s-wave
superconductor/topological insulator heterostructure, the su-
perconductivity proximity effect drives the Dirac surface
states into topological superconductivity [26,27]. In contrast
to the traditional ferroelectric/superconductor heterostruc-
tures, where the tuning of superconductivity is dominated by
the modulation of carrier density [4–6], the interlayer cou-
plings in 2D ferroelectric/superconductor heterobilayers may
play an important role in tuning the superconductivity. To
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understand the interplay between ferroelectricity and super-
conductivity in 2D heterobilayers, several important issues
need to be addressed. First, what is the dominant mechanism
of ferroelectric tuning of superconductivity? Secondly, can Tc

be effectively tuned by reversing the direction of ferroelectric
polarization? Thirdly, in view of the conventional wisdom that
ferroelectricity and metallicity are mutually exclusive, can
ferroelectricity survive in a 2D monolayer when it couples
to a metallic monolayer? In this work, we will address these
important issues by taking the IrTe2/In2Se3 heterobilayer as a
typical example.

In Ref. [28], we have demonstrated the ferroelectric
tuning of superconductivity and band topology in the 2D
IrTe2/In2Se3 heterobilayer. The present paper aims to present
extended studies of this system and serves as the com-
panion to Ref. [28]. This paper is organized as follows.
Section II describes the computational details. Section III
presents the energetic properties and enhanced structural sta-
bility in the IrTe2/In2Se3 heterobilayer compared with bulk
IrTe2. In Sec. IV, we elucidate the origin of the enhanced
superconductivity in the IrTe2/In2Se3 heterobilayer. Due to
the strong Fermi surface nesting in IrTe2/In2Se3, we discuss
and verify the existence of various competing orders. Section
V illustrates tunable band topology in the IrTe2/In2Se3 heter-
obilayer and the effect of substitutional doping. In addition,
the polarization reversal is found to be feasible according to
our first-principles calculations. In Sec. VI, we discuss the
potential applications for manipulating Majorana zero modes
and present our conclusion.

II. COMPUTATIONAL DETAILS

First-principles calculations were mainly performed using
the QUANTUM-ESPRESSO materials simulation suite [29]. The
Perdew-Burke-Ernzerhof (PBE) of parametrized generalized-
gradient approximation (GGA) [30] was used to describe
the exchange correlation. Norm-conserving pseudopoten-
tials were adopted to represent the interaction between the
ionic cores and valence electrons. The interlayer vdW cou-
pling was treated by the semiempirical correction based on
the Grimme’s scheme (PBE-D2) [31–33] unless otherwise
specified. A plane-wave basis with a 70 Ry energy cut-
off was used to represent electronic wave functions. All
structures were fully relaxed until the forces were smaller
than 1 × 10−5 Ry/a.u. The dynamical matrices and electron-
phonon coupling (EPC) were calculated using the density
functional perturbation theory (DFPT) [34] in the linear re-
sponse regime. The dynamical matrix was computed on an 8
× 8 × 1 Monkhorst-Pack (MP) [35] q-point grid. The EPC
strengths converge when adopting a 24 × 24 × 1 k-point grid
with a Marzari-Vanderbilt [36] smearing of 0.02 Ry unless
otherwise specified. The flipping barriers and domain wall
motion barriers were calculated by the climbing image nudged
elastic band (CINEB) method [37] implemented in the Vienna
ab initio simulation package (VASP) [38]. The edge Green’s
functions [39] were obtained by using the maximally localized
Wannier functions as implemented in WANNIER90 [40] and
WANNIERTOOLS [41].

The EPC strength (λ) is calculated via the isotropic Eliash-
berg function α2F (ω) [42]:

λ = 2
∫ ∞

0
dωα2F (ω)/ω =

∑
qv

λqv, (1)

α2F (ω) = 1

2πN (εF )

∑
qv

γqv

ωqv

δ(ω − ωqv ), (2)

where λqv is the branch (v)- and momentum (q)-resolved EPC
strength, εF is the energy at the Fermi level, N (εF ) is the
Fermi-level density of states, and γqv and ωqv are the phonon
linewidth and frequency of the phonon branch v at the wave
vector q, respectively. The γqv is defined as

λqv = 2

h̄N (εF )

∑
k j j′

∣∣gqv

k+q j′,k j

∣∣2
δ(εk j − εF )δ(εk+q j′ − εF )/ωqv,

(3)
where gqv

k+q j′,k j is the EPC matrix element. The Dirac delta
functions arise from energy conservation and reflect the nest-
ing effect on the Fermi surface. The phonon linewidth stems
from the Fermi’s golden rule, obtained as

γqv = 2πωqv

∑
k j j′

∣∣gqv

k+q j′,k j

∣∣2
δ(εk j − εF )δ(εk+q j′ − εF ). (4)

According to Eqs. (3) and (4), λqv = γqv/[π h̄N (εF )ω2
qv],

and the cumulative EPC is then defined as

λ(ω) = 2
∫ ω

0
dω′α2F (ω′)/ω′. (5)

The Tc is evaluated by the McMillan-Allen-Dynes formula
[43,44]:

Tc = f1 f2
ωlog

1.2
exp

[ −1.04(1+λ)

λ − μ∗(1 + 0.62λ)

]
, (6)

ωlog = exp

[
2

λ

∫ ωmax

0
α2F (ω)

ln (ω)

ω
dω

]
, (7)

where ωlog is the logarithmic average of phonon frequencies;
μ∗ measures the strength of the screened Coulomb interaction
with the common value being in the range of 0.10–0.15 [45].
In Eq. (6), f1 and f2 are the strong coupling correction and
shape correction, which are given in Ref. [44].

III. STRUCTURES, ENERGETICS, AND STABILITIES
OF THE IrTe2/In2Se3 HETEROBILAYER

A. Stacking structures and energetics

To find the most stable stacking configuration for
IrTe2/In2Se3, we consider three highly symmetric stacking
configurations distinguished by the inner Te atom sitting on
the top of the inner In (stacking 1), middle Se (stacking 2),
and inner Se (stacking 3) atoms, respectively. The energetic
stability of these heterostructures is determined by the for-
mation energy (Eb), defined as Eb = E (In2Se3) + E (IrTe2) −
E (heterobilayer), with the terms in the right-hand side repre-
senting the total energies of the monolayer In2Se3, monolayer
IrTe2, and heterobilayer, respectively. As demonstrated in
Table I and Ref. [28], we find that the most energetically fa-
vorable stacking configuration is stacking 2 for both directions
of the ferroelectric polarization in In2Se3.
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TABLE I. Formation energies of the IrTe2/In2Se3 bilayers with
different stackings for two polarization directions. The unit of the
energies is eV.

Formation energy Stacking 1 Stacking 2 Stacking 3

Downward 0.77 0.91 0.58
Upward 0.69 0.81 0.51

To investigate the relative orientation between the In2Se3

and IrTe2 monolayers in the heterobilayer, we construct the
twisted supercells by implementing the coincidence lattice
method with the choices of six typical twisting angles, using
the primitive hexagonal unit cells. The formation energies of
these differently oriented heterobilayers are listed in Table II.
It is found that the formation energy of the untwisted heterobi-
layer is obviously larger than that of the others, indicating that
the untwisted heterobilayer is the most stable configuration
and has the highest chance to form during growth or transfer-
ring process.

B. Enhanced structural stability

Previous work reported that a freestanding IrTe2 mono-
layer is dynamically unstable [46]. In contrast, the dynamical
stabilities of stacking 2 are confirmed by the absence of
imaginary phonon frequencies using both the PBE-D2 and
vdW-optB86b schemes (see Fig. 1).

Another common structural distortion in 2D materials is
the charge density wave (CDW), which is sensitive to the
substrate. For example, a CDW develops in a 1H-NbSe2

monolayer when it is grown on bilayer graphene or h-BN that
couples weakly with NbSe2. However, the CDW is completely
suppressed in a 1H-NbSe2 monolayer grown on Au(111) due
to the strong coupling between the overlayer and substrate
[47]. Another example is 1H-TaS2; the CDW emerges when
it is grown on bilayer graphene [48], while disappears in
1H-TaS2/Au(111) [49]. To investigate the tendency of form-
ing a CDW (different from dimerization) in IrTe2/In2Se3, we
compare the phonon dispersions of this heterobilayer calcu-
lated at different temperatures. Here, the decreasing of the
temperature effect is mimicked by reducing electronic smear-
ings, which is widely employed to simulate the CDW-related
phenomena [50,51]. As shown in Figs. 1(b)–1(e), the phonon
frequency softens very slightly by reducing smearing and no

imaginary frequency appears for both polarizations, indicating
the absence of a CDW instability in IrTe2/In2Se3.

To understand the enhanced dynamical stability in
IrTe2/In2Se3, we calculate the phonon dispersions of the
freestanding IrTe2 monolayer and graphene-supported IrTe2

monolayer, as shown in Figs. 1(a) and 2. The optimized lattice
constants for a freestanding IrTe2 monolayer and graphene
are 3.85 and 2.46 Å.

√
3 × √

3 IrTe2 matches with
√

7 × √
7

graphene with the lattice mismatch being 2.5%. The forma-
tion energy between IrTe2 and graphene is 544/513 meV
per unit of IrTe2 for stacking I/II, and the corresponding
interlayer spacing between IrTe2 and graphene is 3.30 and
3.45 Å. The interaction between IrTe2 and graphene results in
a buckling of graphene less than 0.03 Å, indicating negligibly
weak interaction. In sharp contrast, the binding energy and
interlayer spacing between IrTe2 and In2Se3 are 910 meV
per unit of IrTe2 and 2.54 Å, respectively, indicating the
strong coupling between the two layers. For the dynamical
stability, as illustrated in Fig. 1(a), two acoustic branches
in freestanding IrTe2 are imaginary in most of the Brillouin
zone with the most negative value around the M point. As
shown in Fig. 2, there are significant negative phonons of the
IrTe2/graphene heterobilayer, suggesting structural instabil-
ity. The dynamical instability revealed by our calculations is
consistent with experimental observations that an IrTe2 mono-
layer grown on bilayer graphene exhibits strong dimerization
[22]. In IrTe2/In2Se3, dimerization is suppressed by the inter-
layer coupling, resulting in an enhanced dynamical stability.

IV. SUPERCONDUCTIVITY

A. Superconductivity and CDW in bulk IrTe2

We first calculate the EPC and Tc of bulk IrTe2 to bench-
mark the method employed in the present work. As illustrated
in Fig. 3, the total EPC strength (λ) of nondistorted (space
group P-3m1) bulk IrTe2 is calculated to be 0.76, with the
three lowest-lying acoustic branches contributing 66% and
the two lowest-lying optical branches also contributing sub-
stantially. By choosing the Coulomb pseudopotential μ∗ as
0.15–0.10, Tc is estimated to be 2.99–4.48 K, which agrees
well with experimentally reported values of ∼3 K [20,21].
In bulk IrTe2, the interplay between superconductivity and
charge orders, such as CDW and dimerization, remains as a
controversial issue [21,52–56]. Here, we calculate the λ and
Tc of the bulk 1/5 charge-ordered IrTe2 [space group P-1

TABLE II. Sizes of the supercells, lattice mismatches, total numbers of atoms within the supercells, interlayer distances, and formation
energies of IrTe2/In2Se3 heterobilayers with several typical twisting angles. These results are calculated for the downward ferroelectric
polarization in In2Se3.

Twist angle In2Se3 IrTe2 Strain (%) Number of atoms Interlayer distance (Å) Formation energy (eV/IrTe2)

0.00° 1 × 1 1 × 1 6.09 8 2.54 0.91
3.58°

√
117 × √

117
√

133 × √
133 0.14 984 1.58 0.81

10.16° 2
√

7 × 2
√

7
√

31 × √
31 1.47 233 2.49 0.77

16.10° 2
√

3 × 2
√

3
√

13 × √
13 2.59 99 2.77 0.67

23.41° 4 × 4
√

19 × √
19 2.01 137 2.80 0.67

30.00°
√

3 × √
3 2 × 2 7.53 27 3.12 0.27

47.48°
√

19 × √
19

√
21 × √

21 1.57 158 2.67 0.74
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FIG. 1. (a) Phonon spectra of a freestanding monolayer IrTe2. Phonon spectra of the (b),(d) downward and (c),(e) upward polarized
IrTe2/In2Se3 heterobilayers calculated with the (b),(c) PBE-D2 and (d),(e) vdW-optB86b schemes. Solid and dashed blue lines are calculated
with smearing of 0.02 and 0.01 Ry, respectively.

(No.2)] [18,55], with the lattice structures and Fermi surfaces
shown in Figs. 4(a) and 4(b), respectively. As depicted in
the right panel of Fig. 4(c), the total λ is integrated to be
∼0.40, resulting in an estimation of Tc = 0.13–0.58 K for
μ∗ = 0.15–0.10. The suppression of superconductivity in the
P-1 phase of IrTe2 arises from two aspects. First, the N (εF )
of 1/5 charge-ordered IrTe2 is ∼60% of that of nondistorted
IrTe2, as shown in Table III. Secondly, by comparing the
real-space distributions of the partial charge within the energy
range of −0.05 to 0.05 eV around the Fermi level, we find
that the charge of P-3m1 IrTe2 diffuses between the void
space of Ir and Te atoms. However, the Fermi-level charge
in 1/5 charge-ordered IrTe2 is largely localized around the Ir
or Te atoms, indicating weaker deformation potential. These
calculations show that the formation of typical CDW order in

FIG. 2. Phonon dispersions of a
√

3 × √
3 IrTe2/

√
7 × √

7
graphene heterobilayer with stacking configurations (a),(b) I and
(c),(d) II, calculated with smearing of 0.02 Ry.

bulk IrTe2 weakens superconductivity, supporting the scenario
of competition between CDW and superconductivity.

B. Enhanced superconductivity in IrTe2/In2Se3 heterobilayer

We next investigate the superconductivity of the
IrTe2/In2Se3 heterobilayer. As reported in Ref. [28] and

FIG. 3. (a) Optimized crystal structure of bulk IrTe2 (space group
P-3m1) in a 1 × 1 × 2 supercell. The partial charge distribution
within the range of −0.05 to 0.05 eV is also depicted. (b) Inner (upper
panel) and outer (lower panel) Fermi surfaces. (c) The corresponding
phonon spectra with the momentum (q)-resolved EPC strength (λq)
indicated by the size of the red circles (left panel). The phonon
density of states (PHDOS) (black solid lines), Eliashberg function
α2F (ω) (pink shaded), and cumulative frequency-dependent EPC
strength λ(ω) (red dashed line) are shown in the right panel.
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TABLE III. Density of states at the Fermi level N (εF ), logarithmic average of the phonon frequencies ωlog, total EPC strength λ, and Tc of
bulk IrTe2 and IrTe2/In2Se3 heterobilayers within the PBE-D2 and vdW-optB86b schemes.

vdW N (εF ) (Ry−1) ωlog (K) λ Tc (K) (μ∗ = 0.15 − 0.10)

Bulk (SG: P-3m1) PBE-D2 12.27 105.43 0.76 2.99–4.48 (∼3.0a)
Bulk (SG: P-1) PBE-D2 7.36 128.49 0.40 0.13–0.58
IrTe2/In2Se3 (P↓) PBE-D2 20.88 92.33 1.25 7.70–9.58

vdW-optB86b 21.88 84.23 0.97 4.23–5.58
IrTe2/In2Se3 (P↓) PBE-D2 19.68 88.53 1.05 5.48–7.14

vdW-optB86b 19.72 100.34 0.83 3.57–5.08

aExperimental values [20,21].

summarized in Table III, the Tc’s of the IrTe2/In2Se3

heterobilayers with opposite ferroelectric polarizations
are both enhanced compared to the Tc of bulk IrTe2 (P-3m1)
(for simplicity, we use “bulk” hereafter). Although the
quantitative calculations of Tc depend on a particular vdW
correction scheme (vdW-optB86b functional) [57], the result
that Tc can be effectively tuned by reversing the ferroelectric
polarization direction of In2Se3 is robust, as illustrated in
Table III and Fig. 5.

By analyzing the density of states, the Fermi surface
(FS), phonon dispersion, and EPC strength of bulk IrTe2

and IrTe2/In2Se3 heterobilayers, we identify the following
three important factors related to the Tc enhancement in

FIG. 4. (a) Optimized crystal structure of bulk 1/5 charge-
ordered IrTe2 [space group P-1 (No. 2)] and the partial charge
distribution within the range of −0.05 to 0.05 eV. (b) Fermi surfaces.
(c) Left panel: Phonon spectra. Right panel: PHDOS (gray solid
lines), α2F (ω) (pink shaded), and λ(ω) (red dashed line).

IrTe2/In2Se3. (i) Increasing of N (εF ): The λ is proportional to
the density of states at the Fermi level [58]. As summarized in
Table III, the N (εF ) of the heterobilayer with either upward or
downward polarization is boosted by more than 60% from that
of the bulk IrTe2, indicating significant charge repartitioning
around the Fermi level. (ii) Phonon softening: As shown in
Fig. 6, the significant change of the atomic environments in
the heterobilayers leads to the softening of phonon modes
contributed by vibrations of Ir and Te atoms (the EPC is dom-
inated by the IrTe2 overlayer), resulting in an enhancement
of λ according to Eq. (3). (iii) Enhanced FS nesting: The
increasing of N (εF ) in IrTe2/In2Se3 is also associated with an
enhancement of FS nesting, which can be demonstrated from
two aspects. First, as shown in Fig. 5(a), all pieces of the Fermi
surfaces (except the vertices of the star) in the IrTe2/In2Se3

heterobilayers have parallel partners that are connected
(nested) by the wave vectors q1, q2, and their rotations by 60°
and 120°. In contrast, the FS nesting in bulk IrTe2 is much
weaker due to the absence of large parallel Fermi surface
sheets [see Fig. 3(b)]. Secondly, the λqν of each IrTe2/In2Se3

heterobilayer depends strongly on q and concentrates in a
narrow region around the FS nesting vectors in the Brilloiun
zone (BZ). This narrow region contributes a large proportion
to the total λ. In contrast to the heterobilayer, the λqν of bulk
IrTe2 is uniformly distributed in the BZ except the region
close to the 
 point, suggesting the absence of the strong
finite-q FS nesting. Overall, the FS nesting in the IrTe2/In2Se3

heterobilayers is much stronger than that in bulk IrTe2.
The FS nesting effects on the enhancement of the total λ

and branch-resolved λν are not transparent due to the integra-
tions over the phonon wave vectors. An effective approach
was developed to calculate the EPC strength by including
the phonon softening effect [59]. The total λ can be formally
decomposed as [59]

λ = N (εF )

(
V0 + 2|Mc|2

ω′2

)
, (8)

where V0 represents contribution from phonons that are rarely
affected by the Kohn anomaly, |Mc|2 denotes an effective cou-
pling matrix element of the relevant phonon modes, and ω′ is
the renormalized phonon frequency due to the Kohn anomaly.
For an acoustic phonon, the renormalized frequency is given
by ω′2(q) = ω2

0(q) − |gep(q) |2χ0(q) [60], where ω0(q) is the
bare phonon frequency; gep(q) and χ0(q) are the EPC ma-
trix and particle-hole susceptibility, respectively. Since χ0(q)
exhibits logarithmically divergent behaviors at the FS nesting
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FIG. 5. (a) Fermi surfaces calculated with PBE-D2, with nesting vectors q1, q2, q3, and q4 indicated. Phonon spectra, PHDOS, α2F (ω),
and λ(ω) for the (b),(c) downward and (d),(e) upward polarizations calculated with the vdW-optB86b functional. The phonon spectra calculated
with the PBE-D2 scheme are also shown in (b),(d) by the dashed lines for comparison.

wave vectors, the relevant phonon energy will be significantly
softened by particle-hole fluctuations [59,61,62], leading to
enhancements of the EPC strength [see Eq. (3)] and super-
conducting transition temperature.

For the heterobilayers with opposite ferroelectric polariza-
tion directions, we have λdown/λup = 1.19, which is larger
than N (εF )down/N (εF )up = 1.06 (see Table III), also sug-
gesting that the enhancement of superconductivity in the
downward polarization cannot be only attributed to the en-
hancement of density of states, and that other factors such as
phonon softening may play important roles. From Fig. 1(b) in
Ref. [28] or Fig. 5, we see that the eight low-frequency phonon
branches (branches 1–8 from low to high frequencies) have

FIG. 6. Atom-projected PHDOS for (a) bulk IrTe2 (P-3m1) and
the IrTe2/In2Se3 heterobilayers with (b) downward and (c) upward
polarizations.

been softened for the downward polarization as compared
with the upward case. According to Fig. 7, their corresponding
contributions to the EPC strengths are 0.93 and 0.74, while the
remaining 16 branches collectively contribute an equal EPC
strength of 0.30 for both cases. The increasing of N (εF ) and
weak softening of phonons in the downward polarization can
explain the tiny change of the EPC for phonon branches 2–8,
but cannot account for branch 1 whose EPC strength in the
downward polarization case is two times that of the upward
case. It is noted that the deformation potential caused by some
specific phonon motion can also be a factor to enhance the
EPC strength. Since the phonon branches 2–8 are not sensitive
to the interlayer states, the corresponding deformation poten-
tials under different polarizations can be viewed as the same.
In contrast, the deformation potential caused by a phonon
motion of branch 1 results in an enhancement of λqν by a
factor of ∼2.3 when the polarization is switched from upward
to downward (see Fig. 2(d) in Ref. [28]), indicating that the
pronounced enhancement of λ for branch 1 originates from
the enhanced interlayer electron-phonon coupling.

C. Competing orders

Now we discuss potential competing orders in the
IrTe2/In2Se3 heterobilayer in the presence of FS nesting in-
cluding particle-particle channel instabilities (non-s-wave su-
perconductivity) and particle-hole channel instabilities (CDW,
magnetic, nematicity, etc.). We first recall the explicit defini-
tion of two kinds of FS nesting: (i) particle-particle channel
FS nesting is characterized by εk+q = ε−k; (ii) particle-hole
channel FS nesting is characterized by εk+q = −εk, where
εk is the electron band energy, and q denotes the nesting
wave vector. For a system with time-reversal symmetry and/or
inversion symmetry, the FS is always nested in the q = 0
particle-particle channel due to εk = ε–k. The FSs shown in
Fig. 5(a) are nested by the wave vectors q1, q2, q3, q4 in the
particle-hole channels.

For pure electronic mechanisms of superconductivity,
the particle-hole channel FS nesting plays an impor-
tant role in driving pairing instabilities in unconventional
(non-s-wave) superconductors. A typical example is the
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FIG. 7. Branch-resolved α2F (ω) (shaded regions) and cumulative frequency-dependent coupling λ(ω) (dashed lines) for the downward
(red) and upward (dark gray) polarizations.

Kohn-Luttinger mechanism of superconductivity [63], where
the pairing interaction is obtained by including contributions
from second-order particle-hole fluctuations. In particular,
the FS crossing (q = 2kF ) nesting leads to an anisotropi-
cally screened Coulomb interaction that contains attractive
components in higher angular momentum channels. Another
example is the high-Tc cuprate superconductor, where the
q = (π, π ) FS nesting is widely believed to be responsible
for the spin density wave (SDW) and zero-q d-wave pairing
instabilities [64]. The dominant ordering tendency is deter-
mined by the competition between the SDW and d-wave
pairing, which in turn is dependent on the degree of FS nesting
in the particle-hole channels. For a given system such as
the IrTe2/In2Se3 heterobilayers, experimental measurements
and/or quantitative theoretical calculations are required to pin
down the nature of its superconducting state. For example,
if the phonon-mediated attraction overwhelms the Coulomb
repulsion in the s-wave channel (which is highly likely to
happen in IrTe2/In2Se3 due to the strong EPC strength found
in our calculations), a superconducting order with zero q and
opposite spin pairings is more likely to be selected, as demon-
strated in IrTe2/In2Se3.

Secondly, we investigate the most prominent particle-hole
channel instability in IrTe2-related systems, i.e., CDW. As dis-
cussed above, the Kohn anomaly characterized by a dramatic
softening of a phonon mode is caused by the FS nesting.
In an extreme case, the phonon frequency (commonly as-
sociated with an acoustic phonon) may become imaginary
upon reducing the temperature, indicating a lattice distortion
based CDW instability [50,65,66]. The role of FS nesting in
inducing CDW becomes more transparent within a pure elec-
tronic mechanism because the corresponding particle-hole
channel susceptibility is logarithmically divergent for perfect
FS nesting. Equipped by the above concepts, we come back to
investigate the potential competing orders in the IrTe2/In2Se3

heterobilayers. One possible candidate order is the finite-q
CDW state that was predicted and revealed in earlier studies
of bulk and nanoflake IrTe2 [21,52–55]. In fact, IrTe2 is likely
to be a CDW material with strong electron-phonon coupling
[22,67] because the Ir-Ir distance in the dimerized CDW state
is strikingly ∼20% shorter than that of the nondimerized
normal state. This value is much larger than the distortion of
1%–7% in conventional CDW materials [65,68]. Moreover,
both theoretical and experimental studies have shown that
the structural stability of IrTe2 is sensitive to the environ-
ment [22,69]. Inspired by these earlier studies, we mainly
focus on exploring the lattice distortion type CDW instability
in IrTe2/In2Se3. Our first-principles calculations show that
the softest phonon modes at low temperatures are associated
with two types of out of plane vibrations (see α1 and α2

in Figs. 1 and 2 in Ref. [28]), which are different from the
in-plane imaginary modes appearing in 2D CDW materials
such as NbSe2. Although the freestanding monolayer IrTe2

exhibits two pronounced imaginary phonon branches, there is
no imaginary phonon mode for the IrTe2/In2Se3 heterobilayer,
indicating the heterobilayer is dynamically stable against the
development of a CDW order (see Fig. 1). This result is
valid for both downward and upward ferroelectric polarization
directions in the In2Se3 substrate.

Finally, we check three typical instabilities based on ab
initio calculations. (i) Magnetic instabilities: We consider
the nonmagnetic, ferromagnetic, Néel antiferromagnetic,
stripe antiferromagnetic, and zigzag antiferromagnetic
intralayer magnetic configurations in the heterobilayer. The
generalized gradient function (GGA)+U and GGA + U+
spin-orbit coupling (SOC) approaches have been employed to
approximate the electronic correlation effects, with adjusted
on-site repulsion energy U and exchange interaction J (U–J
is set to be 0, 1.0, 2.0, and 3.0 eV). After fully relaxing the
atomic positions, we find that all the magnetic configurations
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FIG. 8. Band structures of an IrTe2/In2Se3 heterobilayer calcu-
lated within the GGA+U method.

converge to the nonmagnetic ground state with identical
total energy and vanishing magnetic moment on each atom.
These results indicate that IrTe2/In2Se3 is unlikely to develop
magnetic order. (ii) Metal-insulator transition: As shown in
Fig. 8, the band structures near the Fermi level are nearly
unchanged after taking into account electronic correlation via
the GGA+U algorithm [70], with U–J being 1.0, 2.0, and 3.0
eV. These results suggest that the metallicity of IrTe2/In2Se3

is well preserved. (iii) Nematic instability: The nematic order
breaks discrete lattice rotational symmetry while preserving
lattice translational symmetry [71]. To search potential
nematic phase in IrTe2/In2Se3, we generate a set of initial
wave functions that break the lattice rotational symmetry, and
feed those wave functions to the lattice- and atom-undistorted
cell as the starting configuration for subsequent iterative
calculations (this method was adopted recently to successfully
reproduce the electronic nematicity in FeSe [72]). In our
calculations, different initial wave functions are generated
from a preparatory converged calculation with U − J = 3.0
eV under three different conditions: (a) a randomly distorted
atomic cell that slightly breaks the lattice rotational symmetry,
(b) a uniaxially strained cell, and (c) an Ir atom shifted along
the x or y axis. The symmetrization routine in VASP is turned
off for allowing spontaneous electronic symmetry breaking.
We find the energy landscape for the final run converges to
that of the undistorted cell, and the spatial charge distribution
also well respects the space group of the undistorted cell,
regardless of the preconditioned distortions. We therefore rule
out the nematic instability in the heterobilayer.

Overall, electronic instabilities with different manifesta-
tions are usually associated with strong electronic correla-
tions, as reflected by the presence of prominent FS nesting
and/or the proximity to van Hove singularity in the density of
states. Such characters can be found in our recently explored
systems of Pb3Bi/Ge(111) [73], twisted bilayer graphene
[74], and CsV3Sb5 [75]. To conclude this section, although
there is strong FS nesting in the particle-hole channel, detailed
calculations show that the IrTe2/In2Se3 heterobilayer is un-
likely to harbor particle-hole channel electronic instabilities.

V. TOPOLOGICAL PROPERTIES

A. Tunable band topology in the IrTe2/In2Se3 heterobilayer

The band topology of the IrTe2/In2Se3 heterobilayer is
switchable from trivial to nontrivial as the polarization is
reversed from upward to downward, resulting from the co-
operative effects of proper band alignments and inherently
strong SOC under the scheme of PBE-D2 [28]. To explore
the effect of vdW coupling, we recalculate the electronic band
structures and topological properties with the vdW-optB86b
functional. As shown in Figs. 9(a) and 9(b), the band inversion
between the “highest occupied band” and the “lowest unoccu-
pied band” separated by the curved chemical potential [blue
dashed line in Fig. 9(b)] occurs for the downward polarization
with the SOC, ensuring nontrivial topology [see Figs. 9(c)
and 9(d)]. In contrast, the heterobilayer with upward polar-
ization is trivial, as illustrated in Figs. 9(e)–9(h). These results
demonstrate that the tunability of band topology is robust in
these heterobilayers.

B. Feasibility of polarization switching and its correlation
with band topology

The prerequisite for tunable Tc and band topology is the
persistence of ferroelectricity in In2Se3 after forming the het-
erobilayers. Here we demonstrate that, although ferroelectric
In2Se3 makes contact with metallic IrTe2, the ferroelectricity
is still robust. First, at a mechanistic level, the ferroelectric-
ity is dictated by the out of plane and in-plane polarization
locking enforced by the unique intralayer covalent bonding
of the In2Se3 [9,10]. The unique structurally enforced locking
of polarizations provides the out of plane polarization with
strong resistance against external perturbations induced by the
vdW interfacial coupling. Secondly, because the conducting
electrons are confined in the superconducting overlayer (see
Fig. 2(a) in Ref. [28]), they couple weakly with the middle
Se atoms that are responsible for ferroelectricity, satisfying
the “weak coupling principle” proposed by Anderson and
Blount for realizing ferroelectric metals [76]. Finally, the
electric field induced polarization switching and hysteresis
loop in In2Se3 have been experimentally demonstrated down
to bilayer and monolayer thicknesses, with In2Se3 directly
supported on conductive substrates (e.g., Au 20 nm/Si wafer
or SrRuO3) [10,11]. First-principles calculations show that the
flipping barrier is highly asymmetric, with 0.114 (0.095) eV
for reversing downward to upward polarizations and 0.019
(0.015) eV for reversing upward to downward polarizations,
using the PBE-D2 (vdW-optB86b) schemes (see Fig. 10);
these are slightly higher than 0.07 eV of freestanding mono-
layer In2Se3. Overall, the reversal of polarization is highly
likely to be practically feasible.

To get more insight into the relation between polarization
and band topology, we calculate the polarizations (P) and
topological invariants (Z2) of the heterobilayer at selective
intermediate states along the kinetic pathway for switching
the polarization direction (see Fig. 10). The corresponding
band structures are shown in Fig. 11. We reveal a one to one
correspondence between the polarization and band topology,
which can be qualitatively interpreted as follows. A change in
the out of plane ferroelectric polarization (including both the
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FIG. 9. Band structures for the downward polarization calculated using the vdW-optB86b functional (a) without and (b) with the SOC. The
insets are the zoomed-in views. (c) Edge states of the corresponding semi-infinite slab with Te and Se terminations along the zigzag direction,
with the 
 and X̄ points in the 1D Brillouin zone of the slab. (d) Evolution of the Wannier charge centers along the ky direction, with the
corresponding topological invariant Z2 indicated. (e)–(h) Same as (a)–(d) but for the upward polarization. In (a), (b), (e), (f), the sizes of the
dark green, light green, and orange circles indicate the contributions from the Ino + Seo, Ini + Sei, and Te-p orbitals, respectively.

value and direction) can induce a change in the relative po-
sition between the “conduction band” (monotonously shifted
to higher energies along the kinetic path) and “valence band”
(nearly unchanged) defined by the curved chemical potential,
and the band inversion disappears at a specific state of the
polarization, causing the transition from the nontrivial to the
trivial phase.

In practice, the polarizations are usually flipped by the
motion of the domain wall. We also carry out CINEB cal-
culations of the activation barriers for the two common types
of domain walls (DW1 and DW2) [9]. As shown in Fig. 12,
the barriers are 17.18/6.87 meV/Å2 for DW1/DW2 to move
left , and 6.87/13.74 meV/Å2 for DW1/DW2 to move right.
These barrier heights are higher than that of 1.37 meV/Å2 for

FIG. 10. Kinetic pathway along the trajectory defined by the electric polarization reversal, with six intermediate states ( 1©- 6©) indicated.
The flip barriers of 0.114 and 0.095 eV were calculated within the PBE-D2 and vdW-optB86b schemes, respectively. The topological nature
(Z2) and absolute magnitudes of out of plane electric polarizations (P, in units of eÅ) were obtained within the PBE-D2 scheme. The arrows
indicate the direction of the net out of plane polarization.
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FIG. 11. (a)–(f) Band structures of different intermediate images marked in Fig. 10, calculated with the inclusion of the SOC.

PbTiO3 [77] and that of 0.36 meV/Å2 for BaTiO3 [78], but
lower than those of 18.55 and 26.79 meV/Å2 for a pristine
monolayer In2Se3. Qualitatively, lowering of the barriers for
the corresponding domain wall motions may be attributed
to the weakening of the absolute magnitude of the elec-
tric polarization in the heterobilayer. Importantly, since the
switching of ferroelectric domains by electric field has been
demonstrated experimentally in a pristine monolayer In2Se3

[11], we expect that similar controlling manipulation of the
ferroelectric domains in IrTe2/In2Se3 can be realized.

C. Tuning the Fermi level by substitutional doping

The coexistence of the topological edge state and the
superconducting bulk state within the same energy window
is essential for realizing topological superconductivity via
reciprocal-space proximity effect [79]. Moreover, the topo-
logical edge states have to be close enough to the Fermi
level for enabling potential experimental detections [27]. For
the IrTe2/In2Se3 heterobilayer, the topological edge states are
far above the Fermi level, hindering their effective proximity
coupling with the superconducting bulk states to realize topo-
logical superconductivity [see Fig. 9(c)].

To move the Fermi level close to the topological edge
states, we explore the possibility of electron doping via atomic
substitution. Candidate elements are Pd and Pt because they
possess identical electronegativity of 2.2 (in units of Pauling
scale) to that of Ir. Moreover, the atomic radii of Ir, Pd, and
Pt are 136, 138, and 139 pm, respectively, implying small

strain effects of alloying Ir and Pd/Pt. In fact, bulk Ir1–xPdxTe2

[56,80], bulk Ir1–xPtxTe2 [81], and monolayer PdTe2 [82,83]
have already been successfully synthesized. Here we calcu-
late the band structure of Ir1–xPdxTe2 using virtual crystal
approximation (VCA) [84,85] for three typical conditions:
x = 0.2 for Ir-rich condition, x = 0.5 for equal doping, and
x = 0.8 and 1.0 for Pd-rich condition. As confirmed by our
Z2 calculations indicated in Fig. 13, the topological proper-
ties of Ir1–xPdxTe2 are robust against doping. By comparing
Fig. 13(e) with Fig. 3(c) of Ref. [28], we find that doping Pd
into IrTe2 can effectively shift the Fermi level to higher energy
levels, resulting in the intersection with the topological edge
states. In addition, electron doping (Pd, Pt) of IrTe2 suppresses
the structural/electronic phase transitions, as demonstrated
experimentally in bulk IrTe2 [56,81].

VI. DISCUSSION AND CONCLUSION

Recently, the proximity effect between topological sur-
face/edge states and superconducting bulk states has been
extensively exploited to realize topological superconductiv-
ity in realistic material systems [86–91]. To enhance the
tunability of the topological superconducting states, external
tuning knobs, such as electric gating and charge doping, have
been proposed and investigated [92,93]. Compared with these
studies, using ferroelectricity as a tuning knob of topological
superconductivity proposed in the present work is superior,
because ferroelectric tuning is nonvolatile, bistable, and al-
lows for much higher spatial precision in the tunability. The

FIG. 12. Minimum energy paths for the domain wall motions in the IrTe2/In2Se3 heterobilayer. The black dashed boxes indicate the
locations of the domain walls (DW1 and DW2).
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FIG. 13. (a)–(d) Band structures for the downward polarized Ir1–xPdxTe2/In2Se3 calculated with the SOC. (e) Edge states of the
Ir1–xPdxTe2/In2Se3 (x = 1.0) semi-infinite slab with Te and Se terminations along the zigzag direction of the heterobilayers.

nonvolatile aspect serves as the basis for much faster and
low-power tuning, while the bistability can be exploited for
more reliable and tunable quantum states. The higher spatial
precision in the tunability is inherently tied to the nanoscale
ferroelectric domain sizes commonly present in such materi-
als [5], especially in the 2D ferroelectric systems [11]. These
merits can be exploited to gain control and manipulation of the
topological domains with coexisting superconductivity and
resultant topological excitations such as Majorana modes.

In the previous sections, we have shown the coexistence of
conventional s-wave superconductivity and topologically non-
trivial band structure in the IrTe2/In2Se3 heterobilayer with
downward ferroelectric polarization. By further invoking the
proximity effect between the topological edge state and 2D
bulk superconducting state [79], it is highly plausible that the
edge of the 2D heterostructure hosts quasi-one-dimensional
(1D) topological superconducting states, which can be further
exploited to harbor Majorana zero modes (MZMs) [26,94].
We envision that, when specified to the IrTe2/In2Se3 het-
erobilayer, MZMs can emerge at the junction between the
downward polarized domain and a magnetic insulator [94].
As an optimistic conjecture, here we illustrate in Fig. 14 the
creation and manipulation of MZMs (or end modes) that in
principle can be created at the boundaries of topologically
nontrivial and trivial domains. Yet compared with the earlier
studies, the spatial locations of such MZMs can be readily
manipulated via the intrinsic ferroelectric polarization, a cru-
cial step, if achieved, in gaining the controlled interaction
of multiple MZMs and ultimately their braiding. Given that
the latest studies have shown that superconductivity can be
tuned by ferroelectricity in a graphene-based heterostructure
[95] and a MoTe2 bilayer [96], it is expected that ferroelectric
tuning of the band topology in such systems can be soon
achieved as well.

Finally, the spatially separated charge centers in fer-
roelectric monolayers, combined with the coexistence of
inversion symmetry breaking and reversible polarization,
should also provide appealing platforms for developing
next-generation nanoscale superconducting devices such as
reversible field-free superconducting diodes [97] by con-
structing superconductor/ferroelectric/superconductor vdW
heterostructures.

In conclusion, we have demonstrated that the super-
conducting Tc and band topology of the IrTe2/In2Se3 het-
erobilayer can be simultaneously tuned via changing the
ferroelectric polarization direction of In2Se3. Particularly, the

Tc of the heterobilayer is substantially enhanced from that
of IrTe2 nanoflakes, resulting from synergistic effects of en-
hanced interlayer coupling, the increase in the density of states
at the Fermi level, and phonon softening. Due to the uniquely
locked ferroelectricity in monolayer In2Se3, and weak cou-
pling between conduction electrons confined in the IrTe2

overlayer and ferroelectric-related phonon mode in In2Se3, the
ferroelectricity survives even when contacting with the metal-
lic overlayer. Moreover, the band topology can be switched
from nontrivial to trivial by the reversal of polarizations, and
the topology is revealed to be closely related with the di-
rection and magnitude of the polarizations. By substitutional
doping of Ir with Pd, the topological edge state can be tuned
to the Fermi level, which is essential for realizing potential
topological superconductivity. Our work not only provides
a realistic platform for realizing simultaneous ferroelectric
tuning of superconductivity and band topology but also

FIG. 14. Schematic diagrams of creating and manipulating
MZMs in the IrTe2/In2Se3 heterostructure-based platforms. The
boundaries between the downward polarization domains (green re-
gions) and a ferromagnetic insulator (lavender region) manifest as
1D topological superconductors due to the proximity effect between
2D bulk superconducting state and 1D Dirac-type topological edge
states. (a) Isolated MZMs, where the ferromagnetic insulator can
create two MZMs with each downward polarization domain. (b) Ma-
nipulation of MZMs by changing the domain size via, for example,
externally applied electric field.
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uncovers the coupling mechanism of 2D ferroelectric and 2D
superconducting monolayers.
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