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Photoemission orbital tomography for excitons in organic molecules
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Driven by recent developments in time-resolved photoemission spectroscopy, we extend the successful method
of photoemission orbital tomography (POT) to excitons. Our theory retains the intuitive orbital picture of POT,
while respecting both the entangled character of the exciton wave function and the energy conservation in the
photoemission process. Analyzing results from three organic molecules, we classify generic exciton structures
and give a simple interpretation in terms of natural transition orbitals. We validate our findings by directly
simulating pump-probe experiments with time-dependent density functional theory.
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I. INTRODUCTION

In the past decade, photoemission orbital tomography
(POT) [1–6] has emerged as a powerful technique that re-
lates the measured photoemission angular distribution (PAD)
from oriented films of organic molecules with the orbitals
from which the electron has been emitted. This direct con-
nection arises from modeling photoelectrons by plane waves.
While this plane-wave assumption has been debated [7,8]
and, in fact, demonstrated to be insufficient in certain circum-
stances [9,10], POT has led to valuable insights, for instance,
into the hybridization between organic layers and the sub-
strate [11–13], the geometry of adsorbate layers [6,14,15],
the nature of reaction products [16], or real-space images of
orbitals [17–21]. Particularly the latter aspect has also stim-
ulated discussions on how to build a formal bridge between
quantum-mechanical wave functions and the experimentally
observed momentum space distributions [22,23].

Despite these numerous achievements, until very recently,
POT could only be applied to study occupied molecular or-
bitals by photoexciting electrons from the ground state. With
the advent of laser high-harmonic generation and free-electron
lasers, it has become possible to study also the dynamics
of excited states in time- and angle-resolved photoemission
spectroscopy (trARPES) experiments. On the one hand, band-
structure movies of crystalline solids have shown the temporal
evolution of the electron system over the complete Brillouin
zone [24–26]. On the other hand, for molecular systems,
optically excited states, involving transitions from HOMO to
LUMO, have recently been observed with trARPES on their
intrinsic temporal and spatial scales [27–29]. In more complex
systems, however, the simple HOMO-LUMO picture breaks
down and excitons may involve multiple transitions as, for
instance, observed in van der Waals heterostructures [30–36]
and defects therein [37–39]. In organic semiconductor crys-
tals, the multiorbital nature of excitons is crucial [40] and
also relevant for understanding singlet fission [29]. Thus, an
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exciton must be generally treated as an entangled state
composed of multiple electron-hole transitions for which a
theoretical foundation of POT is still lacking.

The aim of this work is to fill this gap and establish a
consistent framework that allows us to interpret measured
PAD maps from excitons. Specifically, we assume that the
exciton wave function is represented in a product basis of
valence and conduction states, as typically done when solv-
ing the electron-hole Bethe-Salpeter equation (BSE) [41] or
Casida’s equation in time-dependent density functional theory
(TDDFT) [42,43]. Expanding the concept of Dyson orbitals
[23,44,45] to excited states, we arrive at the result that the
PAD can be interpreted as the Fourier-transformed coherent
sum of the electronic part of the exciton wave function. These
relations, as well as the unexpected consequences of the pho-
tohole’s state for the measured kinetic energy spectrum, are
illustrated for generic cases of exciton compositions in a series
of organic molecules in the gas phase. We further show how
exciton photoemission can be interpreted in terms of the estab-
lished concept of natural transition orbitals (NTOs) [46] and,
underpinning our findings, the PAD is also simulated directly
by means of a TDDFT approach where no assumptions on the
final state are made whatsoever.

II. THEORY

Bound electron-hole pairs, excitons, are the fundamen-
tal optical excitations for energies below the band gap
in molecules and nonmetallic solids. For such correlated
electron-hole pairs, we assume that the wave function of the
mth exciton, with excitation energy �m, can be expanded in
the single-particle electron {χc(re)} and hole basis {φv (rh)} as

ψm(rh, re) =
∑
v,c

X (m)
vc φ∗

v (rh)χc(re). (1)

Here, the sum runs over all pairs of valence and conduc-
tion states {v, c}, respectively, and X (m)

vc is the transition
density matrix that describes the character of the exciton.
Note that here and in the following derivations, we use the
Tamm-Dancoff approximation [47] for better readability. In
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the general case and in our calculations, however, we also
consider deexcitations.

A. Photoemission from excitons

Our goal is to find a consistent expression that connects
the exciton wave function as defined in Eq. (1) with measured
photoemission momentum maps. In the spirit of POT, we
describe the photoelectron probability with Fermi’s golden
rule as the transition from an initial N-particle state �N

i to a
final state �N

f , triggered by the photon field A with energy ω.
We couple this classical field to the electrons’ momenta P in
the dipole approximation and use the Coulomb gauge as well
as Hartree atomic units unless stated otherwise. Denoting the
energy of the states �N

i and �N
f with Ei and Ef , respectively,

the photoelectron probability is

Wi→f = 2π
∣∣〈�N

f

∣∣AP
∣∣�N

i

〉∣∣2
δ(ω + Ei − Ef ). (2)

In contrast to earlier work on photoemission from the elec-
tronic ground state �N

i,0, now the initial state is given by the
the mth exciton which can also be expressed in a second
quantization formulation as∣∣�N

i,m

〉 =
∑
v,c

X (m)
vc a†

cav

∣∣�N
i,0

〉
. (3)

Here, av and a†
c create a hole and an electron in state v and

c, respectively. Its energy EN
i,m is the sum of the ground-state

energy EN
i,0 and the excitation energy �m.

For the final state �N
f , one commonly assumes the sudden

approximation, in which the correlation between the emitted
electron γk and the remaining system can be neglected [48],
and �N

f can be written as the antisymmetrized product of the
(N − 1) electron state �N−1

f, j and the photoemitted electron
with momentum k in state γk:

�N
f, j,k = A�N−1

f, j γk. (4)

Like the initial state, �N−1
f, j may be expressed in Fock space,

i.e., as the N-electron ground state from which the jth electron
has been removed: ∣∣�N−1

f, j

〉 = a j

∣∣�N
i,0

〉
. (5)

Under these assumptions, we can identify the total energy of
this final state as the sum of EN−1

f, j and the photoelectron’s
kinetic energy, Ekin = k2/2. The energy conservation from
Eq. (2) then demands [49]

Ekin = ω − (
EN−1

f, j − EN
i,0

) + �m = ω − ε j + �m, (6)

where we have introduced the jth ionization potential ε j as
the energy difference between the jth excited state of the
(N − 1)-electron system and the N-electron ground state. In
taking the overlap between the two wave functions for the
N-electron and the (N − 1)-electron system, we utilize the
Dyson orbital for electron detachment Dj,m, in the usual way
[23,44,50], with the only modification that in our case the
Dyson amplitudes have to be spanned over both the basis sets

{ϕv′ } and {χc′ }:

Dj,m(r) =
∑
v′

〈
�N

i,m

∣∣a†
v′
∣∣�N−1

f, j

〉
φv′ (r)

+
∑

c′

〈
�N

i,m

∣∣a†
c′
∣∣�N−1

f, j

〉
χc′ (r). (7)

It is accepted that Dyson orbitals represent the most appropri-
ate way to describe photoemission in a single-orbital picture
[22,23,50–52]; however, their computation from correlated
wave functions in a multireference framework [53,54] is often
not feasible. Therefore, and with weakly correlated systems
in mind, we approximate �N

i,0 by a single Slater determi-
nant. Inserting the N-electron wave function, Eq. (3), and the
(N − 1)-electron wave function, Eq. (5), into the expression
for the Dyson orbital, we get

Dj,m(r) =
∑
v′

∑
v,c

X (m)
vc

〈
�N

i,0

∣∣a†
vaca†

v′a j

∣∣�N
i,0

〉
φv′ (r)

∑
c′

∑
v,c

X (m)
vc

〈
�N

i,0

∣∣a†
vaca†

c′a j

∣∣�N
i,0

〉
χc′ (r), (8)

where all integrals in the sum over v′ vanish due to orthogo-
nality. In the sum over c′, we get no contributions for c �= c′
by the same argument and thus arrive at our final result for the
jth Dyson orbital (up to normalization constants):

Dj,m(r) =
∑
v,c

X (m)
vc

〈
�N

i,0

∣∣a†
vaca†

ca j

∣∣�N
i,0

〉
χc(r)

=
∑

c

X (m)
jc

〈
�N

i,0

∣∣a†
j a jaca†

c

∣∣�N
i,0

〉
χc(r)

=
∑

c

X (m)
jc χc(r). (9)

Note that exploiting the orthogonality relations between
many-body wave functions in different states is possible here,
since �N

i,0 is represented by a single Slater determinant only.
However, we remark that the above derivation could be ex-
tended to multiconfiguration methods, albeit at the expense of
an additional summation over configuration space in Eq. (9).

With the help of the Dyson orbitals, we can avoid the
explicit treatment of the N − 1 passive electrons in the process
and thereby reduce the matrix element of Eq. (2) to an integral
over a single coordinate only:

〈
�N

f, j

∣∣AP
∣∣�N

i,m

〉 ≈ A
∫

d3r γ k(r)pDj,m(r)

∝ (Ak)F[Dj,m](k). (10)

In the second line, we make use of the plane-wave approx-
imation, γk(r) ∝ eikr, that is inherent to POT [1,5] and that
naturally introduces the Fourier transform of the Dyson or-
bital, modulated by a weakly angle-dependent polarization
factor Ak. Importantly, only the jth row of the transition
density matrix X (m)

vc contributes to the jth Dyson orbital in
Eq. (9), thereby fixing the hole position in the orbital φ j .
Finally, the photoemission angular distribution arising from
the mth exciton is obtained by summing over all possible
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final-state hole configurations as follows:

Im(k) ∝ |Ak|2
∑

j

∣∣∣∣∣∑
c

X (m)
jc F[χc](k)

∣∣∣∣∣
2

× δ(ω − Ekin − ε j + �m). (11)

From this expression, which we refer to as “exPOT” (exciton
POT) in the remainder of this work, we expect the photoe-
mission signal from a general exciton to have contributions
at multiple kinetic energies that are in concordance with the
energy conservation and thus depend on the hole’s position
after electron detachment described by the ionization energy
ε j . At each allowed kinetic energy, momentum maps take
the form of a Fourier transform of the coherent sum over
unoccupied states, weighted by the corresponding transition
density matrix elements.

B. Formulation with natural transition orbitals

While the orbitals χc and the transition density matrix
Xvc appearing in the photoemission intensity expression for
exPOT [Eq. (11)] can be readily computed from a BSE or
Casida calculation, physical intuition about the character of
the exciton can be enhanced by introducing NTOs [23,46].

Let us assume that in the exciton calculation there are Nv

occupied orbitals φv , and a number of Nc unoccupied (or
virtual) orbitals χc. Then, the transition density matrix Xvc is
a matrix with Nv rows and Nc columns, whose singular value
decomposition can be written in the following way:

X = V 
CT . (12)

Here, V and C are quadratic matrices of sizes Nv × Nv and
Nc × Nc, respectively, and the rectangular (Nv × Nc) matrix

 has only nonvanishing elements λ1, λ2, . . . , λNv

in the di-
agonal. These singular values are ordered according to their
magnitude, thus λ1 > λ2 > . . . > λNv

, and fulfill the normal-
ization condition

Nv∑
i=1

λ2
i = 1. (13)

Note that we have assumed that Nv < Nc as is typically the
case in the calculation of optically excited states. By making
use of the transformations

φ̃λ =
Nv∑

v=1

V T
λvφv, (14)

χ̃λ =
Nc∑

c=1

CT
λcχc, (15)

we obtain a new set of orbitals, the NTOs φ̃λ and χ̃λ, respec-
tively, which can be used to express the exciton wave function
in the electron-hole basis [Eq. (1)]:

ψ (rh, re) =
Nv∑

λ=1


λφ̃
∗
λ (rh)χ̃λ(re). (16)

Inserting Eq. (12) into Eq. (11)—and by making use of the
fact that the Fourier transform F is a linear operator—we can
rewrite the exPOT formula for the photoemission intensity in

TABLE I. Transition density matrices Xvc as well as their sin-
gular value decompositions X = V 
CT for the four simple exciton
structures defined in Fig. 1. Additionally, the exciton wave functions
ψ are given in terms of the NTOs φ̃ and χ̃ , respectively.

Case (i) Case (ii) Case (iii) Case (iv)

X =
(

1 0
0 0

) (
0 1√

2
1√
2

0

) (
1√
2

0
1√
2

0

) ( 1√
2

1√
2

0 0

)


 =
(

1 0
0 0

) (
1√
2

0
0 1√

2

) (
1 0
0 0

) (
1 0
0 0

)

V =
(

1 0
0 1

) (
0 1
1 0

) (
1√
2

− 1√
2

1√
2

1√
2

) (
1 0
0 1

)

C =
(

1 0
0 1

) (
1 0
0 1

) (
1 0
0 1

) (
1√
2

− 1√
2

1√
2

1√
2

)
ψ = φ̃1χ̃1

1√
2
φ̃1χ̃1 + 1√

2
φ̃2χ̃2 φ̃1χ̃1 φ̃1χ̃1

φ̃1 = φ1 φ2
1√
2
(φ1 + φ2) φ1

φ̃2 = — φ1 — —

χ̃1 = χ1 χ1 χ1
1√
2
(χ1 + χ2)

χ̃2 = — χ2 — —

the NTO basis as follows:

Im(k) ∝ |Ak|2
∑

j

∣∣∣∣∣∑
λ

Vjλ
λF[χ̃λ](k)

∣∣∣∣∣
2

× δ(ω + Ekin − ε j + �m). (17)

At first sight, it seems that we have not gained much: we have
just replaced the summation over c with the summation over
λ and replaced the prefactors. In practice, however, a given
exciton is often characterized by just a few NTOs and one can
easily control the accuracy of the exciton’s representation in
terms of NTOs by introducing a threshold for the 
λ. More-
over, it is our belief that NTOs are useful when dealing with
excitons, since the character of the transition is encoded in just
a few single-particle orbitals and with introducing Eq. (17),
we can assign physical meaning to these orbitals as actual
observables of the excited-state photoemission experiment.

C. Generic exciton structures

Before presenting our numerical results, we explain the
implications of Eq. (11) on the example of four prototypical
exciton structures that are collected in Table I and schemat-
ically depicted in Fig. 1. For educational reasons, here only
Nv = 2 occupied and Nc = 2 unoccupied orbitals are taken
into account for setting up the transition density matrix such
that all matrices are simple 2 × 2 matrices.

In case (i), the exciton involves only a single transition
from the highest occupied orbital φ1 to the lowest unoccupied
orbital χ1, which is, in fact, a common case for the lowest
exciton in some organic molecules [27]. Evidently, exPOT
predicts that the observed PAD is given by the Fourier trans-
form of χ1 appearing at the kinetic energy Ekin = ω − ε1 +
�1, where ω is the probe photon energy, ε1 the ionization
potential corresponding to φ1, and �1 denotes the exciton
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|φ2〉
|φ1〉

|χ1〉
|χ2〉

Case (i) Case (ii) Case (iii) Case (iv)

Ekin

In
te

n
si

ty

χ1χ1

Ekin

χ1 χ2

Ekin

χ1 χ1

Ekin

χ1
+χ2

FIG. 1. Four prototypical exciton structures and the correspond-
ing predictions of exPOT for the observed PAD maps as detailed in
the text.

energy, i.e., the pump photon energy. This is also illustrated
in the bottom part of Fig. 1, where the square above the peak
in the sketched kinetic energy spectrum should represent the
expected PAD map of χ1. Also note that the NTOs coin-
cide with the original orbitals in this case. For case (ii), we
assume the exciton wave function as ψ = 1√

2
(φ2χ1 + φ1χ2).

Here, Eq. (11) leads to PAD maps of both χ1 and χ2, however,
appearing at kinetic energies corresponding to the ionization
levels of φ2 and φ1, respectively, as also illustrated in Fig. 1.
Note that this exciton represents a truly entangled state [55]
which can also be seen after transforming to the NTO basis
(see Table I). The situation is somewhat different for case (iii),
where we assume ψ = 1√

2
(φ2χ1 + φ1χ1). Here, we expect to

observe two identical PADs appearing at two different kinetic
energies, depending on whether, after the electron has been
emitted, the hole resides in state φ1 or φ2. While the unoccu-
pied NTO χ̃1 equals χ1, the two occupied orbitals can now be
represented by a single NTO. Finally in case (iv), the exciton
is described by ψ = 1√

2
(φ1χ1 + φ1χ2), and Eq. (11) suggests

that the PAD is proportional to the Fourier transform of a
coherent sum of the unoccupied orbitals χ1 and χ2, the NTO
χ̃1, which appears at Ekin = ω − ε1 + �1. In the following,
we want to give examples for the nontrivial cases (ii)–(iv) by
actual numerical simulations.

III. RESULTS AND DISCUSSION

Let us now compare the predictions of our exPOT approach
for organic molecules with computationally more demanding,
but accurate TDDFT calculations as implemented in the real-
space code OCTOPUS [56,57]. Here, photoemission spectra and
PAD maps are obtained by recording the flux of photoelectron
density through a detector surface (t-SURFF) [58,59], which
seamlessly allows for pump-probe setups and where no as-
sumptions on the final state need to be made.

For a better comparability of the two theoretical ap-
proaches, exPOT vs t-SURFF, we take several precautions.
First, we focus on planar molecules for which the plane-wave
approximation has already been well tested [6,17]. Second,
we choose the probe field in z direction, that is perpendicular
to the molecular plane, which is also known to minimize

(a)

(b)

(c)

FIG. 2. Comparison of exPOT with results from t-SURFF for
TCNQ. (a) Total angle-integrated photoelectron intensity from
t-SURFF (gray) and its projection onto the HOMO (v = 1, green),
HOMO-1 (v = 2, orange), and HOMO-2 (v = 3, blue) states, with
corresponding kinetic energy positions ω − ε j indicated by the ver-
tical dashed lines in the same colors. Red arrows mark the energy of
the pump pulse ωpump and full vertical lines ω − ε j + ωpump, respec-
tively. (b) PAD maps from t-SURFF at the kinetic energies indicated
by the full vertical lines in panel (a). (c) PAD maps obtained from the
exPOT approach with the first three NTOs.

possible deficiencies of the plane wave approximation (PWA)
[9]. Third, we ensure that pump pulses are long enough to
only excite the specific exciton in question, since for ul-
trashort pulses considerable energy broadening needs to be
taken into account [60,61]. Equivalently, we keep our probe
pulses long enough for a reasonable kinetic energy resolu-
tion in the spectra and choose probe energies in the XUV
regime for the sake of the sudden approximation [62]. Fourth,
we limit ourselves to the adiabatic local density approxi-
mation since more advanced functionals, such as hybrids,
would be computationally too demanding for the real-time
propagation utilized for the t-SURFF method. We emphasize,
however, that for the application of our exPOT formalism,
the latter restriction is not necessary and any method for
excited states that provides a transition density matrix in
terms of single-particle orbitals can be used. With the aim to
find real-life examples for the cases (ii)–(iv) outlined above,
we have selected three prototypical π -conjugated molecules,
namely, tetracyanoquinodimethane (TCNQ), porphine and
perylenetetracarboxylic dianhydride (PTCDA), and perform
linear-response TDDFT calculations within the Casida for-
malism in OCTOPUS. The details of those calulations are
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TABLE II. Casida excitation energies, �m, their correspond-
ing single-particle contributions in terms of the initial Kohn-Sham
molecular orbitals, X 2

vc, and the eigenvalues (magnitudes) of the
natural transition orbitals, 
2

λ, for the three molecules presented in
the main text. All contributions greater than 0.01 are shown; those
referenced in our investigation are highlighted in color, where the
different shadings connect the single-particle contributions with their
NTO counterparts, with the exception of the NTOs for PTCDA, since
here a full sum over λ was necessary (see text for details).

TCNQ Porphin PTCDA
�m = 6.76 eV �m = 3.52 eV �m = 5.51 eV

φv → χc X 2
vc φv → χc X 2

vc φv → χc X 2
vc

3 → 2 0.44 2 → 1 0.36 8 → 4 0.29
2 → 3 0.35 1 → 2 0.27 11 → 2 0.23
1 → 6 0.07 4 → 2 0.25 7 → 7 0.17
5 → 4 0.03 8 → 2 0.05 4 → 8 0.06
17 → 2 0.02 3 → 3 0.04 4 → 2 0.06
11 → 3 0.02 1 → 5 0.05

8 → 3 0.03
16 → 1 0.02
7 → 1 0.02
9 → 2 0.02

φ̃λ → χ̃λ 
2
λ φ̃λ → χ̃λ 
2

λ φ̃λ → χ̃λ 
2
λ

1 → 1 0.46 1 → 1 0.57 1 → 1 0.32
2 → 2 0.39 2 → 2 0.36 2 → 2 0.32
3 → 3 0.07 3 → 3 0.05 3 → 3 0.20
4 → 4 0.04 4 → 4 0.06
5 → 5 0.01 5 → 5 0.05

6 → 6 0.03

described in Appendix A. For TCNQ, the solution reveals
an exciton with �m = 6.76 eV, which is strongly allowed for
y polarization (molecular geometry and choice of axis are
defined below). Its exciton wave function has major contri-
butions from φ3χ2 (0.44), φ2χ3 (0.35), and φ1χ6 (0.07) (see
Table II for more details). Thus it represents an entangled state
as in case (ii). In the t-SURFF calculations, we set the pump
energy ωpump = �m and employ a probe energy of ω = 35 eV
(details in Appendix B). The resulting kinetic energy spectrum
of the emitted electrons is depicted in panel (a) of Fig. 2. It
is dominated by emissions from the three highest occupied
orbitals φ1, φ2, and φ3 indicated by the green, orange, and
blue dashed vertical lines, respectively. Importantly, however,
we also observe three emission peaks at kinetic energies larger
by precisely ωpump. This behavior, already qualitatively illus-
trated in the second column of Fig. 1, is in perfect accordance
with the energy conservation of Eq. (11). Despite the orders
of magnitude smaller peak heights for the exciton emission,
we obtain three distinct PAD maps (at the kinetic energies
marked by vertical full lines), which are displayed in panel
(b). Comparing with our exPOT theory, indeed, the Fourier
transforms of the first three NTOs of this entangled exciton,
as depicted in panel (c), are in very good agreement with the
PAD maps from t-SURFF.

Next, we present our results for the optical excitation in
porphin at �m = 3.94 eV in the x direction, which serves as
an example for case (iii) defined in Fig. 1. From the t-SURFF
calculation, we obtain two identical momentum maps at the

-2

-1

0

1

2

k
y

[Å
−

1
]

v=4

(a) t-SURFF

v=1 χ̃1

exPOT

-2

-1

0

1

2

k
y

[Å
−

1
]

(b) t-SURFF

v=8 χ̃2

exPOT

I. S.

-2 -1 0 1 2

kx [Å
−1

]

-2

-1

0

1

2

k
y

[Å
−

1
]

v=4

-2 -1 0 1 2

kx [Å
−1

]

χ̃λ

-2 -1 0 1 2

kx [Å
−1

]

χ̃1

FIG. 3. Comparison of exPOT with results from t-SURFF for
porphin and PTCDA. (a) PADs for porphin from t-SURFF at dif-
ferent kinetic energies (left and middle columns) compared to the
exPOT map of the first NTO (right column). (b) Different methods
for PTCDA, showing contributions from v = 4 (top row) and v = 8
(bottom row); see text for details.

kinetic energies corresponding to the hole in states φ1 and φ4

[left and middle columns of panel (a) in Fig. 3]. Note that
here, in contrast to the above PADs from TCNQ, we have
projected the t-SURFF ARPES intensities on the respective
ground-state orbitals, since the total photoelectron yield is
also affected by other contributions which are not relevant
for our case (see also Appendix B). The Casida calculation
leads to almost equal contributions of φ1χ2 (0.27) and φ4χ2

(0.25) to the exciton wave function, which can be written
as a single NTO χ̃1 (see Table II), resulting in the PAD
depicted in the rightmost column of panel (a) in Fig. 3. The
excellent agreement with the corresponding t-SURFF maps
further validates the exPOT predictions. Remarkably, while a
single NTO might be enough to explain photoemission from
an excited state of such character, it can be comprised of
contributions from different valence states, which then lead
to photoemission signatures of the same conduction state at
different kinetic energies.

Conversely, in case (iv), we consider an exciton structure
with transitions involving only a single hole state v but multi-
ple conduction states c. For PTCDA at an excitation energy of
�m = 4.45 eV (polarized in the y direction, compare Figs. 4
and 5), we encounter two such transitions: φ8χ4 (0.29), φ8χ3

(0.03) and φ4χ8 (0.06), φ4χ2 (0.06). The top row of panel (b)
of Fig. 3 is devoted to the contribution from v = 8, with the
state-projected result from t-SURFF in the left column agree-
ing very well with the exPOT result in the middle column,
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FIG. 4. Geometries of the three molecules used in our inves-
tigation (TCNQ, porphin, and PTCDA); arrows mark the incident
direction of the pump pulse in the photoemission simulation.

evaluated with the contribution from χ̃2 only. Importantly,
the computation of the latter implicitly involves a coherent
sum over the unoccupied states χ4 and χ3, while wrongly
performing an incoherent summation worsens the agreement
with the t-SURFF reference (see right panel labeled I. S.). The
second major set of contributions to this exciton, φ4χ8 and
φ4χ2, leads to a PAD at the kinetic energy corresponding to ε4

and is shown in the bottom row of Fig. 3, panel (b). Again, the
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FIG. 5. Absorption spectra of the molecules TCNQ, porphin, and
PTCDA calculated with OCTOPUS in RT-TDDFT (full curves) and
within the linear-response Casida formalism (dashed curves). Exci-
tation energies used in the pump-probe photoemission simulations
are marked with an asterisk.

t-SURRF result (left column) agrees well with exPOT (middle
column). This time, however, we need to take into account a
sum over multiple NTOs (χ̃λ) while the PAD from a single
NTO (χ̃1, right column) is not sufficiently accurate. This is
due to the fact that, in general, the electron or hole contribu-
tions can contribute to different NTOs and only the coherent
sum over λ is equivalent to the coherent sum of Eq. (11)
(see also comparison of PADs in Appendix C). In summary,
we have not only proven excellent agreement of the exPOT
theory with ab initio simulations for case (iv), but could also
emphasize the necessity of the coherent superposition of the
electron orbitals for such a case.

IV. CONCLUSIONS

We demonstrate an extension of photoemission orbital to-
mography to excitons, termed exPOT, and thereby provide
the theoretical foundations to interpret photoemission angular
distributions maps as measured in pump-probe ARPES ex-
periments of oriented organic molecules in terms of exciton
wave functions. We illustrate the consequences of exPOT on
the example of three organic molecules, covering a range of
prototypical exciton structures, and validate our findings by
real-time TDDFT calculations that directly incorporate the
pump and probe fields. In our method, the simplicity of the
orbital interpretation can be retained by identifying Fourier-
transformed NTOs as the observables in photoemission of
excitons. The evaluation of the ARPES intensity, however,
demands a coherent sum over electron contributions to reflect
the entangled character of an exciton wave function, as well
as an incoherent sum over hole contributions to fulfill energy
conservation. While in this work, we have restricted ourselves
to organic molecules in the gas phase, the extension of exPOT
to periodic systems and magnetic materials is straightfor-
ward. Moreover, our method can also be combined with any
common excited-state description, e.g., including electron-
hole correlations within the framework of the Bethe-Salpeter
equation.
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APPENDIX A: GROUND-STATE AND LINEAR
RESPONSE CALCULATIONS

The structures of the three molecules TCNQ (C12H4N4),
porphin (C20H14N4), and PTCDA (C24H8O6) were optimized
using the real-space mode of GPAW [63,64] in conjunction
with the BFGS minimization routine from the Atomic Sim-
ulation Environment (ASE) [65]. We used a simulation box
with 0.2 Å spacing, 8 Å vacuum around each molecule, and
set the maximum force criterion to 0.02 eV/Å. These relaxed
geometries were then used in all further calculations and are
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FIG. 6. Summary of results for TCNQ excited with 6.7 eV in
the y direction. The kinetic energy spectrum from t-SURFF is shown
in panel (a) with I (|k|) in gray, as well as the projection on states
v = {3, 2, 1, 5, 11}. In the same colors, we show Ev in dashed lines
and Ev + ωpump in full lines. In panel (b), the corresponding mo-
mentum maps of the state-projected photoemission intensities from
t-SURFF are shown in each line of the leftmost column. In the
left-middle column, we show the results from exPOT for the sum
over NTOs [Eq. (17)] and the equal results from exPOT with the
coherent sum over Xvcχc [Eq. (11)] in the middle-right column. For
comparison, the results with a wrongly performed incoherent sum
are shown in the rightmost column (see text for details).

depicted in Fig. 4 together with the Cartesian coordinate sys-
tem and the direction of the pump field incidence.

In order to solve Casida’s equation and perform the NTO
analysis, we employed the linear-response TDDFT (LR-
TDDFT) implementation of the real-space code OCTOPUS

[56,57]. For the three molecules, we used a simulation domain
with spheres of radius 8 Å around each atom and a spacing
of 0.2 Å. While the latter value for the spacing may not
lead to fully converged results for the geometry optimization
described before, as well as for the optical spectra in the

FIG. 7. Summary of results for porphin excited with 3.5 eV in
the x direction. The kinetic energy spectrum from t-SURFF is shown
in panel (a) with I (|k|) in gray, as well as the projection on states
v = {2, 1, 4, 8, 3}. In the same colors, we show Ev in dashed lines
and Ev + ωpump in full lines. In panel (b), the corresponding mo-
mentum maps of the state-projected photoemission intensities from
t-SURFF are shown in each line of the leftmost column. In the
left-middle column, we show the results from exPOT for the sum
over NTOs [Eq. (17)] and the equal results from exPOT with the
coherent sum over Xvcχc [Eq. (11)] in the middle-right column. For
comparison, the results with a wrongly performed incoherent sum
are shown in the rightmost column (see text for details).

following, we choose 0.2 Å none the less for all calculations
to be consistent with the numerically very demanding ARPES
simulations. For the same reason, we used the local den-
sity approximation [66] for LR-TDDFT calculations with the
Perdew-Zunger implementation of correlation [67] and norm-
conserving Troullier-Martins pseudopotentials [68]. Having
computed the respective ground state of the three molecules
this way, we solved Casida’s equation with the same numer-
ical parameters and considered an energy window of 32, 28
and 30 eV for TCNQ, porphin, and PTCDA, respectively. In
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this range combinations of occupied and unoccupied states
were considered, thereby obtaining the transition density ma-
trices X (m)

vc for the mth exciton. Note that our calculations
also include deexcitations beyond the Tamm-Dancoff ap-
proximation. For the NTOs, we computed the singular value
decomposition of Eq. (12) with PYTHON’s NUMPY package
[69]. The results of the LR-TDDFT calculations are shown in
Table II and optical spectra are shown in Fig. 5 for comparison
with the real-time TDDFT calculations of the next Appendix.

APPENDIX B: REAL-TIME TDDFT CALCULATIONS

In this Appendix, we describe the methods to obtain
the ab initio simulations of photoemission from real-time
TDDFT (RT-TDDFT) with OCTOPUS. While in the previous
Appendix, the results for linear-response calculations already
delivered the desired excitation energies, we also employed
a RT-TDDFT method for optical spectra [70]. Using the
ground-state calculations with the same parameters as de-
scribed in the previous Appendix, we perturbed the system
at initial time t = 0 with a Dirac-δ pulse (pulse strength
0.01 Å−1) that equally excites all optically allowed transitions.
We then evolved the system for further a 30 fs, with time
steps of 2 as, and Fourier transformed the time-dependent
dipole moment to get the optical spectrum [71]. In Fig. 5, we
compare the optical spectra from RT-TDDFT with those from
the LR-TDDFT calculations of the previous Appendix. For all
three molecules, we find very good agreement, thus assuring
the comparability of our methods. Since we also use TDDFT
in the real-time fashion for the ARPES simulations, we use the
excitation energies (marked by � symbols) from RT-TDDFT.

Having obtained the excitation energies of interest, we
now describe the method used for the pump-probe ARPES
simulations with t-SURFF [58,59]. For all three molecules,
we first computed the ground state as described above, with
the only difference that we used a spherical simulation box
around the center of the molecules with R = 35 Å radius.
Then, the systems were subjected to pump pulses with respec-
tive energies �m for tpump = 20 fs, followed by tprobe = 15 fs
of propagation time with the probe pulse. While the energy
and direction of the pump pulses were varied according to the
excitations within the different molecules, we always probed
with z-polarized fields and a photon energy of ω = 35 eV.
For both types of pulses, we used a cos(ωt ) function, shaped
by a hull function of sin2 type to ensure gradual on- and off
switching of the fields, thereby avoiding nonresonant excita-
tions. The field amplitudes were varied such that the radiation
would correspond to a laser with intensity 108 W/cm2. In
order to avoid spurious effects of reflected electron density
at the border of our simulation region, we inserted a com-
plex absorbing potential [72] described by iξ sin2( �(r−R0 )π

2R ),
with magnitude ξ = −0.2 a.u. and onset at R0 = 20 Å. Over
all times, we recorded the flux of electron density through a
spherical surface [58,59] at R0 and thus obtained energy- and
angle-resolved photoemission intensities in an ab initio way
as a direct numerical simulation of the experiment.

APPENDIX C: COMPLEMENTING RESULTS

In the following, we give additional results that comple-
ment those of the main text for all three molecules. For each

FIG. 8. Summary of results for PTCDA excited with 5.45 eV in
the y direction. The kinetic energy spectrum from t-SURFF is shown
in panel (a) with I (|k|) in gray, as well as the projection on states
v = {8, 7, 4, 11, 1}. In the same colors, we show Ev in dashed lines
and Ev + ωpump in full lines. In panel (b), the corresponding mo-
mentum maps of the state-projected photoemission intensities from
t-SURFF are shown in each line of the leftmost column. In the
left-middle column, we show the results from exPOT for the sum
over NTOs [Eq. (17)] and the equal results from exPOT with the
coherent sum over Xvcχc [Eq. (11)] in the middle-right column. For
comparison, the results with a wrongly performed incoherent sum
are shown in the rightmost column (see text for details).

molecule in Figs. 6–8, we show the kinetic energy spectra
from t-SURFF [panels (a)] in conjunction with momentum
maps from the different methods presented for a series of
orbitals that are relevant for the respective excitons [panels
(b)]. For TCNQ in Fig. 6, all results between the different
theoretical descriptions agree well, with the exception of maps
for v = 11, where the results from t-SURFF are different
from exPOT. Interestingly, it seems that the t-SURFF map
for v = 11 depicts what seems to be missing for the exPOT
map for v = 2, i.e., the accentuation of the main feature at
kx = 0 Å−1, ky � 2 Å−1. The additional results for porphin
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in Fig. 7 show very good agreement as well, with the one
exception of v = 8, which does not agree at all. For the two
pathological cases, v = 11 in TCNQ and v = 8 in porphin,
we wish to remark that for both cases the contributions to
the transition matrix are already quite small (1–2%) such that
better converged LR-TDDFT calculations might give other

results. The same argument is valid for the t-SURFF calcu-
lations, where it can be seen in the kinetic energy-resolved
spectra that the peaks stemming from these two transitions are
by approximately an order of magnitude smaller than those of
the main contributions and would hardly be detectable in an
actual experiment.
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