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Nonmetal-to-metal transition in dense fluid nitrogen at high pressure
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We calculate the electrical conductivity and the equation of state of dense fluid nitrogen for high pressures
up to several megabars by using ab initio molecular dynamics simulations. We determine the instability region
of a first-order liquid-liquid phase transition which results from an abrupt dissociation of nitrogen molecules.
This transition is accompanied by a nonmetal-to-metal transition (metallization) of the fluid and corresponding
structural changes from a molecular to a polymeric phase. We compare our new data with earlier theoretical
results and available experiments.
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I. INTRODUCTION

The high-pressure phase diagram of solid nitrogen is ex-
tremely rich: 12 molecular phases, two nonmolecular phases,
and an amorphous one have been reported so far [1]. Nitrogen
molecules consist of two atoms strongly triple bonded so
that corresponding phases can be considered inert. If exposed
to high pressure, however, intramolecular bonding becomes
weaker, so that double and single bonds also appear. Ac-
cordingly, the structural and electronic properties change so
that nitrogen passes through several intermediate phases with
increasing pressure before covalency is completely lost [2].

Recent molecular dynamics (MD) simulations on dense
fluid nitrogen using density functional theory (DFT) [3–7]
[8,9] predict a first-order liquid-liquid phase transition
(LL-PT) at about a megabar. The crossover from a molecular
to a polymeric phase is driven by an electronic transition from
a molecular semiconducting fluid to a polymeric one with
metalliclike conductivity, which has been observed in multiple
shock-wave experiments [10].

Excitation, dissociation, and ionization processes are also
observed in other shock-compressed diatomic fluids, such as
O2 and CO (which is isoelectronic with N2); for a review,
see Refs. [2,11]. Most interesting is the metallization in hy-
drogen (or deuterium) at few megabars [12–15], which, e.g.,
governs the interior structure, thermal evolution, and dynamo
action (magnetic-field generation) of gas giant planets, such
as Jupiter and Saturn [16].

In the polymeric phase, each nitrogen atom has single
chemical bonds with three surrounding atoms so that this
phase could store several times more energy than any known
material [2]. This would make polymeric nitrogen an exciting
high-energy-density material for corresponding applications.

Numerous high-pressure experiments were performed us-
ing diamond anvil cells (DACs) to reveal the high-pressure
phase diagram of solid nitrogen and the properties of the
different phases; see, e.g., Refs. [2,17,18]. Higher tempera-
tures are generated in shock-wave compression experiments
so that dense fluid nitrogen can be probed; see, e.g., Refs. [10,
19–24]. The interesting effect of shock cooling due to the
dissociation of nitrogen molecules along shock compression

has been predicted by Radousky et al. [21] in 1985. The cor-
responding P-T conditions are relevant for the interior of ice
giant planets, such as Uranus and Neptune. The equation of
state (EOS) data in this range are, thus, important for mod-
eling the interior, evolution, and magnetic field of ice giant
planets; see, e.g., Refs. [25–32].

Given these important applications, we have reassessed
the behavior of dense fluid nitrogen and performed extensive
DFT-MD simulations to determine the EOS for tempera-
tures in the range of 2000 K � T � 10 000 K and densities
of 1.1 g/cm3 � ρ � 4.0 g/cm3. Analysis of our EOS data
shows a systematic shift to higher pressures for given temper-
atures and densities compared with some earlier studies [3,5].
This trend can be traced back to the use of a higher particle
number (256 nitrogen atoms with five electrons each in our
calculations versus 64 in Refs. [3,5]), enabled by the enor-
mous progress in computational power over the past decade.
The differences are pronounced in the dissociation region so
that a new prediction for the instability region of the first-order
LL-PT can be given.

We have determined the pair distribution function (PDF)
and the coordination number so that the structural changes
along the transition can be analyzed as function of density and
temperature.

Furthermore, the electrical conductivity was calculated for
the entire density-temperature range mentioned above in order
to locate the nonmetal-to-metal transition in the P-T -� space.
The electrical conductivity increases over about seven orders
of magnitude from an almost insulating behavior at the low-
est densities and temperatures to values typical for metals at
higher densities and temperatures. In these DFT calculations,
we have applied the Heyd-Scuseria-Ernzerhof (HSE) hybrid
functional [33–36] to determine realistic band gaps, which is
essential along the metallization transition. Our results give
new insight into the nature of this combined thermodynamic
(liquid-liquid, first order) and electronic (metallization) tran-
sition in dense fluid nitrogen.

The outline of our paper is as follows. First, we summarize
details of the DFT-MD simulations for dense fluid nitrogen in
Sec. II. Results for the EOS data are shown in Sec. III, and the
structural changes along compression are discussed in Sec. IV
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using the pair distribution function. An update of the high-
pressure phase diagram is shown in Sec. V. The calculation of
the electrical conductivity via the Kubo-Greenwood formula
[37,38] is outlined in Sec. VI where we also discuss the
nonmetal-to-metal transition in dense fluid nitrogen. Finally,
we summarize our results in Sec. VII.

II. DFT-MD SIMULATIONS

The DFT-MD simulations were performed using the
Vienna Ab initio simulation package (VASP) [39–43]. The
Born-Oppenheimer approximation is used to describe the
electron system with DFT at finite temperatures [44–48] and
to treat the ions classically via MD simulations. The projector-
augmented wave (PAW) potential as implemented in VASP,
PAW_PBE N_h 06Feb2004, (where PBE represents Perdew,
Burke, and Ernzerhof) was used. We used a plane-wave cutoff
of 1000 eV, which is considerably higher as in earlier studies.
All simulations are performed within the NVT ensemble by
using the Nosé-Hoover thermostat [49,50].

We made extensive convergence tests with respect to par-
ticle number and chose N = 256 for all DFT-MD simulations
for temperatures in the range of 2000 K � T � 5000 K
and densities of 2.4 g/cm3 � ρ � 4.0 g/cm3. The first-order
LL-PT occurs in this temperature-density range. We found
characteristic fluctuations close to the instability region so that
large enough particle numbers had to be used. For conditions
further away from the LL-PT, our simulations are already
converged with N = 64. The MD simulations were performed
with up to 100 000 time steps of 0.6 fs duration, i.e., the
chosen NVT ensemble ran up to 60 ps.

We used the exchange-correlation (XC) functional of PBE
[51] for all MD runs. Additionally, we employed the HSE
hybrid functional [33–36] to evaluate the Kubo-Greenwood
formula. The calculation of the electrical conductivity along
the nonmetal-to-metal transition required the use of a hybrid
functional, such as HSE, which reproduces band gaps and, in
particular, their closing with increasing pressure more realis-
tically than PBE; see, e.g., Refs. [52–54].

III. RESULTS FOR THE EOS

We present the thermal EOS, i.e., the pressure as a function
of the density for given temperatures as derived from our
DFT-MD simulations in Fig. 1. For clarity, isotherms between
2000 K � T � 4000 K are shown in the upper panel, and
those between 4000 K � T � 10 000 K in the lower panel,
respectively. In accordance with Boates and Bonev [3] and
Driver and Militzer [5], we observe an instability region in the
dense fluid for lower temperatures, which is highlighted in the
inset in the upper panel; see Sec. V.

Our pressures are systematically higher by 10–20% than
those of Boates and Bonev [3], which can be attributed to
the use of higher particle numbers in our simulations: 256
nitrogen atoms (with five electrons each) compared with
64–128 atoms in their calculations. The higher particle num-
ber was necessary to get converged results, particularly, near
the dissociation transition. Boates and Bonev [3] used the �

point, whereas, we used the Baldereschi mean value point
(BMVP) [55] to sample the Brillouin zone. Note that Boates

FIG. 1. The pressure of nitrogen is shown as a function of density
for temperatures between 2000 and 4000 K (upper panel) and 4000
and 10 000 K (lower panel). We compare our DFT-DM results (solid
colored lines with dots) with those of Boates and Bonev [3] (dotted
lines with crosses, same color code). Pressures derived from double-
shock experiments of Radousky et al. [21] are shown as light blue
boxes in the lower panel for which a temperature of T ≈ 7000 K
was reported.

and Bonev [3] predict the stability region above 4000–5000 K,
whereas, we derive a critical temperature of Tc = 3500 K, see
Sec. V.

In 1985, Radousky et al. [21] dynamically compressed
fluid nitrogen by using a gas gun. In single-shock experiments,
i.e., along the Hugoniot curve, they measured temperatures
between 4000 K < T < 14 000 K and pressures in the range
of 18 GPa < P < 90 GPa. By performing double-shock ex-
periments, they reported pressures between 60 GPa < P <

90 GPa at an almost constant temperature of about T ≈
7000 K. The results of these double-shock experiments shown
in the lower panel of Fig. 1 as light blue boxes are substantially
higher than our results for all temperatures between 4000 and
10 000 K in the density range between 2.4 and 3.2 g/cm3.
Radousky et al. [21] inferred the temperature by measuring
the spectral radiance of the light emitted from the shocked
sample. The vast differences between our ab initio results and
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FIG. 2. Pair distribution function in fluid nitrogen for densities
of ρ = 2.8, 3.0, 3.2, 3.4, 3.6, 3.8, and 4.0 g/cm3. The lines are
shifted downwards by −0.5 with increasing density. Left panel
(black): T = 2000 K, right panel (red): T = 4000 K.

their P-T data in that density range should be resolved by new
shock-compression experiments.

At higher temperatures, the dissociation of nitrogen
molecules leads to a reversal of the order of the pressure
isotherms above 1.5 g/cm3, see lower panel of Fig. 1. The
isotherms return to the usual temperature order only above
3.5 g/cm3 in this higher temperature regime. It is interest-
ing to note that the crossing of the isotherms occurs in a
much narrower density region for the lower temperatures
(upper panel of Fig. 1), i.e., between 2.7 and 3.7 g/cm3. The
different isotherms clearly show the interplay of thermally
and pressure-driven dissociation in dense fluid nitrogen. For
higher temperatures, thermally driven dissociation dominates
but does not lead to an instability region. In comparison, disso-
ciation occurs more abruptly for lower temperatures, leading
to a first-order LL-PT, such as in hydrogen [14,15].

IV. RESULTS FOR THE PAIR DISTRIBUTION FUNCTIONS

The PDFs are shown in Figs. 2 and 3, whereas, the coor-
dination number is displayed in Fig. 4. These results can be
used to study the structural changes in the fluid as a function
of temperature T and density ρ.

Figure 2 shows the PDF for 2000 K (left panel) and 4000 K
(right panel) for various densities. For 2000 K, a pronounced
molecular peak appears at 1.1 Å at lower densities. For densi-
ties ρ > 3.4 g/cm3 a second peak at 1.3 Å appears, which can
be attributed to the transition from a molecular to a polymeric
phase, accompanied by a first-order LL-PT. Several authors
have already described this behavior [3–7]. At the higher
temperature of 4000 K, a shift of the first peak of the PDF
from 1.1 to 1.3 Å is observed, which proceeds continuously.
This shift indicates that the CP of the first-order LL-PT is
located below 4000 K, in accordance with the EOS data, see
Sec. V. In Fig. 3, the PDF is shown for higher temperatures of
6000 K (left panel) and 10 000 K (right panel). Interestingly,
the molecular peak at 1.3 Å is still visible even at these

FIG. 3. Pair distribution function in fluid nitrogen for densities
of ρ = 2.8, 3.0, 3.2, 3.4, 3.6, 3.8, and 4.0 g/cm3. The lines are
shifted downwards by −0.5 with increasing density. Left panel
(gray): T = 6000 K, right panel (orange): T = 10 000 K.

high temperatures, which indicates that nitrogen transforms
gradually to an atomic liquid with increasing density as dis-
cussed above.

By integrating the PDF in spherical coordinates up to the
first minimum, according to

n(r′) = 4πρ

∫ r′

0
g(r)r2dr, (1)

the coordination number is obtained. This quantity indicates
how many molecules are found in the range of each coordina-
tion sphere by integrating from 0 to the first minimum r′ in the
PDF. Therefore, the coordination number signals structural
changes in the dense fluid upon compression.

For 2000 K, the coordination number is just 1 for densi-
ties ρ < 3.2 g/cm3 describing a molecular fluid composed
of triple bonded N2 molecules. For higher densities, a rapid
increase in the coordination number up to 2 and above occurs,

FIG. 4. Coordination number according to Eq. (1) as function of
the density for several temperatures: T = 2000, 4000, 6000, 8000,
and 10 000 K.
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FIG. 5. Phase diagram of nitrogen according to Boates and
Bonev [3]. Melting line (diamonds: black [57], green [58], orange
[59], gray [60]), polymeric solid phases labeled amorphous and cubic
gauche (cgN). The dark-red line represents experimental data for the
melting line of Weck et al. [61]. Our prediction for the LL-PT (blue
line) is compared with that of Boates and Bonev [3] (red line), Yakub
and Yakub [56] (purple line), Driver and Militzer [5] (light blue line),
and Zhao et al. [9] (light green line). Magenta (violet) circles indicate
the onset of absorption (reflection) observed in laser-heated DAC
experiments [6]. The dotted line represents the phase boundary as
predicted by the chemical model of Ross and Rogers [62].

which indicates the transition to the polymeric regime. As
seen in the PDF, nitrogen stays molecular even for high tem-
peratures. The increase in the coordination number becomes
more gradual with increasing temperature in accordance with
the EOS results.

V. HIGH-PRESSURE PHASE DIAGRAM

The thermodynamic stability condition (∂P/∂�)T � 0 is
violated below 3500 K so that a van der Waals loop oc-
curs, which has to be treated by a Maxwell construction.
Our numerical results indicate that the critical point for the
corresponding LL-PT is located at about Tc = 3500 K, �c =
3.4 g/cm3, and Pc = 90 GPa, i.e., the critical temperature
is lower than earlier predicted. The coexistence line of the
first-order LL-PT is shown as a blue line in Fig. 5, the high-
pressure phase diagram adapted from Boates and Bonev [3]
with experimental data for the melting line and polymeric
solid phases (amorphous and cubic gauche).

According to the EOS data shown in Fig. 1, the coexistence
line of the LL-PT is shifted by about 10 GPa towards higher
pressures compared with their curve (red line). Yakub and
Yakub [56] used the ab initio calculations of Boates and
Bonev [3] to calibrate an advanced polymerization model.
Their prediction for the coexistence line of the LL-PT is
shown for comparison (purple line). The prediction of Driver
and Militzer [5] for the coexistence line (light blue line) is also
based on DFT-MD simulations and located between our result
and that of Boates and Bonev [3]. Driver and Militzer [5] have
performed their DFT-MD simulations with 64 atoms as Boates
and Bonev [3]. The prediction of Zhao et al. [9] (green line) is
based on DFT-MD simulations using the strongly constrained

TABLE I. Input used in DFT-MD simulations for dense fluid
nitrogen. Compared are the XC functional, the number of atoms N ,
and the point set for the evaluation of the Brillouin zone (BZ).

Ref. XC functional N (atoms) BZ sampling

Boates and Bonev PBE 64–128 �

[3]
Driver and Militzer PBE 64 �

[5]
Zhao et al. SCAN 64 �

[9]
Fu et al. PBE 54 �

[7]
Mazevet et al. PW91 32 �

[63]
Present paper PBE and HSE 64–256 BMVP

and appropriately normed (SCAN) meta-generalized gradient
approximation functional with 64 atoms. Their LL-PT line
lies about 10% above our results in P-T space. All earlier stud-
ies employed the Gamma (�) point to evaluate the Brillouin
zone, whereas, we used the BMVP. We summarize the main
input into different DFT-MD simulations performed for dense
fluid nitrogen in Table I.

Drastic changes in the optical properties of dense fluid
nitrogen upon compression were observed in laser-heated
DAC experiments. Jiang et al. [6] find an onset of absorption
(magenta points in Fig. 5) that agrees qualitatively with the
continuous transition between the molecular and dissociated
fluid above the critical point. The onset of reflection (violet
points) indicates the transition to a metallic state at pressures
well above a megabar. This transition can be explained by
means of the electrical conductivity, which is discussed in the
next section.

We also show the prediction of the dissociation model of
Ross and Rogers [62] for the molecular-to-polymeric phase
transition in the dense fluid (dotted line). They used the ex-
perimental data of Refs. [19,21] and calculated the Grüneisen
parameter. The corresponding transition pressure is higher
than the results of some of the DFT-MD simulations [3,5]
including ours but agrees with the SCAN results [9]. The
LL-PT line has a different slope for higher temperatures. This
behavior is similar to that of the EOS data of Radousky et al.
[21] shown in the lower panel of Fig. 1. Note that predictions
of chemical models have to be treated with caution in the
warm dense matter region. The key quantity, the shift in the
dissociation energy with density and temperature, is usually
treated within simple models which neglect, e.g., effects of
disorder (ion structure) and the formation of electronic bands,
which are important in this dense fluid regime.

VI. ELECTRICAL CONDUCTIVITY

The dynamic conductivity σ (ω) is derived from the
Kubo-Greenwood formula, [37,38,64–66],

σ (ω) = 2πe2

3ω	

∑
k

W (k)
N∑

j=1

N∑
i=1

3∑
α=1

[F (εi,k ) − F (ε j,k )]

× |〈� j,k|�v|�i,k〉|2δ(ε j,k − εi,k − h̄ω), (2)
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where e is the electron charge, m is its mass, ω is the fre-
quency, and 	 is the volume of the simulation box. εi,k

and F (εi,k ) are the energy eigenvalue and Fermi occupation
number of the Bloch state |�i,k〉 calculated from DFT, and
〈� j,k|�v|�i,k〉 are matrix elements with the velocity operator
calculated with the optical routines of VASP [39–43]. The
discrete spectrum of eigenvalues is caused by the periodic
boundary conditions of the simulation box, so the δ func-
tion has to be broadened to a finite width for which we use
a Gaussian function. Summation over the Brillouin zone is
performed by using special k point sets with weighting factors
W (k); for details, see Refs. [66–69].

For temperatures T � 4000 K, we evaluated the
Kubo-Greenwood formula (2) for 100 snapshots of the
MD simulation selected at constant time intervals and
used the BMVP to evaluate the Brillouin zone. Performing
the simulations with 256 nitrogen atoms, we found the
BMVP sufficient to sample the Brillouin zone with the
required accuracy. A comparison with Monckhorst-Pack
(MP) 2 × 2 × 2 or 3 × 3 × 3 point sets revealed no
significant differences for our conductivity calculations.
This convergence enabled us to calculate the electrical
conductivity using the hybrid functional HSE [33–36], which
is computationally much more demanding than the PBE
XC functional. For higher temperatures T > 4000 K, we
used 64 atoms and calculated the conductivity by averaging
20 snapshots. To converge the electrical conductivity at
these conditions, we calculated the snapshots with MP 33

point sets. We used the PBE XC functional for those higher
temperatures since the electrical conductivity already has
metalliclike values in this range due to the nonmetal-to-metal
transition.

The results for the static electrical conductivity are shown
in Fig. 6 and compared with those of Boates and Bonev [4].
The calculated densities are the same as given in the EOS, see
Fig. 1. In the pressure region between 75 and 100 GPa, we find
a substantial increase in the conductivity over several orders
of magnitude from values typical for semiconductors up to
metal-like conductivities. Below the critical temperature of
Tc = 3500 K, the conductivity jumps as a function of pressure
from the value of the semiconducting fluid at the low-density
branch of the coexistence curve to metal-like values at the
high-density branch, which is typical for a first-order phase
transition.

Furthermore, we find a strong influence of the XC func-
tional on the conductivity values in the semiconducting fluid.
It is well known that the hybrid HSE functional yields more
realistic band gaps than PBE [52–54]. The corresponding
conductivities are lower by one to two orders of magnitude,
dependent on temperature. However, this difference becomes
negligible for higher temperatures T � 6000 K so that we
determined the conductivity solely with PBE in this range. In
general, we find a good agreement of our PBE conductivities
with those of Boates and Bonev [4].

In 2003, Mazevet et al. [63] performed DFT-MD simula-
tions for fluid nitrogen and calculated the conductivity along
the Hugoniot curve as well as for the 5000-K isotherm; the lat-
ter is shown as cyan diamonds in Fig. 6. They used 32 nitrogen
atoms in the simulation cell, the Vanderbilt ultrasoft pseu-
dopotential schema [70], and the Perdew-Wang 91 (PW91)

FIG. 6. Static electrical conductivity of dense fluid nitrogen as
function of pressure for various temperatures (color coded). PBE
functional (this paper): squares, HSE functional (this paper): tri-
angles up. Earlier results based on DFT-MD methods: Boates and
Bonev [4]: crosses, Fu et al. [7]: stars, and Mazevet et al. [63]: dia-
monds. Experimental data of Chau et al. [10] are shown by light-blue
triangles left.

parametrization of the generalized gradient approximation
[71]. Although we have used more nitrogen atoms in our
simulations (N = 256) and a different exchange-correlation
functional (PBE), we find reasonable agreement. In 2019,
Fu et al. [7] evaluated the Kubo-Greenwood formula using
DFT-MD simulations. They used the PBE functional, the
� point to sample the Brillouin zone, and 54 nitrogen atoms
in the simulation cell. Both studies yield higher conductivities
compared to our findings. These deviations can be attributed
to higher particle numbers in our simulations and different XC
functionals; see Table I.

We also show the conductivities reported by Chau et al.
[10] derived from double shock-wave experiments using a
gas gun in Fig. 6. These data show qualitatively a continu-
ous transition from a semiconducting fluid at lower pressures
to a conducting fluid at high pressures, as predicted by the
DFT-MD simulations for super critical temperatures T � Tc.
Compared to our results, the transition pressure of Chau et al.
[10] shifts towards higher pressures of P ≈ 100 GPa. Further-
more, they assign a temperature of 7000 K to their entire
curve, which does not fit at all in the temperature systematics
of the DFT-MD simulations. Note that strong doubts have
been raised that the treatment of dissociation in the evaluation
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of Chau et al. is adequate for the dense fluid regime so that
their estimate for the dissociation fraction and, consequently,
the temperature might be inaccurate [72].

VII. CONCLUSIONS

We have calculated the EOS data, the structural proper-
ties, and the electrical conductivity of dense fluid nitrogen
for a wide range of densities and temperatures by using
extensive DFT-MD simulations. The enormous increase in
computational power enabled us to use significantly higher
particle numbers and more advanced XC functionals. We
find a first-order LL-PT and locate the corresponding criti-
cal point at about Tc = 3500 K, �c = 3.4 g/cm3, and Pc =
90 GPa. The electrical conductivity was derived from the
Kubo-Greenwood formula using the hybrid HSE functional
for temperatures T � 4000 K and the PBE functional for
higher temperatures. We observe a nonmetal-to-metal transi-
tion in the dissociation region with jumps for the electrical
conductivity in the instability region as characteristic of a
first-order phase transition. The substantially increased com-
putational cost using the hybrid HSE functional pays off since
we could determine the electrical conductivity in the semi-
conducting molecular fluid at lower temperatures reliably for
the first time. The corresponding HSE values are one to two
orders of magnitude lower than the predictions of the PBE
functional.

Note that the nonmetal-to-metal transition, as observed
in dense fluid nitrogen, is very similar to the behavior of

dense fluid hydrogen; see, e.g., Refs. [73,74]. Abrupt disso-
ciation of molecules leads to a first-order LL-PT at lower
temperatures. In comparison, the nonmetal-to-metal transi-
tion is more gradual at higher temperatures due to additional
thermal excitations. The minimum metallic conductivity of
σmin ≈ 2 × 104 S/m as proposed by Mott [75] originally for
liquid mercury and later applied to other materials [76], is
exceeded just in the transition region, see Fig. 6.

Our results will promote new experimental campaigns us-
ing DACs and/or shock waves to benchmark our predictions
for the EOS data and the location of the first-order LL-PT in
dense fluid nitrogen. In particular, such experiments will also
be performed using DACs and ultrashort and intense x-ray
beams provided by free electron laser (FEL) facilities, such
as the Linear Coherent Light Source at SLAC Stanford or the
European XFEL; see, e.g., Refs. [77,78]. The results presented
in this paper underline the importance of new experiments
to understand better the behavior of warm dense matter, in
general, and of dense fluid nitrogen, in particular.
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