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Easy-plane dominant stochastic magnetic tunnel junction with synthetic antiferromagnetic layers
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We experimentally explore a synthetic-antiferromagnetically (SAF) coupled easy-plane stochastic magnetic
tunnel junction (EP-SMTJ) for a baseline device behavior assessment. The tunnel conductance fluctuates over
time due to magnetoresistance reflecting the superparamagnetic state of the EP-SMTJ’s layers. Binary digitizing
at its median gives a stochastic bit stream, which is analyzed using the NIST SP800-22r1a test suite. When
the tunnel conductance is sampled at different times for producing the binary bit stream, a best bit rate of
∼250 Mb/s is seen. If two independently taken bit streams are XORed, the effective bit rate can be >1 Gb/s,
provided that the in-plane anisotropy is small compared to ambient temperature (kBTa). The SAF design for
both the free and the reference layer allows for a device conductance fluctuation median that is well centered
and only weakly voltage-bias dependent. Comparison of experimental observations with a four-moment coupled
finite-temperature macrospin model reveals the role of in-plane anisotropy as causing additional telegraphing
fluctuations, which is associated with a longer timescale for stochasticity—a behavior that needs to be optimized
for high-speed stochastic bit-stream applications.
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I. INTRODUCTION

A magnetic tunnel junction (MTJ), when operating in its
superparamagnetic state, is a compact and power-efficient
source of physical entropy for computation [1–15]. For these
applications, a fluctuation speed matching that of digital cir-
cuits, on the order of a nanosecond or less per bit, is sought for.
An easy-plane dominant stochastic magnetic tunnel junction
(EP-SMTJ) is of special interest, as it could generate nearly
white-spectrum [16] random fluctuations up to gigahertz fre-
quencies [9,11,17–20].

The EP-SMTJs utilize an easy-plane anisotropy to force
the magnetic moment to fluctuate largely within the thin-
film plane. It relies on thermal agitation as its main drive
for fluctuating magnetic states and resulting stochastic tunnel
magnetoresistance. For uniform stochastic excursion of tunnel
magnetoresistance, the EP-SMTJ needs to have its tunnel free
layer (FL) and reference layer (RL) fluctuate independently
in a low rotational anisotropy environment, with an in-plane
rotational energy variance small compared to the operating
temperature, kBTa (with Ta ≈ 300 K as the ambient temper-
ature). This level of low in-plane rotational energy variance
requires special consideration in junction design, in part be-
cause of the sizable dipolar coupling between the FL and RL
of the MTJ, which favors an antiparallel alignment, giving
rise to a biased mean value of the fluctuating tunnel conduc-
tance. This dipolar effect can be minimized if the junction is
sufficiently small in diameter (usually well below 20 nm, for
example, as suggested in [21]). It can also be compensated for
by utilizing a synthetic antiferromagnetically coupled (SAF)
structure as one or both of the MTJ’s RL and FL.

In this work we report experimental results on one such
EP-SMTJ design utilizing a double SAF FL and RL structure.
In doing so, we reduce the role of dipolar field affect-
ing the fluctuation median of the tunnel magnetoresistance.

We report this design’s basic dynamic behavior, and needs
for further optimization. To understand experimental ob-
servations, we compare measured results with a numerical
model of four-macrospin-coupled Landau-Lifshitz-Gilbert-
Slonczewski (LLGS) equations simulation with thermal
Langevin field. These provide physics understanding as well
as insights for design improvements.

II. EXPERIMENT

The devices are made using a process for MTJ-based spin-
transfer-torque random access memory. These EP-SMTJs use
a FL-RL design with both composed of a SAF-coupled bilayer
of ferromagnets. A sample thin-film layer structure can be, for
example, from substrate up and in order of RL | FL: ‖ 20 TaN |
20 Pt | 24 Co70Fe30 | 5 Co | 3.75 Ru | 5 Co | 23 (CoFe)70B30 |
5 Co70Fe30 | ∼ 10 MgO | 5 Co70Fe30 | 6 (CoFe)70B30 | 5 Co
| 8 Ru | 5 Co | 6 (CoFe)70B30 | ∼ 5 MgO | 20 Ta | 200 Ru ‖.
Numbers are film thicknesses in Å.

We start the device characterization by examining its
quasistatic transport behaviors. The methodology of charac-
terization was described in more detail in Ref. [22].

Similar to simple ferromagnetic FL junctions in Ref. [22],
these double SAF FL-RL junctions also show a variety of
junction resistance vs bias-voltage (RV ) behavior, likely re-
lated to an uncontrolled in-plane anisotropy, as discussed in
Ref. [22] and further below. One example of two nominally
identical junctions, about 35 nm in diameter, and 200 µm apart
on the test structure, is shown in Fig. 1. Device A shows rela-
tively weak bias-voltage dependence on junction Rdc, whereas
device B has stronger bias dependence, and a hint of the
so-called ‘sigmoidal” response [4,5,23], with high resistance
at negative bias indicating a move towards antiparallel of its
mean value, and the lower resistance value in positive bias
region for a more parallel alignment.
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FIG. 1. Two nominally same SAF-based EP-SMTJ’s R-V char-
acteristics; one (device A) showing weaker bias dependence without
the so-called sigmoidal-like transition near zero bias between its P
(parallel) and AP (antiparallel) states; while the other (device B)
shows stronger bias dependence, and a sigmoidal-like transition.
Throughout this paper, we use the polarity convention that +V corre-
sponds to electrons tunneling from RL into FL. Here as in Ref. [22],
Rdc = V/I .

We show below that our circumstantial evidences point
to the main difference between such devices A and B as
being the absence and presence of an (unintended) in-plane
anisotropy of both the FL and the RL. The details of these
in-plane anisotropies are not quantitatively known. Indeed, the
reduction of such unintended in-plane magnetic anisotropy
[22] is a key factor yet to be optimized. This in our process
likely results from uncontrolled in-plane strain field on the
EP-SMTJ, which couples through magnetostriction to give
rise to anisotropy.

This conclusion is based on circumstantial experimen-
tal evidences including EP-SMTJ’s resistance vs magnetic
field sweeps, the relative ‘sigmoidal-like” transition widths
variation, and the absence or presence of visible “tele-
graphic” dynamics in high-bandwidth tunnel conductance
vs time measurements. This diagnosis is further supported
by a four-moment-coupled macrospin simulation with LLGS
equations including finite-temperature Langevin fields that
describe such SAF FL-RL combination, which will be dis-
cussed in more detail in Sec. V. Briefly here, from such
simulation with small in-plane anisotropy, one expects a wide
range of dampinglike spin-torque bias (corresponding to a
wide range of voltage bias on the EP-SMTJ) to result in
only small shifts in the mean relative position of the FL and
RL, hence only a small dependence of tunnel conductance
on bias voltage. This is similar to device A’s behavior in
Fig. 1. It is also similar to what was reported in a simulation
of tunnel junctions with symmetric ferromagnetic electrodes
in small size limit and at large spin-torque bias [21]. It can
be related to the pinwheel-like spin-torque action on both
interfaces of a magnetic tunnel junction [24–33], here com-
bined with thermal agitation at finite temperature. When one
introduces to simulation an in-plane uniaxial anisotropy on
par with kBTa the thermal agitation energy, the EP-SMTJ’s
tunnel conductance STT-bias dependence becomes sharper,

and a more sigmoidal-like tunnel conductance response re-
sults, resembling the case of device B in Fig. 1.

Following the methodology described in Ref. [22], we
next examine the quasistatic behavior of these two device’s
Rdc(H ) (RH) dependence on magnetic field sweep in Fig. 2,
where a full in-plane applied field angular dependence is
presented. For these two devices with the film stack described
above, both FL and RL are magnetically free to rotate with-
out pinning.1 The main RH peaks in Fig. 2 reflect the scale
of SAF exchange-coupling strength. The low-field features
represent the FL-RL combined SAF rotational response to
the applied field. Details of such rotation are complex as
there are four ferromagnetic layers involved, whose in-plane
easy-axes directions, SAF exchange coupling, and anisotropy
are not known quantitatively. Here we merely point out that
(a) the structure is broadly speaking fairly isotropic in-plane
especially in the behavior of the main RH peak, and (b) there
are some distinctions in low-field behavior between samples A
and B, with sample B involving a larger field scale.2 This can
be gleaned from both the full angular-dependent RH sweep
traces and in the high-bandwidth measured minor loop RH on
the rightmost panels of Fig. 2.

III. MEASURING THE EP-SMTJ’S STOCHASTIC
FLUCTUATION

The two devices depicted above are measured for their
stochastic fluctuation at a static voltage bias, as described
in [22]. Some examples of their conductance fluctuation are
shown in Fig. 3. For device A, the fluctuation is relatively uni-
form in excursion, with no apparent low-frequency features
in the power spectrum. For device B, a more telegraphic two-
state excursion is seen at lower frequencies, as illustrated both
by the time traces’ apparent telegraphing events, and by the
power spectrum’s appearance of a lower-frequency plateau.
This likely originates from a higher in-plane uniaxial-like
anisotropy of device B encouraging a bistable state occupa-
tion.

These fluctuation excursion characteristics can also be seen
by examining the time trace’s state-occupancy statistics, as
shown in Figs. 3(c) and 3(g) and with bias dependence in
Fig. 4. Device A shows a conductance fluctuation distribution
relatively insensitive to bias condition, while device B has
a clear bistable concentration, whose occupation probability
is narrower, and changes depending on bias condition. As
expected, this STT-bias dependent mean conductance change,
associated with occupation probability change of the bistable
conductance states is what gave device B the stronger bias-
voltage dependence, and its sigmoidal-like characteristics in
quasistatic RV as seen in Fig. 1. The finite width of the bistable

1Same as discussed in Ref. [22], we choose not to antiferromag-
netically pin the RL here but allow it to freely rotate—primarily for
processing compatibility with our existing MRAM fabrication route,
and also for simpler modeling of noise characteristics. The same
considerations would also exist for technology applications.

2This is in reference to the behaviors below 500 Oe, not to be
confused with the slope of RH rise which gives device A a larger
field scale.
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FIG. 2. The R-H dependence of devices A (top row) and B (bottom row). For each row, from left to right: RH vs field sweeping direction
angle (in-plane) contour plot, and line plots for up and down sweep; RH along field direction θ = 0 and with high-bandwidth [22] RH pulse
measured at −0.2 V, 200 ns. The quasi static RH were measured at +50 mV voltage bias across the MTJ.

state distribution, particularly visible in Figs. 4(c) and 4(d),
is in part also due to measurement circuit noise from the
current measurements [22], which in conductance terms tend
to increase in magnitude, as the net SMTJ-related fluctuation
becomes a smaller part of the total measured current fluc-
tuation. In addition to the EP-SMTJ’s stochastic excursion
statistics, a general shift towards higher conductance is also
present upon higher bias-voltage magnitude, consistent with
a bias-dependent tunnel conductance increase related to in-
creased inelastic processes [35].

IV. MEASURING STOCHASTICITY VS SAMPLING TIME:
THE EP-SMTJ’S RANDOM BIT RATE

We use the NIST SP800-22r1a stochastic test suite (NIST-
STS) [36] for quantifying the randomness of our SMTJ
output. NIST-STS is a test suite on stochastic binary bit
streams for randomness intended primarily for cryptography.
A collection of 188 tests are performed in this experiment, as
listed in Fig. 5. Here we use it only as a tool for quantifying
bit-stream randomness vs sampling time from our SMTJs,

FIG. 3. For device A, (a) a lag plot [34] (by 2.5 ns) of the EP-SMTJ’s conductance time dependence, at +0.65 V bias voltage with
zero-bias field, with the orange data point showing its median position. (b) Power spectrum of the corresponding time trace. The orange trace
is a rolling-averaged representation of the same data. (c) Same data as in (a) but as a time trace for left-y, bottom-x; left-y, top-x gives in
orange the histogram of the conductance’s occupation rate at different values. (d) Same data as in (c), with the time axis expanded in scale to
reveal faster motion. (e)–(h) Same measurement data for device B. The cutoff at 4 GHz in (b) and (f) reflects the total measurement bandwidth,
limited by the digitization oscilloscope, as discussed in [22]. Data in (c) and (d) and (g) and (h) are the same as in (a) and (e), but auto y scaled
individually for clearer viewing.
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FIG. 4. A closer look at the junction conductance fluctuation’s state-occupation histogram at different bias voltage and field for devices A
and B. These are histograms obtained on time traces similar to those in Figs. 3(c) and 3(g). (a),(b) Histograms at various field and voltage-bias
conditions for device A; (c),(d) for device B.

similar to other works concerned with SMTJs such as in [1].
The analog signal stream in Fig. 3 is binary digitized during
time-trace collection, with a discrimination level set at its ana-
log scope record-length median. For signals shown in Fig. 3,
the digitizing scope’s record length is kept at 80 µs, at 4 GS/s
scope sampling speed. The binary digitization sampling time
is varied from 0.2 to 8.0 ns on the collected single-trace
digital scope output, and without bandwidth reduction. The
time-series collection continues until the resulting binary bit
stream is filled to 1.5 Mb in length for all sampling times.

Figure 6 presents an example of such NIST-STS test results
from the aforementioned devices A and B. Each panel consists
of 188 tiled squares, representing the 188 tests shown in Fig. 5,
in raster order, from left to right, and from top to bottom.
Green indicates passing, orange indicates a “nonoverlapping

FIG. 5. A list of tests performed using the NIST SP800-22r1a
test suite. The test code used is a PYTHON wrapped version [37].

template” test fail, blue represents an ‘approximate entropy”
test fail, and red represents all other fails. The digitization
sampling time is shown in each test panel. Figure 6 says that
generally longer sampling time results in fewer NIST-STS fail
counts. In other words, the resulting binary bit stream is more
stochastic. Secondly, device A is more stochastic than device
B at any given sampling time.

These binary digitization sampling time-dependent behav-
iors are further summarized in Fig. 7. Here the raw NIST-STS
total fail counts as defined in Fig. 6 are shown as a function
of sampling time tSample for several different measurement
bias-voltage and field conditions for both devices A and B.
For device A, at a tSample = 4 ns and Vbias = +0.65 V, the fail
count has decreased to three counts. For device B, while there
is a decrease of fail counts at longer tSample, the level never
falls much.

Interestingly, for both devices A and B, there seems to be a
minimum tSample for fail counts (around 4 ns in this set of data).
At a larger tSample = 8 ns, the fail count rises slightly again.
This long sampling time end rise behavior is not conclusively
understood. It indicates some very long time-base regularity
in the digitized bit sequence.3

Also worth noting is that by XORing two independently col-
lected bit streams of same measurement condition and length,
the fail count vs sampling time behavior is much improved

3The 1.5 Mb of bits per sampling step length were assembled from
multiple 80 µs scope traces as the sampling points ran beyond the
single-trace length. This stitching of time series might complicate
long time-base measurements, such as small variation of median for
every 80 µs segment.
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FIG. 6. Results from NIST-STS tests for devices A [(a)–(e)] and B [(f)–(j)]. Each subpanel is a representation of the 188 tests from Fig. 5,
tiled in raster order, left to right, top to bottom. Green indicates a pass. Orange is a “nonoverlapping template” fail, blue an “approximate
entropy” fail, and red for all other fails—all with default pass-fail criteria as furnished by the PYTHON wrapped code package [37]. White
spaces at the end are space fillers with no tests associated. The labels in the white spaces indicate the sampling times for the tests of the panel.
Both samples are shown for Vbias = 0.65 V and zero applied field.

for device A, while the same XOR procedure does not produce
nearly as much improvement for device B. This is illustrated
in Figs. 7(b) and 7(d).

As an existence proof, these measurements show that a de-
sign of EP-SMTJ with SAF-FL and SAF-RL at selective bias
conditions can pass most NIST-STS tests for ∼4 ns sampling
time on a single trace, and for <1 ns sampling time if XORed
once. It also demonstrated that the presence of even a small in-
plane uniaxial anisotropy could degrade the fluctuation quality

and speed significantly. Note that in these measurements
we could not separate the measurement circuit’s background
noise from that of the EP-SMTJ’s fluctuation. We do know,
however, that the measurement circuit noise alone (taken at
Vbias = 0) gave very poor fail-count behavior, worse than
the lowest finite bias results shown here in Fig. 7. There-
fore the actual EP-SMTJ fluctuation itself should have better
NIST-STS fail-count performance than shown here, especially
for lower-bias voltages. Such operation conditions for the

FIG. 7. NIST-STS fail count as shown in Fig. 6 plotted against digitization sampling time. (a) Device A data, counted from Figs. 6(a)–6(e).
(b) Device A data, by XORing two passes of identical measurement data—with same parameters and total bit length. (c) Raw fail count vs
sampling time for device B, and (d) device B data’s XORed results. Four different bias-voltage–applied field combinations were shown here, as
indicated by labels in each panel.
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EP-SMTJ, however, is not readily accessible with 50 � pas-
sive measurements, and requires active front-end matching
into the tunnel device.

V. COMPARISON WITH NUMERICAL SIMULATION

To understand the materials parameters relationships to the
observed SAF-SMTJ behavior, a simple model is developed
using a four-macrospin-coupled LLG equation with corre-
sponding thermal agitation Langevin fields, and allowing for
all-to-all coupling via both exchange interaction and anti-
damping spin-transfer torque. This can be expressed as

dnm(u)

dt
− α(u)nm(u) × dnm(u)

dt

= γ

[
Hkz(u)(ez · nm(u))ez + Hkx(u)(ex · nm(u))ex

+
4∑

v=1

Eex(u,v)

m(u)
nm(v) + Ha + HL(u)

]
× nm(u)

+ nm(u) ×
(

nm(u) ×
4∑

v=1

Is(u,v)nm(v)

)
, (1)

where integers (u, v) ∈ [1, 4] label the four moments, and
nm(u) = m(u)/m(u) are the unit vectors associated with the
four moments. Materials parameters describing each moment
have a subscript of u or v. Hkz represent the out-of-film-plane
anisotropy. In this model we have easy-plane anisotropy pri-
marily induced by demagnetization, so Hkz(u) ≈ −4πMs(u),
with Ms(u) being the layer’s saturation magnetization. In ad-
dition to the strong easy-plane anisotropy, we also include an
orthogonal, in-plane easy-axis anisotropy Hkx(u) for the lay-
ers. ex,y,z are unit vectors for a Cartesian coordinate system,
with z direction being the film norm. The exchange energy
between any of the two layers are written here as, for u �= v,
Eex(u,v) = Eex(v,u) = Hex(u,v)m(v) = Hex(v,u)m(u) with Hex as the
corresponding exchange field, m(u) = (π/4)a2t(u)Ms(u) as the
u-th layer’s total moment, and t(u) as its corresponding layer
thickness, assuming a vertical cylindrical cross section with a
uniform diameter a. These geometrical descriptions are only
for convenience at estimating the moments. Such macrospin
models do not explicitly take into account any shape effects
otherwise. Matrix Is(u,v) describes the possible spin-current
coupling among the moments. For practical MTJs, usually
only the adjacent layer’s Is(u,v) are nonzero. For low-bias high
tunnel magnetization MTJs, Is(u,v) can also be written in MTJ
bias-voltage form, with a linear relationship to the lowest

order [38–43]. The Langevin field is written as

HL(u) =
[

2α(u)kBT(
1 + α2

(u)

)
γ m(u)�t

]1/2 ∑
ν=x,y,z

Rn(u,ν)eν (2)

with Rn(u,ν) as a random Gaussian series at every time
step �t having 〈Rn(u,ν)〉 = 0 and 〈R2

n(u,ν)〉 = 1 for numerical
integration. The time integration is done with a fourth-
order Runge-Kutta, and checked to be consistent with the
Heun-Stratonovich integration scheme for our low damping
parameter region [44]. γ = |2µB/h̄| is the magnitude of the
gyromagnetic ratio.

Table I is a set of representative parameters used for
simulation discussed here. These are parameters generally
similar to the film-stack materials design, although not
accurately measured specific to our devices. Here the easy-
plane anisotropy ξkz is the full volume anisotropy energy
from thin-film demagnetization, without taking into account
finite-size effects. The interlayer exchange energies ξex(u,v) =
Eex(u,v)/kBTa include two strongly antiparallel couplings be-
tween m1 and m2, the two forming a SAF FL, and m3 and
m4 for the reference layer. Other interlayer couplings are
either assumed to be zero (for simple model behavior il-
lustrations), or estimates based on the in-plane dipolar field
from the given circular shape, of the order of, for example,
Hex(1,3) ≈ π2Ms1t1/a, which is a lowest-order estimate of the
in-plane demagnetization field [45,46]. The in-plane uniaxial
anisotropy ξkx’s effect is also illustrated this way below.

An example of the time-integrated “MTJ tunnel conduc-
tance” between m2 and m3 with and without in-plane uniaxial
anisotropy and with no spin current is illustrated in Fig. 8. A
time trace of the “tunnel conductance” between m2 and m3

shows nearly stochastic excursions, with a state occupation
histogram showing some concentration near the parallel and
antiparallel boundary, due to the cosine projection of an other-
wise even angular distribution. Figure 8(b) is on an expanded
time axis of the same, showing more details of the time
dependence. These are contrasted with Figs. 8(c) and 8(d),
where a small amount (∼1.5kBTa) of uniaxial anisotropy is
assumed for each moment, aligned along ex. The introduction
of this modest in-plane uniaxial anisotropy is seen to cause
a telegraphic state to emerge, as seen in the time traces of (c)
and (d), as well as a reduced middle state occupation (between
P and AP) in the histogram.

The effect of a dampinglike spin torque (i.e., a bias volt-
age across the MTJ) can be simulated as well. The resulting
time trace is averaged to yield a mean value for the tunnel

TABLE I. Parameters used in numerical simulations. Ta = 300 K is ambient temperature. “v” variables were varied, as discussed. “bal”
(for “balanced”) quantities are usually close to 0 unless specifically mentioned in the text. ξkz(u) = m(u)Hkz(u)/2kBTa is the reduced easy-plane
anisotropy energy. Similarly, ξkx(u) is defining an in-plane uniaxial anisotropy. The in-plane anisotropy, if present, is assumed to be uniaxial
and along the ex direction. Similarly, ξex(u,v) = Eex(u,v)/kBTa.

Layer Ms (emu/cc) α (n.u.) t (nm) ξkz (kBTa) ξkx (kBTa) ξex(u,v) (kBTa)

1 800 0.01 2.0 −137.3 v (12): −158.0
2 812 0.01 1.9 −134.4 v (13,14,23,24): bal
3 800 0.012 2.3 −157.9 v (32,31,42,41): bal
4 813 0.012 2.1 −148.9 v (34): −218.6
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FIG. 8. Time traces of simulated tunnel conductance from model Eq. (1). (a) Tunnel conductance GMTJ = 1/2 + (1 + nm(2) · nm(3) )/4,
which assumes a conductance of 0.5 when antiparallel and 1.0 when parallel here for illustration purposes. Orange trace shows a state-
occupation histogram along the GMTJ axis. (b) Same as in (a) but with expanded time axis. Simulation for (a) and (b) is without in-plane
anisotropy for any of the moments. (c) and (d) are the same quantities as (a) and (b) but run with an in-plane uniaxial anisotropy of ∼1.5kBTa

for each of m1–m4, along an easy axis in the ex direction. The inset of (d) illustrates the layer designation.

conductance GMTJ as defined in Fig. 8 as a function of the
biasing spin current between m2 and m3. This is illustrated in
Fig. 9. The mean conductance here is shown to only weakly
depend on spin-current bias for small in-plane anisotropy
values, and the effect of in-plane uniaxial anisotropy is seen
here to sharpen the low-bias region rise of mean conductance,
if a similar amount of in-plane anisotropy is present for both
FL and RL, as shown in Fig. 9(a). This is similar to what is
seen in experimental data of sample B as compared to sample
A. When only one of the FL or RL has a sizable in-plane
anisotropy while the other does not, the MTJ conductance
tends to be much weaker in its spin-current bias dependence
[Fig. 9(b)].

To examine the stochasticity of these time traces we ap-
plied the same methodology as for experimental data, of using
the NIST-STS test suite. The time-trace integration continues
until a 1.5-Mb-long binary bit stream is filled for the given
sampling time tSample just as done in experiment. The results
are shown in Fig. 10. Here one sees the fail counts drop to
near zero for sampling times longer than 0.4 ns when there is
no in-plane easy-axis anisotropy. But the fail count persists to
longer sampling time when there is. The fail-count-near-zero
sampling time becomes longer for larger in-plane uniaxial
anisotropy, reaching 6 ns for ξIP ∼ 1.57kBTa, the condition
similar to data shown in Figs. 8(c) and 8(d). This is sensi-
ble, as the telegraphing processes seen in Figs. 8(c) and 8(d)
introduce another timescale that tends to increase with an
increasing easy-axis anisotropy barrier [47]. The role of spin-
current bias, interestingly, is to speed up such telegraphing

fluctuations, and to correspondingly reduce the sampling time
for NIST-STS fail-count reduction towards zero, as shown
in Fig. 10(b), and is also consistent with our experimental
observations.

VI. SUMMARY

We demonstrate the fluctuation characteristics of a nanos-
tructured EP-SMTJ using a SAF-FL together with an un-
pinned SAF-RL. Tunnel conductance fluctuation is seen, and
is likely bounded by the SMTJ’s P and AP alignment, as
illustrated by its time-series lag plots. The fluctuating tunnel
conductance has a mean value that could either be weakly
or strongly dependent on SMTJ bias voltage. Circumstantial
evidence points to the different bias dependences being caused
by the presence or absence of an unintended in-plane uniaxial
anisotropy, perhaps due to stress field coupled via SMTJ film’s
magnetostriction.

The analog tunnel conductance fluctuation time trace is
binary digitized at its median value, with a varying sampling
time distance, and its resulting digital bit stream is examined
using the NIST-STS for its stochasticity. The NIST-STS fail
count out of a total of 188 tests is used as a gauge for the
sampling time at which the binary digitized bit stream as-
sumes a randomness passing the NIST-STS criteria. The fail
count generally decreases with increased sampling time. The
sampling-based bit stream is seen to a yield fail count below
five for sampling times around 4 ns in single-pass measure-
ments, and falls below 5 for 1 ns or less of sampling time
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FIG. 9. The simulated STT-bias dependence of mean tunnel con-
ductance Gtotal at various in-plane uniaxial anisotropy values. The
tunnel conductance is the time-trace average of that defined in Fig. 8.
The bias spin current, in charge-current units (i.e., replacing h̄/2 by
electron charge e), is Icg. (a) With FL and RL having ξIP(FL) � ξIP(RL);
(b) with only FL assuming ξIP, RL stays without in-plane anisotropy.
Here ξIP(FL,RL) stands for the FL and RL anisotropy, i.e., ξIP(FL) =
ξIP(1) + ξIP(2), and same for ξIP(RL). The spin-current thresholds of
antidamping instability for individual layers in this parameter set are
around 18 µA.

when XORed once with two independent bit streams taken at
+0.65 V bias from the same device. These represent true-
random-number bit rates around 250 Mb/s for a single trace,
and >1 Gb/s for two traces XORed, respectively. Fluctuation
characteristics at sampling times longer than 8 ns need to be
further examined.

A four-moment coupled macrospin model with finite-
temperature Langevin field could semiquantitatively describe
the observed SAF-FL/SAF-RL SMTJ behavior. The salient
features of such systems include (1) a spin-toruqe-bias insen-
sitive mean value, if the FL and RL are nearly symmetric in
materials parameters, and are nearly balanced in their dipolar
coupling across the tunnel barrier; (2) a stochastic fluctuation
that has its minimum timescale as probed by NIST-STS ran-
domness fail count vs sampling time to be around or below

FIG. 10. The corresponding NIST-STS fail count from simulated
time traces similar to Fig. 8. (a) With no spin-current bias. (b) At a
spin-current bias of 100 µA. The legend labels the approximate in-
plane anisotropy ξkx in kBTa for each layer m1–4 as defined in Table I.

1 ns; (3) the emergence of telegraphinglike fluctuations if
additional in-plane easy-axis anisotropy is introduced, which
can significantly increase the fluctuation’s timescale for ran-
domness; and (4) the additional in-plane easy-axis anisotropy,
if introduced in both FL and RL with comparable magnitudes,
would result in an increase in a low spin-current bias region’s
tunnel conductance vs bias dependence, and cause an appear-
ance of a junction RV resembling the so-called sigmoidal
characteristics [5], although usually not achieving full P or AP
mean values, and reverts to a more intermediate mean value
upon further increase of spin-current bias. If one of the FL
or RL’s ξIP is much lower than that of the other layer’s, the
resulting RV only varies weakly with STT bias.
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