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The half-Heusler alloy RuMnGa having valence electron count (VEC) 18 has recently been theoretically
proposed to exhibit compensated ferrimagnetic (CFiM) character instead of the expected nonmagnetic ground
state. On the other hand, a preliminary experimental study proposed ferromagnetic (FM) ordering. As no half-
Heusler system with VEC 18 is known to exhibit magnetic ordering, we have investigated the details of crystal
structure and magnetic properties of RuMnGa using a combination of experimental tools, viz., X-ray and neutron
diffraction techniques, dc and ac susceptibility, isothermal magnetization, heat capacity, resistivity and neutron
depolarisation measurements. Rietveld refinements of x-ray and neutron diffraction data suggest single phase
nature of the compound with elemental composition RuMng gsGa, 14. We have shown that the system exhibits
FM-type ordering owing to the inherent presence of this minor off-stoichiometry, showing very low magnetic
moment. The system also exhibits reentrant canonical spin-glass behavior, which is rarely observed in half-
Heusler alloys. The temperature coefficient of resistivity changes its sign from negative to positive and further to

negative as the temperature decreases.
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I. INTRODUCTION

The Heusler alloys and their derivative compounds con-
tinue to attract considerable attention of the condensed
matter physics and materials science communities due to
a plethora of tailor-made properties that are both funda-
mentally interesting and potentially functional. Well known
examples include half-metallic ferromagnetism (HMF), fer-
romagnetic shape memory effects, unusual thermoelectricity,
giant magnetocaloric effect, and formation of many topolog-
ical states, viz., magnetic skyrmions, Weyl semimetals, and
others [1-12]. Generally, Heusler phases are classified either
as full-Heusler, commonly represented by the idealized X, YZ
stoichiometries, where X and Y are transition elements and
Z is main-group element, or half-Heulser, often quoted as
XYZ compounds. Structurally ordered full-Heusler alloys
crystallize with the L2-type structure (space group: Fm3m,
No. 225) that consists of four interpenetrating face-centered
cubic (fcc) sublattices. For the case of half-Heusler alloy, one
of these fcc sublattice remains vacant and it crystalizes in
Y-type of structure (space group: F43m, No. 216). A rather
simple cubic crystal structure makes them an ideal model sys-
tem for fundamental understanding of d-band magnetism and
magnetotransport phenomena [13]. In the field of spintronics,
the high spin-polarization property of HMF Heusler alloys
due to unique band structures, in which one spin channel is
metallic, whereas the other spin channel is semiconducting in
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nature, can bring future technological advancements in high
density data storage.

The ferromagnetic (FM) spin structure of the HMF, how-
ever, poses a flip side on the device performance due to the
inherent presence of large dipole field. To get rid of these
stray fields, significant attention is currently invested in zero
magnetic moment spintronics, as these systems are devoid of
any intrinsic dipole fields and are exceptionally stable against
externally applied magnetic fields [14—-16]. Compensated fer-
rimagnets (CFiM) thus turn out to be an ideal solution. They
have a net zero magnetic moment and unique band structure
conducive to spin polarized currents. An important feature
of CFiMs is that they do not create any external magnetic
field and hence are devoid of the magnetostatic energy. Thus,
CFiMs are considered as ideal candidates for achieving 100%
spin-polarized current without any net magnetic moment, fa-
cilitating novel spintronic devices [17-19].

In cases of Heusler alloys (HAs), the net magnetic moment
present in the samples generally follows the Slater-Pauling
(SP) rule, according to which, the expected saturation mag-
netization (M) of a full-HA is Mg = (Ny-24) ug/f.u.,
whereas for a half-HA it is Mg, = (Ny-18) ug/f.u., with Ny
being the number of valence electrons [13].

Thus, according to SP rules, the half-HA with valence elec-
tron count (VEC) of 18 or full-HA with VEC 24 would have
equal contribution in the spin-up and spin-down bands mak-
ing those systems paramagnetic (PM). On the other hands,
HAs with VEC other than those particular numbers (18 for
half and 24 for full HA) must have asymmetrically popu-
lated spin-up and spin-down bands generally giving rise to
FM ordering although a very few HAs also show antiferro-
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magnetic (AFM) ordering. Interestingly, a number of recent
theoretical computational works predict that the CFiM struc-
ture can also be stabilized in cases of full-HA with VEC
equals to 24 and half-HA with VEC equals to 18, which
leads to a new possibility of discovering more efficient HA
for spintronics application [20-23]. However, that theoretical
prediction is yet to be conclusively verified with experiments
and an open question still remains as whether CFiM half
metallic HA is practically realized or not [23].

RuMnGa is one such promising HA compound forming in
Cl1, crystal structure and theoretically proposed to exhibit a
very low moment FiM characteristic, where all the constituent
elements have nearly equal magnetic contribution. Interest-
ingly, a few decades old study instead reported the compound
to exhibit low-moment ferromagnetism (0.30 ug/mole) with
rather high paramagnetic Curie-Weiss temperature (6, =
220 K) [24]. No further details of the experimental result were
provided. However, the experimentally observed lattice pa-
rameter, also considering the C1; crystal structure, was found
to be larger than the theoretically predicted one for which FiM
ground state was proposed. Interestingly, the formation energy
estimated using this theoretically derived lattice parameter
turns out to be positive for RuMnGa [23], raising suspicion
on the formation of the material in this structure. The contra-
dictory nature of theoretical studies and experimental results
on RuMnGa is thus quite intriguing.

In this work, we have investigated the structural properties
of RuMnGa compound using x-ray and neutron diffraction
techniques, whereas the magnetic ground state and physical
properties of the system are studied through dc and ac mag-
netization, neutron diffraction, neutron depolarization as well
as thermal- and electrical-transport measurements. Attempts
have been made to explain these features.

II. EXPERIMENTAL DETAILS

Polycrystalline samples of RuMnGa (~8 g) were syn-
thesized by standard arc melting technique. Highly pure
(>99.9 wt.%) raw elements were melted in argon atmosphere
on a water cooled Cu hearth. To compensate the weight loss
due to evaporation, Mn and Ga were taken with 2% in excess
weight. Better homogeneity of the sample was ensured by
flipping over and remelting the ingot five times. Crystallo-
graphic structure and phase purity were determined from the
x-ray diffraction (XRD) spectrum measured on a powdered
sample at room temperature, using a commercial diffractome-
ter (rotating anode, 9 kW, Model: TTRAX-III, Rigaku Corp.,
Japan) using Cu-Ko radiation (A = 1.54056 A). Full Rietveld
refinement of the XRD data was performed with the aid of the
FULLPROF software package [25].

Magnetic properties were studied in a commercial su-
perconducting quantum interference device magnetometer
(Quantum Design Inc., USA) in the temperature region
2-380 K and in the magnetic field region 0-70 kOe. Mag-
netic susceptibility measurements were performed in standard
zero-field-cooled (ZFC) and field-cooled (FC) methods as
described in Ref. [26]. The ac susceptibility measurements
were performed in the temperature region 5-300 K at dif-
ferent frequencies with an excitation ac magnetic field of
6 Oe during warming cycle after cooling down the sample
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FIG. 1. Room-temperature XRD data along with full profile Ri-
etveld refinement. The red open circle denotes experimental data,
black line is the calculated data and blue line represents difference
between experimental and calculated data, whereas, the olive vertical
lines indicate the positions of the Bragg peaks.

to 5 K in the absence of field. Powder neutron diffraction
(PND) was performed in PD2 powder neutron diffractometer
(A = 1.24395 A) in Dhruva reactor, Bhaba Atomic Research
Centre, Mumbai, India in aluminum sample holder. Neutron
depolarization measurements were performed on the Polar-
ized Neutron Spectrometer at the Dhruva reactor. The incident
neutron beam was polarized using a monochromator-cum-
polarizer single crystal of Cu,MnAl (111) with polarization
efficiency ~99% as measured by the flipping ratio method.
The polarization of the neutron beam along its path was pre-
served by a vertical guide field of 110 Oe. A dc flipper before
sample was used to invert the polarization of the neutron
beam. The polarization of the transmitted neutron beam was
analyzed by Cog gFeg s (200) single crystal.

Electrical resistivity measurement was performed in stan-
dard four probe method in a Physical Property Measurement
System (PPMS, Quantum Design Inc., USA). Silver epoxy
was used to make contact on the rectangular shaped polished
sample of dimension (2.3 mm x 1.1 mm x 0.49 mm).

III. RESULTS AND DISCUSSIONS

A. Structural Characterization

Full Rietveld analysis of the room-temperature pow-
der XRD spectrum shown in Fig. 1 reveals that RuM-
nGa forms essentially in single phase in the space group
F43m (No. 216). The lattice parameter obtained from
this analysis is 6.0287(6) A, matching quite well with
the earlier experimental report [24], but differs greatly
with the value proposed through the theoretical calcu-
lations [23]. Crystallographically well-ordered half HAs
belonging to the MgAgAs-type (commonly called Clp-
type) are represented stoichiometrically by XYZ, where
X, Y are the transition elements and Z is the p block
elements. In this crystal structure, X, Y and Z atoms occupy
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TABLE I. Fitting parameters for different ordered and disordered model of XRD and neutron diffraction spectra.

Structural models XRD Neutron diffraction

R p R wp X 2 R P R wp X 2
Ordered structure: Ga at 4a, Mn at 4b and Ru at 4¢ 98.3 103 285 130.1 98.9 224
Disordered structure (A2): 1/3 rd mixing of Ru, Mn and Ga in all 86.4 84.3 234 63.4 71.2 41.2
sites viz. 4a, 4b, 4c¢
Disordered structure (B2): 50% mixing between Ga and Mn in 4a and 18.6 15.8 8.91 59.1 38.7 8.82
4b sites, 50% occupancy of Ru in 4¢ and 44 sites
Disordered off stoichiometric structure: 50% occupancy of Ru in 4c¢ 114 10.0 5.21 7.83 9.82 3.01

and 4d sites, in 4a site 41.25% Mn and 59.75% Ga, in 4b site 45.75%
Mn and 54.25% Ga.

4a, 4b and 4c positions respectively, in space group F43m
(No. 216). When an additional atom is introduced, as in qua-
ternary HA, that atom occupies the 4d position. However, in
reality, most of the HAs tend to form with structural disorders,
mostly in A2 or B2 type [13]. In B2 type disorder, atoms in
4a/4b sites and 4c/4d sites got intermixed, whereas in A2
type disorder, atoms in all the four sites are randomly dis-
tributed. Such structural disorder in HAs can be identified and
distinguished by examining the (111) and (200) superlattice
reflection peaks in the diffraction pattern. In B2 type disor-
der, (111) Bragg peak is always absent whereas in A2 type
disorder, both (111) and (200) peaks are absent. In an earlier
report the crystal structure of RuMnGa was claimed to be the
conventional Cl, structure, without providing any details of
structural analysis [24]. The absence of (111) Bragg peak in
the presented XRD pattern (Fig. 1) clearly indicates the de-
parture from the perfectly ordered C1,-type structure. Table I
summarizes the results of our analysis of XRD and ND data
using various models, where the best fit is obtained for B2 type
disorder having slight off-stoichiometry in composition. The
B2-type disorder is also confirmed by the neutron diffraction
(ND) pattern (discussed later in Sec. IIl C) where the (111)
peak also remains absent. The compositional analysis carried
out through combined application of full Rietveld refinement
of the ND (discussed later in Sec. III C) and XRD data suggest
that the Mn and Ga atoms are almost equally intermixed
between 4a and 4b sites, while Ru atoms are placed in 4c
and 44 sites with nearly 50% occupancy at both the sites.
During the fitting process, Ru occupancies are kept fixed,
and occupancies of all other elements are allowed to vary.
We found that both the XRD and ND spectra (Sec. III C) can
be described with a single structural model (Table II) having
the sample composition of RuMng gsGaj 14.

B. dc Magnetization Study

The temperature variation of magnetization for H =
100 Oe under both ZFC and FC conditions is presented in
Fig. 2 in the temperature range 2-380 K. As observed in
the M(T) and dM(T)/dT behavior, the system undergoes
a magnetic transition below T¢ = 232 K, which was earlier
described as a FM transition according to a previous study
[24]. Additionally, two more distinct low-temperature anoma-
lies (7, and Ty) are observed in the magnetization behavior,
as shown in Fig. 2. The temperatures corresponding to those
anomalies slightly differ in the ZFC and FC measurements.

The ZFC magnetization exhibits a broad peak around TpZFC ~
65 K, whereas the corresponding FC anomaly is observed at
TyC ~ 45 K. A thermal hysteresis between the ZFC and FC
magnetization curves is present below T¢, as found in many
FM/FiM systems for low field susceptibility measurement. As
these transitions are rather broad in nature, the peak temper-
ature is determined as the temperature where M (T) behavior
changes the slope yielding a negative to positive crossover in
the corresponding dM(T')/dT curve (lower panel of Fig. 2).
The decrease in M(T) below T, in both ZFC and FC modes
suggest the development of antiparallel spin arrangement or a
glassy magnetic phase below that temperature. At further low
temperature, an additional weak anomaly is observed in the
M (T) behavior, where the ZFC and FC magnetization exhibits
a weak inflection with decreasing temperature below 7,2FC ~
20 K and TsFC ~ 30 K, respectively, as determined from the
corresponding dM(T)/dT behavior. However, as the change
in magnetization is rather hard to discern, no conclusion can
be drawn on its origin from the dc susceptibility. The feature,
on the other hand, has also cast its signature in the isother-
mal magnetization results (see below) and found prominence
in the ac susceptibility measurements (Sec. III E). However,
multiple explanations could be provided for the reduction in
dc magnetic susceptibility below T, both in the ZFC as well
as FC measurements: (i) one may consider the system to be
FiM, as proposed from the theoretical study [23], where the
relative competition of multiple magnetic sublattices could
result in such reduction in magnetic moment at low temper-
ature; (ii) The system can also order ferromagnetically, where

TABLE II. Crystallographic parameters of RuMnGa obtained
from combined full Rietveld refinement of room temperature powder
XRD and ND data.

Compound RuMnGa
Crystal structure MgAgAs type

Space group F43m (No. 216)

a=b=c= 6.0287(6) A
Atom Wyckoff position X y z  Occupancy
Rul 4c 0.25 025 025 0.50
Ru2 4d 0.75 0.75 0.75 0.50
Mnl 4a 0 0 0 0.41(1)
Mn2 4b 0.50 0.50 0.50  0.45(1)
Gal 4a 0 0 0 0.59(1)
Ga2 4b 0.50 0.50 0.50  0.54(1)

054430-3



SUDIP CHAKRABORTY et al.

PHYSICAL REVIEW B 108, 054430 (2023)

300
H =100 Oe —e— FC(100 Oe) 4
—0— ZFC(100 Oe)
250 - HM 600~
PR —— dM/dT (FC) =
200 1 £
o
[
g 50 —400 S
e 5
L 100 g
E — 200 2
50 1l =
0 bei{ ()
IM 6
== 3
3
S Eo0
T = =
%'3 T [
~ 0 50 100 150 200 250 300 350

T (K)

FIG. 2. (Upper panel) Magnetization measured in ZFC and FC
protocol vs temperature plot at 100 Oe applied magnetic field (left
scale) and inverse susceptibility of the data measured using the FC
protocol (right scale). In the lower panel the temperature depen-
dence of dM/dT is plotted, the different transitions are marked
accordingly.

the transition at 7, could be explained as due to spin reorien-
tation; (iii) One may also have the development of reentrant
spin-/cluster-glass feature below 7),, where the magnetically
ordered phase may completely or even partially transformed
into the magnetically glassy phase. The inverse susceptibility
curve (shown in right panel of Fig. 2), deviates from linearity
below T ~ 323 K which is quite higher than the ordering tem-
perature T¢, and is typically observed in different FiM systems
(Fig. 2). However, such feature can also be explained using a
FM model, where the presence of magnetic precursor effect,
i.e., development of short range magnetic clusters above T¢
would also result in similar characteristics.

To have a better understanding of the magnetic transitions
in this compound, magnetization measurements were carried
out at different magnetic fields, as shown in Fig. 3. It can
be seen that the magnetic irreversibility above T, disappears
as the magnetic field is enhanced to 500 Oe, whereas the
irreversibility below T, vanishes at a moderate field of 5 kOe.
Thus, the weak thermal hysteresis above T, could be due to
the weak pinning of domain walls [27], whereas the relatively
stronger thermal hysteresis below 7}, could be due to addi-
tional glassylike state formation in the system.

In order to understand the magnetic field dependence of
the system, isothermal magnetization M (H) measurements
have been carried out at different temperatures near different
phase transitions (Fig. 4). The M (H) behavior exhibits a soft
FM/FiM-like pattern for 7 < 250 K. As the temperature de-
creases, the overall M (H ) response increases with decreasing
temperature down to 75 K, but remain apparently unaltered
for T < T,. Even at the lowest temperature (2 K) and highest
applied field (70 kOe), the magnetization does not saturate,

70 kOe (ZFC) ® 70 kOe (FC)
30kOe (ZFC) ® 30 kOe (FC)
5kOe (ZFC) @ 5kOe (FC)
0.5kOe (ZFC) ® 0.5 kOe (FC)
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FIG. 3. Magnetization vs temperature plot at various applied
magnetic field. The arrow shows the gradual shift of the 7, with the
applied external field.

exhibiting a weak field dependence. Such type of behavior is
generally observed in glassy systems below the spin-freezing
temperature [28]. The spontaneous value of magnetic mo-
ment extrapolated to H =0 at 2 K has been estimated to
be 0.12 pug /f.u., closely matching both the theoretical predic-
tion for FiM configuration and previous experimental results
revealing the FM type spin ordering. Incidentally, if we con-
sider the experimentally determined elemental composition
from the Rietveld refinement of XRD and ND data for the
material to be RuMng gsGaj 14, the VEC turn out to be 17.64,
instead of 18 expected for the full stoichiometric composition.
Considering the actual composition of the sample the SP rule
applicable for a FM system suggests a magnetic moment of
about 0.36 pug/f.u., which is also close to the experimentally
observed saturation moment. Thus, if one assigns the small
value of magnetic moment in this system to the composi-
tional off-stoichiometry, the magnetic ordering at 7¢ could
be of FM type. The above mentioned magnetization result,
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FIG. 4. Magnetization vs applied magnetic field plot at various
temperature.
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however, could not distinguish between the two different pos-
sible magnetic ground states in ideal VEC 18 compound, viz.,
PM or CFiM. Although the structural vacancies could result
in FM spin arrangement, as described above, the probability
of the development of small moment FiM spin arrangement
can not be completely ruled out either without the ND stud-
ies. Additionally, weak magnetic hysteresis is also observed
at lower temperatures for 7 < T;, below which magnetic
coercivity increases with decreasing temperature. This is in
accordance with the field-dependent magnetic susceptibility
behavior discussed above and also with the ac-susceptibility
results, discussed in Sec. III C. Despite the FM/FiM ordering
below T¢, a change in the nature of magnetic spin arrangement
is evident below T, suggesting the development of another
magnetic phase, replacing or coexisting with the FM/FiM
ordering.

C. Neutron Diffraction

Zero-field ND measurements of RuMnGa have been car-
ried out due to this method’s capability to distinguish between
the theoretically predicted FiM structure and experimentally
observed FM one. The ND measurements were performed
on powdered sample at various temperatures well above
and below the magnetic transitions. As mentioned earlier
(Sec. IIT A), Rietveld refinement of the ND pattern at 300 K
helped us to understand the atomic distribution between the
sites more precisely. Rietveld refinements of all the data taken
above Tc were performed considering F43m space group by
varying the fractional occupancies while restricting the total
occupancies of each sites to maximum value of 1. The ND
data was also collected at several temperatures below Tc, in
order to understand the magnetic spin arrangement. None of
these patterns show any additional peaks other than those
which correspond to the F43m space group and thus rules
out the AFM nature of the magnetic ordering. The long-range
nature of magnetic ordering however is reflected in the ND
pattern of 1.5 K where the (200) peak exhibits clear en-
hancement in intensity. A close investigation reveals that the
intensity of (200) peak starts to increase below T, whereas
no change in pattern could be detected within the resolution
limit of the instrument across Ty and 7, (Inset: Fig. 5). This
feature of ND data suggests that the nature of magnetic order
essentially remains unaltered in the whole temperature range
from 1.5 to Tc. One may also note that at lower 26 region,
the diffraction spectra exhibit a nonmonotonous variation of
the background together with a broad humplike structure, in-
dicating the presence of diffuse scattering. This feature exists
at all temperatures and therefore it is attributed to the chemical
disorder in the sample. Although both the FM as well as
FiM spin arrangement is in consonance with the enhancement
intensities at the crystal Bragg positions, the major change is
primarily confined at the (200) position only. It can be rather
easily visualized that in the case of RuMnGa, where Mn is
equally distributed in 4a and 4b with 50% population at each
sites. Since the magnetic intensities would be proportional to
the magnetic structure factor (SF), the SF for (111) and (200)
Bragg peaks in RuMnGa could be written as:

M(4a) — M(4b) for (111) magnetic Bragg peak,

M(4a) + M(4b) for (200) magnetic Bragg peak.

=
. Intensity (;a\fb\:‘unit‘s\)

Intensity (arb. units)

| | | | | | | | | | | | |
20 40 60 80 100 120

26 (deg)

FIG. 5. Neutron diffractions pattern of RuMnGa taken at various
temperatures ranging from 1.5 to 300 K. The gradual evolution of
(200) peak is shown in the inset.

The above relations suggest that for a FiM spin arrange-
ment, one should expect enhancement of intensity at the (111)
Bragg reflection position, while the (200) peak would get
enhanced for FM type of ordering.

Figure 6 presents the ND spectra of RuMnGa taken at
300 K and 1.5 K. We see that while the intensity of (200)
peak has been enhanced considerably, the (111) peak remain
relatively unchanged. The powder diffraction data at low tem-
peratures were thus analyzed by using both of the nuclear and
magnetic phases, where the scale factor, lattice parameter, and
magnetic moment were refined along with overall thermal pa-
rameters. Our analysis suggest that the magnetic moment can
be found only at the Mn sites with a moment value of 0.2(1)
pp/f.u. along (100) direction, which matches well with the dc
magnetization data. Our analysis thus not only confirms the
FM type of ordering, it also negates the possibility of magnetic
moments on Ru and Ga atoms, contradicting the theoretically
predicted description [23]. The ND spectra analysis even rules
out any antiparallel arrangement of Mn moments at 4a and 4b
sites as well. The slight unequal distribution of Mn atoms at
4a and 4b sites and the resultant slight deviation of VEC from
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FIG. 6. Neutron diffraction pattern along with full Rietveld re-
finement at temperatures 300 K (top) and 1.5 K (bottom). Recorded
data are represented by red open circles, the calculated are shown
as a black line, the difference between theoretical and experimental
results by blue line and the crystallographic Bragg peak positions are
represented by olive lines. Magenta lines represent magnetic Bragg
peaks.

18 is likely to be the source of magnetic moment present in
this system.

One may, however, notice that the ND spectra do not ex-
hibit any noticeable change across 7}, and Tj, ostensibly due
to a very small change in magnetism in a system that also
have rather very low moment. However, the signature in dc
magnetic susceptibility indicate a disruption in spin arrange-
ment, particularly at 7,, which could be a development of
glassy phase or small spin-canting beyond the detection level
of ND measurement technique. As ac susceptibility technique
is considered to be a very sensitive tool to detect such change,
particularly for the glassy phase, we have carried out this
measurement (see Sec. III E).

D. Nonequilibrium Dynamics
1. Magnetic Viscosity

The temperature dependence of magnetic susceptibility,
presented in Sec. IIIB, depicts a small reduction of sus-
ceptibility below a temperature 7, indicating a reduction in

FIG. 7. Magnetic relaxation measured in Zero field cooled pro-
tocol (ZFC) at temperature T = 5 K for the wait time #y of 60, 1200,
and 3600 s, respectively. The black line represents fit to the curve
using KWW equation.

magnetic moment below this temperature. From the anomaly
in M(T') behavior at T),, we had argued it to have come from
either FiM type ordering, or spin reorientation or development
of the magnetic glassy phase. Since the ND measurements
clearly ruled out the presence of FiM type of magnetic order,
we have carried out magnetic relaxation measurements to
check for the possible existence of magnetic glassy phase
in RuMnGa. In this work, we have carried out the relax-
ation measurements in ZFC protocol, where the sample is
cooled without applying magnetic field from the paramag-
netic region to below freezing temperature. After waiting for
different time intervals specified below at that temperature, a
small amount of magnetic field is switched on, and the time
evolution of magnetic moment, M(¢), is measured. Figure 7
show the relaxation behavior at 5 K for different wait times
t, =60s, 1200 s, and 3600 s. The presence of magnetic
relaxation behavior clearly indicates the presence of magnetic
glassy component in the system below TZFC. The mag-
netic relaxation data is analyzed using standard Kohlrausch
Williams-Watts (KWW) equation [29-31]

B
M(t) = My &= M, exp |:— <£) :| @))

Here M(t) is the magnetization data, My is the intrinsic
magnetic moment, t is the relaxation time and g is the stretch
exponent. The fits to the experimental data are shown in black
solid lines. The 8 value at T = 5 K is found to be 0.32 and
remains essentially unchanged for all the three measurements.
The fractional value of 8 (0 < B < 1) suggests the glassy
character of the system at 5 K [30]. The t value increases
with the increase in wait time #,, indicating that the system
can remember the information about the wait time before the
relaxation measurements begins. Such stiffening of spins, i.e.,
the aging phenomenon, implies that during its waiting time the
system remains in a nonequilibrium dynamic state [29,32].
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FIG. 8. Relaxation rate S(¢) calculated at T = 5 K for wait time
1200 sec and 3600 Sec. Measured in 100 Oe in ZFC protocol.

Figure 8 represents the magnetic viscosity curve, deter-
mined from the time evolution of magnetization for 7, =
1200's and 3600 s, show an inflection point at #,,. For mea-
surements with larger wait time, this inflection point is also
shifting towards higher observed time with larger wait time.
This peak in magnetic viscosity curve is defined as S(¢) =
# dM(t)/d(logt). This type of aging phenomenon confirms
domain growth with time in RuMnGa [29-31,33,34].

2. Magnetic Memory

To further examine the scenery of the magnetic state, we
have performed ZFC and FC memory measurements. In FC
memory experiment we have cooled down the sample from
PM state (300 K) to 5 K in the presence of 100 Oe magnetic
field. We have given in-between stop times at T = 40, 25, and
15 K for #,, = 5400 s and the magnetization was measured.
During Ty, the magnetic field was switched off to zero and
after the waiting time the same amount of magnetic field
was reapplied. After reaching 5 K the sample was heated to
the PM region with the same magnetic field (100 Oe), and
the magnetization [M (T )] was measured again. This obtained
curve reveal a clear signature of the magnetization history,
as it shows anomaly at the temperatures where stops were
applied during cooling. A reference curve is also shown as
MrFe(f:W(T). This indicated FC memory is present in RuMnGa
in all the three Tyop positions, viz., 15, 25, and 40 K. This
indicates a clear time-dependent magnetization phenomenon
present in the studied system [29,31].

Both the superparamagnetic as well as spin/cluster glass
phases are known to exhibit such time-dependent magne-
tization behavior in FC memory measurements. However,
magnetic memory measurements under ZFC protocol can
clearly distinguish between these two possibilities, as the
memory effect would be absent in superparamagnetic mate-
rial, but would manifest in spin/cluster glass systems [29,31].
In the ZFC memory measurement, the sample was cooled
from the PM region to 5 K without applying any magnetic
field and the intermediate stop times for 5400 s was applied at
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FIG. 9. (Upper panel) Magnetic memory effect measure in FC

protocol using 100 Oe magnetic field with a stop time of 5400 sec

at T = 15, 25, and 40 K. (Lower panel) magnetic memory effect in

ZFC protocol. Inset represents the difference between Mty (T) —
Mg (T)-

Top = 40K and 15 K. After reaching 5 K, a 100 Oe magnetic
field was applied and sample was heated to PM state and
magnetization was recorded. Here also magnetic anomaly is
detected at 15 and 40 K. For reference, the standard ZFC
magnetization data MXi, (T) was also recorded. The inset
of Fig. 9 (lower panel) shows AM (Mrzeécw(T) — M%’ll?(‘jnw(T))
indicating the memory effect to be present even in ZFC con-
figuration and thus confirms spin-glass behavior in RuMnGa
[34].

3. Magnetic Relaxation

Spin/cluster glass systems also show a prominent re-
laxation below T),. Accordingly, we have studied magnetic
relaxation behavior at different temperatures (T = 5, 15, 25,
40, and 60 K) in the ZFC protocol (Fig. 10) for #,= 120 s.
The magnetization value increases by nearly 25%, 18%, 5%
and 2% at 5, 15, 25, and 40 K, respectively, after 7200 s.
these values are much larger than that reported earlier in
another half-Heusler alloy, IrMnGa, in similar temperature
region [28]. We have fitted this experimental data using Eq. 1.

The value of B value in the temperature range 5-60
was found to change gradually between 0.32 and 0.38. The
relaxation time decreases with the increase in measuring tem-
perature as expected in spin/cluster glass system [28], where,
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FIG. 10. Magnetic relaxation at ZFC protocol at various
temperatures.

it may be noted that the value of 8 can help us in distin-
guishing between the spin-glass and cluster-glass systems.
In cannonical spin glass lies in the range 0.2-0.5 [28], and
similar values are also estimated for RuMnGa. The value of
T of our sample also falls within the range reported earlier in
another spin-glass system, CuMn [30].

E. ac Susceptibility Study

The ac susceptibility measurements are performed in the
temperature region 5-300 K at different frequencies under an
excitation field of 6 Oe (Fig. 11). The x'(T) exhibits two
peaks at ~230 and ~80 K. The peak at high-temperature is
observed at the same temperature 7¢, where the FM-like tran-
sition was observed in dc-magnetization data. Its temperature
does not show any frequency dependence, as expected for a
long-range magnetic ordering. However, the low-temperature
peak in the x'(T) observed at 7y = 80 K shifts to a higher
temperature with increasing frequency, a typical signature of
glassy transition [29]. The presence of glassy phase is also
reflected in the dc magnetic measurement, as the peak in
ZFC susceptibility (Fig. 2) matches well with the peak of
x"(T) data. While the peak at 7y indicates freezing of the
ferromagnetic clusters related to the glassy phase, the peak
in the x”(T) at T¢ is in accordance with the dissipative
losses associated with the magnetic domain formation of the
compound. Although no peak associated with 7§ is observed
in the x/(T) data, a clear bendlike anomaly is observed in
the corresponding x”(T) behavior. Here we have to mention
that also the temperature dependence of magnetic coercivity
vanishes 7; (Fig. 4). Interestingly, the frequency dependence
bifurcation of the magnitude of x”(T') gets diminished below
T;. Thus, the ac-susceptibility data suggests the occurrence
of two successive glass-like transitions below the long-ranged
ordering temperature. Only a handful of systems are reported
to exhibit such double glasslike transition [35-37]. The lack
of anomaly in x'(7") data, and its presence in dc means that
we need magnetic field to trigger it, indicating the anomaly at
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FIG. 11. (Top) the temperature variation of the real part of ac
magnetic susceptibility data and (bottom) the imaginary part (loss
component). Inset (a) shows the expanded view of the real part of
low temperature ac susceptibility. The inset (b) depicts the plot of
log(t) vs log(t) and inset (c) is the graphical representation of the
Vogel-Fulcher law. The solid lines in both insets (b) and (c) are the
linear fits of the two curves.

T; can arise due to the local spin reorientation in the system
yielding a net FM component.

To understand the nature of the spin-glass phase at 7y, the
relative shift in freezing temperature (80 K at 1 Hz to 82.3 K at
1117 Hz) per decade of frequency is quantified by the Mydosh
parameter, defined as [29,30],

ATy

= T;A(loélo f)7 @

where f is the frequency applied and 77 is the freezing tem-
perature. The estimated value of 67, = 0.009 is quite small.
Generally in cluster glass or superparamagnetic systems 67
value lies in between 0.1 and 0.3 [26,29,38], while a lower
value suggest the canonical spin-glass feature. For example,
the 67 value for the well studied cannonical spin glass system
CuMn is reported as 0.005 [30], which is close to the value we
have obtained for our studied compound. To further ensure the
cannonical spin-glass state formation in RuMnGa, dynamical
scalling theory involving relaxation time (t) at any applied
frequency (f) and the spin-spin correlation length & is utilized.
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As per this law [39,40]

T — T\ >
I = TO(J) ’ (3)

where T = 1/f and 1y is the relaxation time corresponding to
a single spin flip. zV’ is the critical exponent for a correlation
length £ = (TZ—; — 1)~ In case of RuMnGa, zv’ is found to
be 3.62 and 1y ~ 1077 s from the fitting shown in the inset
(b) of Fig. 11. The values are well within the range to those
reported in different canonical spin-glass systems [28,30,40].
This frequency dependence of the spin-freezing temper-
ature is also analyzed using Vogel-Fultcher law where the
frequency variation is defined as
E,
} “

f=foexp [_kﬂf —Ty)

E, is the activation energy and 7y is the Vogel Fultcher
temperature, fj is the characteristic frequency, and kg is the
Boltzmann constant. As shown in inset (c) of Fig. 11, the
best fit is obtained with E,/kg = 39.49 K and Tp = 75.85 K,
yielding kf“TO = 0.6. For a cannonoical spin glassy system, one
should expect this value to be less than 1 [29,40]. So from
Mydosh criteria, power law fitting, and Vogel-Fultcher law,
it is found that the low temperature glassy transition around
80 K for RuMnGa is a cannonical spin-glass state formation.

F. Neutron Depolarization

The presence of magnetically glassy phase below 7, poses
an interesting conundrum whether the glassy phase origi-
nates due to a reentrant transition to glassy phase from an
already ordered spin structure or the system exhibits mag-
netic inhomogeneity right from 7¢ due to the presence of
disorder/vacancy in the system. In the later case, one may
consider a fraction of the system exhibits long-range ordering
at Tc, while a remaining fraction undergoes the glassy tran-
sition at T,,. Neutron depolarisation measurement is a great
tool to get insights into such complex magnetic state. In this
experiment the polarization vector in the neutron beam is stud-
ied after it transits across a magnetic medium. The magnetic
inhomogeneities affects the polarization vector during its time
of flight as the magnetic medium influences a net rotation of
the polarization vector. When a spontaneous magnetization
is present in a system, the value of the polarization vector
decreases which is known as depolarization [41]. It is a perfect
tool to distinguish between FM/FiM and a glassy magnetic
system. Magnetic moment fluctuations present in a paramag-
netic state are too fast for neutron polarization as it cannot
keep up with the dissimilarity in the magnetic field acting on
the neutron beam, so paramagnets do not show depolarization
[41,42]. In a glassy system too, as the magnetic spins are
frozen randomly, the spacial fluctuations does not change the
polarization vector of the neutron beam. In general, one can-
not expect depolarization in an AFM as there is no effective
magnetic moment, whereas for a FM system the neutrons get
depolarized while traveling through the randomly distributed
domains [39,43-45]. As we have already established RuM-
nGa to order ferromagnetically, any change in depolarization
at 7, would confirm the reentrant character, where the glassy
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FIG. 12. Neutron depolarization curve taken between 5 and
300 K at 50 Oe applied magnetic field. Schematic diagrams of
proposed domain structures for 7p < T < Tc and T < Tp are
also shown (see text).

phase is formed at the expense of domain size reduction. No
such change in depolarization however could be sensed, if
the FM spin arrangement is not disturbed. During the mea-
surement process, the sample was cooled under an applied
field of 50 Oe and the depolarization data was recorded while
warming the sample from 5 to 300 K. From the Fig. 12 it is
clear that the polarization value starts to decrease from 250 K
on cooling, signifying the gradual evolution of shapes and
sizes of the magnetic domains in the system, as expected in
a typical FM system. The rather low extent of depolarization
(<2%), could be explained due to very weak moment in the
system. The beam depolarization is related domain size and
domain magnetization by the following relation:

d 2
Pr = P exp |:—oc<g> < @5 > i| (5)

Here, P, = incident beam polarization, « = 1/3, d = ef-
fective thickness of the sample in neutron beam, § = average
domain size, ¢5 = (4.63 x 1071 G- A-2). A.B.A = pre-
cession angle from single domain, A = 1.201 A = neutron
wavelength, and B = average domain magnetization (in
Gauss) = 4w My, where Mg = spontaneous magnetization of
the sample in emu/cc = saturation magnetization (emu/g)x
density (g/cc). The ~2% depolarization at 50 K ford = 7mm
and Mg = 25.4emu/cc (from M(H) curve at 50 K, Fig 4)
corresponds to an average one-dimensional magnetic domain
size of 980 nm. Despite of such small depolarization effect,
the polarization starts to recover close to 7, suggesting the
reduction of domain size below this temperature. In this pro-
cess, there remains a finite probability that some of these
newly formed domains can have sizes smaller than even the
domain wall length, and hence cannot satisfy the condition of
proper domain formation. As a result, those magnetic spins
tend to exhibit the glassy feature as found in the ac suscepti-
bility measurements. The rest of the domains, whose sizes got
smaller yet fully formed, contributed to the ferromagnetism
as evidenced from ND measurements at low temperatures.
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FIG. 13. Fitting of the zero-field electrical resistivity vs tem-
perature data measured in the temperature range from 5 to 350 K.
Inset (a) represents the comparison of the resistivity as a function of
temperature in the temperature region 5-300 K, obtained in 0 and 50
kOe magnetic fields. Inset (b) depicts the low temperature region fits
using two different equations.

As the ND measurement does not suggest any possible spin
canting or growth of AFM phases at low temperature, one
may consider the development of a reentrant spin-glass state,
coexisting with FM component, below this temperature in this
compound [39,44]. The signature of glassy phase at T, appear
to overwhelm the weak signature of another glassy phase tran-
sition at T, as detected from ac susceptibility measurement
(Sec. IIIE).

G. Electrical Resistivity Study

Many of the FM Heusler alloys are also known to ex-
hibit HMF properties, which can be experimentally sensed
from their temperature dependence of resistivity, exhibiting
minimal magnon contribution. The temperature dependence
of zero-field resistivity behavior p(T) measured in the range
5-300 K is shown in Fig. 13 in warming as well as cooling
cycle. The p(T) behavior does not exhibit any thermal hystere-
sis between these two measurement protocols. The residual
resistivity ratio of Rsg/Risgox = 1.28 is consistent with the
presence of significant structural disorder present in our sys-
tem, as confirmed by XRD (Sec. Il A) and ND (Sec. IIIC)
analysis. In the PM region, above 250 K, p(T) displays a very
weak negative temperature coefficient of resistivity (TCR). As
the system is cooled below its FM ordering temperature, TCR
changes its sign and become positive.

It may be noted here that only a handful of materials in HA
family are known to exhibit such metal-semiconductor like
transition across the magnetic ordering temperature [46,47].
Even though a few theoretical models are proposed to elu-
cidate this change in TCR coefficient by considering the
magnetic spin scattering, none of them are universally accept-
able [48]. One of the most familiar theories that is applied
to describe such change in TCR across T¢, as in the present

case, is to consider the combined effect of spin dependent
scattering, and electron-electron correlation [49].

To describe the resistivity behavior in the whole temper-
ature range below its Curie temperature, the contribution of
multiple scattering factors are generally considered, given
by [50]

o(T) = po + Pph(T) + Pmag(T). (6)

Here py arises due to lattice defect contribution which
is temperature independent, p,n(T) is the scattering due to
phonons and pp,e(T), is magnetic contribution, that originates
from spin-flip transitions. According to Mattheissen rule, all
these contribution to the electrical resistivity is additive in
nature. pp, can be expressed as

7\’
m=1(g,) |
h Op 0

where A is a constant, and ®p is the Debye temperature.
Pmag(T) can be written as BT?, where B is a constant [51].
The fit to Eq. 6 (Fig. 13) confirms that the lattice contribution
overwhelms magnon contribution. Although the low magnon
contribution may tempt one to claim HMF character, one must
keep it in mind that the Eq. 6 fits the data only in the high
temperature region, 65 < T < 240 K, whereas a proper
HMF should have low magnon contribution even at the lowest
temperature measured. The presence of shallow upturn around
40 K [Fig. 13, inset (b)] thus negates the possibility of HMF
in this compound.

The presence of such anomaly in p(T) at low temperature
suggest the development of additional/different scattering
mechanism below 40 K, resulting in the sign change of TCR
again to positive. Similar behavior has earlier also been re-
ported for a few bulk and thin films of HA [51-54] and
generally explained by considering an additional presence of
weak electron localization developed due to disorder induced
coherent electron back scattering process that yields a Tz
dependence term in the resistivity [55]:

0,
2 3

@-na-en™ O

o(T) = po+CT*— DT:. 8)

The p(T) data is fitted in the region 5 < T < 65 K using
Eq. 8 and the results indicate that the major contribution in the
resistivity for low temperature primarily arises due the weak
localization phenomenon.

However, it may also be noted here that this low temper-
ature upturn in p(7T') coincides with the upturn in neutron
depolarization experiment. It is thus quite possible that the re-
sistivity upturn may have its origin in the disruption of domain
sizes below this temperature. The breaking of big domains
into many smaller ones result in significant increase in domain
wall area which could be responsible in enhanced scattering
in electrical resistivity at the domain boundaries that acts as
an increased hindrance of electron flow. The application of
magnetic field of 50 kOe does not affect the resistivity upturn
[Fig. 13, inset (a)] confirming the dominating role of magnetic
phase boundaries over the formation of glassy phase.
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IV. CONCLUDING REMARKS

In conclusion, we have synthesized half-Heusler alloy
RuMnGa in single phase through arc melting technique. The
combined studies of XRD and ND reveal that the compound
crystallizing in a disordered and non-stoichiometric composi-
tion as RuMng gsGa, 4. Despite the theoretically calculated
positive formation energy reported earlier, the compound
could only be synthesized experimentally with slightly higher
lattice parameter than that predicted theoretically. Magnetic
susceptibility, isothermal magnetization, ND and neutron de-
polarization measurements reveal the compound exhibits a
FM to PM transition near 232 K and the spontaneous magnetic
moment at 2 K is estimated to be 0.24 pug/f.u. The time de-
pendent dc magnetization indicates the presence of metastable
spins at low temperature, whereas the ac magnetic suscepti-
bility results confirms this to be canonical spin-glass phase.
Neutron depolarization, together with ND results indicate the
spin-glass transition is reentrant in nature and coexisting with
FM phase. A weak FM spin-reorientation phenomenon is also
observed below ~25 K, leading to a significant magnetic
hysteresis at low temperatures. Interestingly, the electrical
resistivity data indicate that the PM to FM transition is also

related with an insulator to metal-like transition whereas a
weak localization is associated with the reentrant spin-glass
transition temperature. Our ND measurement ruled out the
FiM type of magnetic ordering proposed earlier by the theoret-
ical study. The origin of FM order and low saturation moment
in this material have been explained to have originated from a
minor off-stoichiometry in the composition.
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