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Atomic scale analysis of N dopants in InAs
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The band gap of most III-V semiconductors is strongly reduced with the introduction of only a few percent of
N, even if the III-N alloy has a much bigger band gap. N impurities in InAs introduce an impurity state around
1 eV above the conduction-band minimum, much deeper in the band than in other III-V materials. Topographic
scanning tunneling spectroscopy measurements (STS) and areal spectroscopy measurements performed on N
atoms up to two layers below the (110) surface of InAs show a reduction of the resonance energy of the N
atom with increasing depth. This is attributed to tip induced band bending, pulling the N states up at positive
bias and acting most strongly on surface N atoms. STS measurements obtained on undoped InAs and N-doped
InAs show a band-gap reduction of <0.1 eV. Spacial imaging of features corresponding to N dopants up to
two layers below the surface are also compared to density functional theory simulations and show excellent
correspondence. Spectroscopy maps of N atoms up to two layers below the surface provide a high-resolution
spatial and spectroscopic view of the N atoms. Here the characteristic shape of the N atoms in different layers
below the surface is observed as an enhancement of the dI/dV signal compared to the InAs background. At
energies above the enhancement a reduction of the dI/dV is observed, which has the same shape and size as
the enhancement. This shows that the redistribution of density of states caused by the N impurities is mainly
energetic in nature.
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I. INTRODUCTION

The band gap of most III-V semiconductors is strongly
reduced with the introduction of only a few percent of N,
even if the III-N alloy has a much bigger band gap [1–3].
Multiple models are used to describe this reduction of the
band gap. One of the most popular is the band anticrossing
model [4], which models an interaction between the lowest
energy conduction-band states and the states introduced by
the N atoms. Another model considers a linear combination
of isolated nitrogen states (LCINS) and the conduction-band
minimum (CBM) [5,6].

On the atomic scale the N affects the local structural and
electronic properties of the host material. N atoms on group-V
sites are isoelectronic dopants—they do not introduce new
charge carriers to the material. Instead their influence on the
material properties comes from the difference in atomic size
and electronegativity compared to the group-V atom they
replace. N is the smallest group-V atom, so when it replaces
another group-V atom it will induce local strain in the lattice.
Due to this large lattice mismatch, alloys like this are called
highly mismatched alloys (HMAs). The N atom is also much
more electronegative than the other group-V atoms and as
such will influence the electronic states around it.

Depending on the band gap of the host material, the N state
is introduced at a different energy position compared to the
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CBM. In GaP the N states are introduced below the CBM in
the band gap [7]. For GaAs the N states are located around
the CBM, with isolated N atoms introducing a state 0.23 eV
above the CBM, while N pairs can introduce states in the
band gap [8,9]. For InAs the situation is different than GaP
and GaAs; due to the small band gap (0.354 eV), the N states
are introduced around 1 eV above the conduction band edge
[10,11].

The behavior of N in GaAs, where the Ga atoms sur-
rounding the N atoms are pulled towards it, has been studied
in detail. This effect can be clearly seen in cross-sectional
scanning tunneling microscopy (X-STM) measurements of
the (110) surface of N-doped GaAs [12–14], which has been
confirmed by density function theory (DFT) calculations [15].
With X-STM also the local density of states (LDOS) around
the N atoms can be observed, which has been described in
detail for N in GaAs [16,17].

The band-gap reduction of InAsN has been well described
by the band anticrossing model (BAC) [18], but the behavior
at the atomic scale remains to be studied. It is also interest-
ing to know how isoelectronic impurities behave deep in the
band and to see if this behavior differs from more shallow
isoelectronic dopants. The lattice constant of InAs is 6.06 Å,
which is about 7% larger than GaAs. Since the effects that
the N atoms have on the host material is partially based on
the locally induced strain, it is expected that the effects will
be of different strength in InAs compared to GaAs. In atoms
are also less electronegative than Ga atoms, 1.78 versus 1.81,
respectively. These are both considerably different than the
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3.04 of N. This could cause differences in the N states when
comparing GaAs and InAs [19].

In this paper we study N atoms in InAs at the atomic
scale with X-STM. We study the band-gap characteristics ob-
served when going from a region of undoped InAs to N-doped
InAs. We observe the LDOS around N atoms in different
layers below the (110) surface and compare this with previ-
ous results obtained for N in GaAs. The energetic position
of the states corresponding to N atoms at different depths
with respect to the surface are also studied and compared
to density-functional theory (DFT) simulations. Lastly we
provide scanning tunneling spectroscopy (STS) curves and
current imaging tunneling spectroscopy (CITS) maps of N
atoms in different layers below the surface. This provides a
deeper understanding of the differences between N in GaAs
and InAs at the atomic scale.

II. METHODS

A. Experimental methods

For this study 200-nm-thick bulk doped InAs1−xNx layers
were grown on (100) n+-doped InAs substrates by molecular
beam epitaxy with a 200-nm undoped InAs buffer layer in
between the substrate and the InAs1−xNx layer. The nominal
N concentration in the sample was 2.29%. X-STM measure-
ments were performed with a commercial Omicron LT-STM,
which has two bath cryostats. The outer cryostat is filled with
liquid nitrogen (LN2) and has a hold time of approximately
12 hours. The inner cryostat can be filled with either liquid
LN2 or liquid helium (LHe) to cool down to 77 or 5 K,
respectively. This cryostat has a hold time of about 24 h when
filled with LHe. The hold time of the outer cryostat is a lim-
iting factor for the length spectroscopy measurements. Most
topographic measurements were performed at 77 K, while the
high-resolution spectroscopic measurements were performed
at 5 K to provide the highest stability.

Samples were brought into the ultrahigh vacuum (<1 ×
10−10 mbar) of the STM chamber before cleaving them and
revealing a clean (110) cross section of the sample. STM tips
were prepared by electrochemical etching of polycrystalline
tungsten wire. After loading into the STM system they are
annealed and sputtered with argon ions to remove oxide layers
and improve tip quality.

STS curves are obtained by first stabilizing the tip at
a specific bias voltage and tunnel current and then turning
the feedback loop off and sweeping the voltage over a se-
lected range. dI/dV are obtained through a lock-in amplifier
(Stanford Research Systems SR510), by applying a 1027-Hz
modulation signal with an amplitude of 10 mV to the sample
bias. The relation between the dI/dV signal and the LDOS
can be described with the following formula:

dI

dV
(eV ) ∝ ρs(EF,s + eV ) exp(−2κztip), (1)

where V is the applied bias voltage, ρs is the LDOS of the
sample, EF,s the Fermi energy of the sample, κ the inverse
decay length in vacuum, and ztip the tip–sample distance.
Since the tip–sample distance is kept constant during an STS
curve, the dI/dV signal is directly proportional to the LDOS
of the sample. When comparing STS curves it is important to

consider that ztip can be slightly different, affecting the dI/dV
signal by the way of topography crosstalk. The stabilization
voltage is chosen in such a way that the crosstalk is minimal,
and effects of crosstalk are taken into consideration when
discussing our STS results.

B. Computational methods

The DFT simulations are carried out in the framework
of the Vienna Ab Initio Simulation Package (VASP) [20]. In
order to describe the exchange correlation interaction between
electrons the generalized gradient approximation (GGA) is
used, specifically, a Perdew-Burke-Ernzerhof (PBE) func-
tional [21]. The ion electron interaction is described using the
projector-augmented-wave (PAW) method [22]. These func-
tionals lead to an InAs lattice constant of 6.22 Å. This is an
overestimation of the experimental lattice constant which is
expected for PAW-PBE functionals [23]. We now generate
supercells to describe N dopants at different depths below
the (110) surface of InAs. These cells are generated from a
4×4 InAs (110) surface supercell that is seven atomic layers
thick. In this cell consisting of 224 atoms, 12 Å of vacuum
is introduced to properly simulate the surface behavior. This
pure InAs surface cell will from here on be referred to as the
reference cell. A N dopant is now introduced at three different
group-V lattice sites in the reference cell: in the surface layer,
N0, one layer below the surface, N1, and two layers below
the surface layer, N2. The reference cell and the N-doped
cells are now left to relax until the force on each atom is
less than 0.05 eV/Å. This is done using a Monkhorst-Pack
grid of 3×3 × 1 [24] for the sampling of the Brillouin zone.
The cutoff energy used for the plane-wave basis set is 400 eV.
In order to improve the convergence of the simulations, a
Gaussian smearing of 0.03 eV in the occupation of the orbitals
is also implemented. For the reference cell we find a band gap
of 0.382 eV, while for the N-doped cells we find a band gap of
0.371 eV. It is not uncommon for GGA-PBE DFT calculations
of InAs made in VASP to find a finite band gap [25]. The LDOS
is calculated on the atoms in the different doped supercells
and compared to the As atom at the same lattice site in the
reference cell. This way we can investigate the energy profile
of the states corresponding to the N dopant at different depths.

III. RESULTS AND DISCUSSION

A. {110} Surfaces

The {110} surfaces of zinc-blende semiconductors consist
of zigzag rows of alternating group-III and -V atoms. In the
case of this paper these are In and As atoms, respectively.
These rows are oriented perpendicular to the [001] direction.
Depending on whether the (110) or (11̄0), the zigzag rows first
show the In atoms and then the As atoms when following
the [001] axis, or vice versa. From the side view, multiple
layers can be defined with respect to the surface. We define
the surface layer as layer 0, and all other planes are defined by
their depth below the surface plane.

B. Long-range spectroscopy

To observe the band-gap reducing effects of N, we have
taken STS spectra on both the undoped InAs buffer layer and
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FIG. 1. In (a) the logarithmic plot of STS curves taken on un-
doped InAs and N-doped InAs is shown. Both curves were obtained
by averaging 9 dI/dV curves in the respective sample area. In (b), the
simulated conductance of the (110) InAs surface is presented. The
conductance from the conduction and valence bands, CB and VB,
respectively, are shown, as well as as the total conductance, Sum.
These simulations were performed with the SEMITIP code developed
by Feenstra et al. [26–28]. The following simulation parameters were
used: a tip–sample distance of 0.5 nm, a temperature of 4 K, and a
doping concentration of 2 × 1018, as reported by the growers.

the N-doped InAs layer, which can be seen in Fig. 1(a) as the
orange and blue curves, respectively. These curves are aver-
ages over 9 dI/dV curves in the respective sample area. The
curves were obtained by stabilizing the tip at a bias voltage
of −2.0 V and a tunnel current of 50 pA. Spectroscopic I (V )
curves were then obtained at a series of bias voltages rang-
ing from −2.0 V to +1.5 V. At negative voltages the curves
overlap from–2.0 to −0.8 V, from where the dI/dV signal
on the N-doped layer is slightly higher. The dI/dV signal is
stronger for the N-doped InAs at all positive voltages. It is
well known that the cleaved surfaces of InAs often exhibit an
intrinsic electron accumulation layer [29–31]. The reason for
this electron accumulation layer is still a topic of discussion;
however, one possible reason given is defects in the (110)
surface of InAs [32]. In our measurements we observe a nearly

defect-free surface of InAs and N-doped InAs; this will affect
the amount of accumulation. When an STM tip is introduced
near a surface, it strongly affects the bands present at this
surface, even at zero tip bias. This means that, dependent on
the work function of the tip, the electron accumulation layer
at the surface of InAs is influenced by the presence of the
STM tip [33]. Therefore we cannot say for certain how large
or small the effect of electron accumulation is at the surface
we measure in these STS curves. Because of these factors
that can influence the STS measurements, it is important to
understand what parts of the dI/dV spectrum originate from
what part of the band structure of the material. This is why we
performed simulations using the code developed by Feenstra
et al. [26–28]. The results of these simulations are shown
in Fig. 1(b). These simulations show that the conductance
when tunneling with a positive bias mainly originates from
conduction-band states, with only a small contribution from
the valence band (VB) at -0.7 V. For negative biases, two
clear regimes of tunneling can be identified. First, starting
at–0.25 V, the valence-band states dominate the conductance
alone. At–0.6 V, however, a contribution from conduction-
band states starts to appear as well as an abrupt change in VB
conductance. This corresponds nicely with the experimentally
obtained dI/dV curves since there is a clear change in slope
at around–0.7 V for both the N-doped and clean InAs STS
curves, leading to a shoulder in these curves at around–0.7 V.
This change in slope, we can understand from the simulations,
is caused in part by the additional tunneling available from
conduction-band states at this bias. We now compare the
spectra obtained on clean InAs and N-doped InAs at differ-
ent biases. At positive bias, where electrons tunnel from the
filled states in the tip to empty conduction-band states of the
sample, a large difference in the strength of the dI/dV signal
is observed. This is present for all positive voltages where the
dI/dV signal is higher than the signal from the accumulation
layer. This difference can be understood by considering the
effect of N doping on band structure of InAs. The BAC model
describes the introduction of the N state and the resulting
splitting and energy lowering of the conduction band. This
downward shift in energy and the introduction of the N state
strongly contribute to the enhanced DOS to tunnel into at
all CB energies when comparing intrinsic InAs and N-doped
InAs, which is what we observe in Fig. 1(a). For negative bias,
a small shift at the shoulder described earlier is observed. The
STS curve of the N-doped region is shifted to more positive
voltages compared to the clean InAs STS curve by less than
0.1 eV. The horizontal shift of the N-doped InAs STS curve
at–0.7V leads to a small reduction in the apparent band gap.
At 2.29% N, a band-gap reduction of 0.08 V is expected
[18]. Additional absorption and photoluminescence character-
ization of the sample by the growers also showed band-gap
reductions of 0.05–0.10 eV [18]. The fact that we see a part of
the band-gap reduction at negative voltages can be understood
in the following way: If the Fermi energy remains locked to
the conduction-band minimum (as is to be expected in n-type
material), we expect that tunneling from the valence band to
the STM tip will occur at a smaller (negative) voltage. In
reality we expect that this is probably not 100% correct, but at
least a part of the band-gap reduction is expected to show up
as a shift of the valence-band tunneling. For positive bias, the
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tunneling is expected to start at 0.0 V due to the fact that the
material is n type. However, the STM has a limited noise floor.
Therefore we do not see the proper zero dI/dV point here as
we are limited in our current resolution. This does mean that
we do not expect to observe the band-gap reduction on the
positive-bias side of our STS measurements, since for both
materials tunneling is expected to start at 0.0 V.

C. Voltage-dependent topography

The N-containing bulk layer is imaged at different bias
voltages to find the resonance energies and voltage depen-
dence. At negative bias electrons tunnel from filled states of
the sample into the tip. Since the states introduced by the N
are located far above the conduction-band minimum, we see
little effect of this at negative bias. Instead, topographic effects
dominate the observed contrast, which are well documented
for N in III/V semiconductors, with N atoms causing depres-
sions of the (110) surface [12–14].

At positive bias electrons tunnel from filled states in the
tip to the empty states of the samples. These empty states in
the sample will include the N-induced states, which causes an
enhancement of the tunnel current at specific voltages around
the N atoms. This has been well documented for N in GaAs
[16,17]. Based on the observations at negative and positive
voltage, the N features are identified as residing in a specific
layer with respect to the surface. In Fig. 2 a few N atoms
are marked with the layer they reside in, with 0 indicating an
N atom in the surface and 1 indicating an N atom one layer
below the surface, etc. The observed contrast at both positive
and negative bias is remarkably similar to N in GaAs. These
features are also compared to simulated STM images using
DFT. These simulated STM images are shown in Figs. 3(b),
3(e) and 3(h), as well as the features marked with N0, N1,
and N2 as shown in Fig. 2 and in Figs. 3(a), 3(d) and 3(g).
These simulated STM images are simulated at 3 Å above the
slab surface, which is comparable to typical tip–sample dis-
tances. They are simulated for a bias voltage of +0.5 eV. The
resemblance between the simulated images shown here and
the experimental features is remarkable. Both the shape and
size of the features match very well between the two. In the
case of N0, the feature is extended only in the [11̄0] direction,
with a dark spot on the location of the N dopant. In the case
of N1, both the simulated and experimental feature consist of
two pairs of two lobed bright contrasts with the two lobes in
the [001] direction being brighter. In the case of N2, we see in
both cases that the feature is extended over three corrugation
rows. There is a bright middle atom right above where the N
atom is present, with two side lobes in the [001] and [001̄]
direction of which the side lobe in the [001] direction is the
brightest. The difference in bias voltage at which the states
show the highest change in LDOS between simulation and
experiment can be understood thanks to the way the STM tip
interacts with the sample states. During positive bias imaging,
the STM tip bends the N-related states up in energy. This
means that in STM imaging the N-related states could show
a resonance at higher energies. The simulated features of N0,
N1, and N2 for a bias voltage of +2.0 V are also presented
in Figs. 3(c), 3(f) and 3(i). Here we see that the LDOS is
weaker in the area that was the brightest in Figs. 3(b), 3(e) and

FIG. 2. STM images of sample A0201, 21 × 21 nm in size
(2.29%), obtained at different bias voltages. (a), (b), (c), (d), and
(e) are obtained at −1.8 V, +1.8 V, +1.4 V, +0.9 V, and +0.4 V,
respectively. All images were obtained with a set-point current of
50 pA at 77 K. One example of an N atom in each layer is marked
with the number indicating their respective layer.

3(h), especially in the case of N1 and N2. This means that a
reduction in LDOS with the shape of the original feature could
be observed in STM measurements for bias voltages above the
resonance of the feature.

At high positive voltage (+1.7 V), as seen in Fig. 2(a),
mainly the surface N atoms and N atoms one layer below the
surface are observed. In Fig. 2(c) the observed contrast at a
bias voltage of +1.4 V is displayed. Here deeper N atoms have
a more pronounced contrast than in Fig. 2(b), and the bright
contrast of the surface N atom has decreased. In Fig. 2(d)
most of the strong localized contrast has disappeared, and in-
stead a diffuse contrast is observed around various deep-lying
N atoms. In Fig. 2(e) the electronic contrast around the N
atoms has completely disappeared. Since we can already tun-
nel into the CB at +0.4 V as shown in Fig. 2(e), and the
features corresponding to the N dopants show up at higher
voltages, the N-related states are present deep in the CB.

The size of the observed LDOS around the N atoms is
nearly the same as for N atoms in GaAs. This can be explained
by considering the zinc-blende crystal structure. Both InAs
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FIG. 3. Simulated STM images, 2.5 × 2.0 nm, and experimental STM images of N dopants in InAs at different depths beneath the surface.
In (a), (b) and (c), the results for a N dopant in the surface are presented. In (d), (e) and (f) the results for a N dopant one layer below the
surface and in (g), (h) and (i) the results for a N dopant two layers below the surface are given. The experimental STM images shown in the
left column, (a), (d) and (g), were obtained for a bias voltage of +1.5 V, a temperature of 77 K, and a current of 50 pA. The simulated images
were generated at a height of 3 Å above the slab surface. The simulated STM images in the middle column, (b), (e), and (h), were generated at
a bias voltage of +0.5 V. The simulated STM images in the right column, (c), (f), and (i), were generated at a bias voltage of +2.0 V.

and GaAs have the zinc-blende structure in which the N atoms
are embedded on a group-V position. The LDOS around the
N atoms propagates along the atomic bonds in this lattice.
The deeper the N atom is located with respect to the surface,
the more spatially extended the LDOS has become. Since this
LDOS extension only happens along the atomic bonds, there
will be no difference in the shape and size of the observed
LDOS when comparing N atoms in InAs and GaAs. The main
difference could be in the strength of the LDOS of the N state,
which is not feasible to compare between InAs and GaAs.

D. Spectroscopy curves

STS spectra provide information on the relative position of
energy states of N atoms. In Fig. 4 the STS spectra taken on
the feature corresponding to an N atom in the surface (blue),
one layer below the surface (orange), and two layers below the
surface (green) are presented. STS curves were obtained with
a stabilization voltage of +2.3 V and a set point current of
50 pA. The stabilization voltage of the STS curves is ideally
set so that little electronic contrast is visible. This electronic
contrast would lead to topographic crosstalk in the dI/dV
curves. Here, however, at +2.3 V, some of the electronic con-
trast of the N atoms is still visible, especially for the N atom in
the surface and one layer below the surface. At higher positive
voltages the contrast of the N atoms became weaker, but tip
stability decreased drastically, resulting in unreliable results.
Another option would be to stabilize the tip at a low positive

bias, which also exhibits limited to no electronic contrast as
shown in Fig. 2(e). The reason that was not done is that the tip
will be very close to the surface due to the limited conductivity
at this bias, meaning that when the bias is increased during
the STS measurement the current will quickly saturate the

FIG. 4. STS spectra (dI/dV ) taken at point of strongest contrast
for N atoms in different layers with respect to the surface. Curves
displayed are for N atoms in the surface layer (blue), one layer below
(orange), and two layers below (green). The N resonance in each
curve is marked with an arrow in the respective color of the curve.
Spectra were taken with the same tip and have an InAs background
spectrum subtracted. All curves are an average of five spectra.
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preamplifier, which is limited to 3.3 nA. We consider the
stabilizing voltage of +2.3 V as the best compromise. This
does mean that some topographic crosstalk is influencing the
dI/dV strength.

All the curves in Fig. 4 have been modified by subtracting
an average of background curves taken on clean InAs. In this
way the y axis indicates whether the LDOS at the N atoms
is higher (> 0) or lower (< 0) than the InAs background.
The surface layer N shows a broad peak with a maximum at
+1.8 V and shows a higher LDOS than the InAs background
from +2.3 to +1.0 V. The N atom one layer below the sur-
face shows a clear peak at +1.5 V, with a shoulder ranging
to +1.0 V. At the higher voltage side the dI/dV signal is
lower than the background. For N atoms two layers below the
surface a peak in the dI/dV signal can be seen at a bias of
+1.3 V with a broad shoulder ranging to +0.9 V. At around
+1.6 V a dip in the dI/dV signal is observed which goes be-
low the InAs background; such dips have also been observed
by Ivanova et al. [34] in both experimental and theoretical
work. At higher positive voltage a peak in the dI/dV signal is
observed.

From the dI/dV signal at the stabilizing voltage of +2.3 V
it can already be seen that some topographic crosstalk is
present, since ideally the curves would have the same dI/dV .
Nonetheless, these curves show a clear trend of the peak
energy decreasing as the N atom is located deeper below the
(110) surface. The peaks go from +1.8 V for the surface N, to
+1.5 V and +1.2 V for the N atoms one and two layers below
the surface, respectively. The enhancement of the LDOS also
continues to lower voltages as the N atom is located deeper
below the surface. For the surface N atom the enhancement
stops at around +1.2 V, for the N atom one layer below the
surface at around +1.0 V, and for the N two layers below the
surface at around +0.8 V. The peak position with respect to
the CBM is not captured in these measurements. Considering
that the N state in InAs is located about 1 eV above the CBM,
even the peak of the N atom in layer 2 has a larger energy
than this, indicating that tip induced band bending (TIBB) still
plays a role. It is expected that for N atoms in deeper layers
the peak energy goes towards 1 eV above the CBM.

We now compare the experimental results to the DFT cal-
culations that were performed as described in Sec. II B. A
schematic view of the surface of the various different N-doped
supercells is presented in Fig. 5, as well as a side view of the
(110) surface that indicates where the N dopants are present
in the different doped supercells.

The supercells represented schematically in Fig. 5 are used
to calculate the LDOS at the atomic positions indicated by the
red arrows. These specific atomic positions are chosen, since
at these positions the N atoms shows the strongest signature.
As can be seen in Fig. 2, the signature is strongest on the first
nearest-neighbor As atom in the [1̄10] direction in the case of
a surface-layer N dopant. For an N dopant one layer below
the surface, the signature is strongest on the nearest two As
atoms that are off center in the [001] direction, while for the
N2 dopant, the signature is strongest right on top of the N
dopant. This is important because the STS spectra shown in
Fig. 4 are measured on the areas of brightest contrast in the
STM measurements. For each of these atomic positions, the
LDOS is now calculated as a function of energy. From these

FIG. 5. In (a), (b), and (c), a schematic view of the (110) surface
of the three different doped supercells is presented. The red arrows
indicate which atomic position is used to calculate the LDOS for that
specific cell. In (d), a side view of a (110) surface is presented to
indicate at what positions the N dopants are present for the different
doped supercells. The smaller Ga and As atoms shown here are
present in lower-lying atomic layers compared to the larger-drawn
Ga and As atoms.

LDOS curves we subtract the LDOS of the As atom on the
same position in the lattice in the reference cell in order to
highlight the changes in LDOS due to the N dopant.

In Fig. 6 the results of these calculations are shown for
a N dopant one layer below the surface layer, N1, and two

FIG. 6. LDOS calculated on the atomic positions indicated by
the red arrows in Fig. 5 with the reference LDOS on the same atomic
position in the reference cell subtracted from it for N1 and N2. The
Fermi energy is set to 0 eV in these graphs.
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FIG. 7. Schematic band diagram of a STM tip in contact with
N-doped InAs. The state introduced by N is indicated by the dotted
line. Tip-induced band bending at positive bias pulls the bands of the
sample up, causing an energetic shift of the N atoms, depending on
their distance to the surface. Energies are not to scale.

layers below the surface layer, N2. The results including the
surface-layer N dopant, N0, are shown in the Supplemental
Material for completeness [35]. The results regarding the
surface-layer N dopant are not explicitly discussed here, since
a surface-layer dopant is known to exhibit more complex
behavior due to its interaction with the surface relaxation and
different coordination from the N dopants deeper below the
surface. This is, for instance, the case for the bistability of
Si in GaAs and the Ga vacancy in m-plane GaN [36,37].
The LDOS graphs shown in Fig. 6 show that the electronic
signature of a N dopant one or two layers below the surface
is very similar. It is not prudent to directly compare these
curves to the curves shown in Fig. 4. The TIBB of the STM
tip can greatly influence where exactly we see the signature of
these states as well as the work function of the tip used. Also,
the DFT calculations show an incorrect band gap, which can
influence the absolute energetic position of different states in
DFT. We do not observe a single very sharp peak in LDOS
like that observed for the STM measurements followed by a
decrease as seen in Fig. 4. We do, however ,see several smaller
peaks in LDOS that are each followed by a decrease in LDOS,
the deepest of which is present at 1.96 eV and 1.93 eV for
layer 1 and layer 2, respectively. These calculations indicate
that it is indeed possible for this shift of LDOS to be energetic
rather than spatial and that the layer-1 and layer-2 N dopants
have very similar effects on the LDOS on the surface atoms.
There is, in fact, close to no change in the energetic position of
the state between the two. Experimentally, however, we found
an increasing energy with increasing dopant depth from the
surface as shown in Fig. 4. This observed experimental trend
therefore has to be caused by TIBB. TIBB pulls the bands of
InAs, and the N states contained within, up, when measuring
at positive bias. This effect is strongest at the surface and de-
cays when going deeper into the bulk, as schematically shown
in Fig. 7. This is also observed for N atoms in GaAs, although
not structurally with STS measurements [16,17]. For donors
in the (110) surface of GaAs it has been observed that the
binding energy is increased compared to lower-lying donors
[38,39]. We do not see evidence for an increased resonance

energy of the surface N, but a minor change could be hidden
underneath the effects of the TIBB.

E. CITS maps

Current imaging tunneling spectroscopy maps are obtained
by plotting a subgrid over a normal STM image and obtaining
an STS curve at each of the points of the subgrid. This results
in a spatial image with I/V and dI/dV information at each
point. Due to the time it takes to obtain a single STS curve,
the time to obtain a CITS map quickly rises as the resolution
increases. Since the single STS spectra of Fig. 4 already pro-
vide us with a direct comparison of the spectroscopic states
of N atoms at different layers below the surface, we chose
to make high-resolution CITS maps of single N atoms in
different layers instead of making one map containing all of
them. This means that energy levels between the CITS maps
of different N atoms cannot directly be compared, since the
tip may have changed in between. Instead, we discuss the
spatial and energetic features observed per atom. The CITS
data is always displayed as a cut of the full data set. Since the
data set has an STS spectrum on an x and y grid, this means
that the full data set has four dimensions, x, y, V, and dI/dV .
A cut at a specific voltage will be displayed as an XY color
plot of dI/dV values. Cuts can also be made along the spatial
directions x or y, plotted as XV or YV color plots. Lastly,
also single STS spectra can be extracted at specific (x, y)
coordinates, which are displayed as standard (dI/dV ) graphs.
CITS maps of N0 and N1 can be found in the Supplemental
Material [35].

1. N2

In Fig. 8(a) an XY cross section of a CITS map of an N
atom two layers below the surface is displayed at a bias of
+1.8 V. Observable in this image are the area which is defined
as the InAs background, recognizable by the green rectangle,
and the (x, y) coordinate where a single spectrum of the N
atom is extracted, as marked with the white dot. Two cuts of
the CITS map as marked by the dashed white lines are marked
with “Cut” and X. The characteristic bow-tie-like shape of
the N atom two layers below the surface can be observed
by its bright contrast. Figure 8(b) displays the STS spectrum
taken on the center of the N atom and the average of the STS
spectra in the green rectangle in Fig. 8(a) in blue and orange,
respectively. Here it can be observed that from +1.4 to +2.1 V
the dI/dV signal on the N atom is stronger than on the InAs,
while between +2.3 and +2.6 V it is weaker. At the stabilizing
voltage of +2.8, the dI/dV signals of the of N atom and
the background have the same strength, indicating minimal
crosstalk. The peak of the enhancement lies at +1.8 V, which
is different from the +1.5 V observed in Fig. 4, indicating
again that the tip state has a strong influence on the resonant
states.

The cut displayed in Fig. 8(c) is made along the dashed
white line in Fig. 8(a) marked with X. Here the two rightmost
lobes of the bowtie can be observed at x equals 1 and 1.8 nm
and a bias of +1.8 V. Around +2.4 V a decrease of the dI/dV
signal is observed at the same location.

In Fig. 8(d) a cut of 8(a) is displayed along the dashed
white line marked with Cut. The plot in Fig. 8(d) is obtained
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FIG. 8. CITS (dI/dV ) data set of an N atom two layers below the surface, displayed as different cuts. (a) XY map at a bias of +1.8 V.
(b) STS spectra obtained on the layer-2 N atom (N2) and the InAs background as averaged over the green rectangle in (a). (c, d) Cuts of
(a) along the dashed white line marked with X and Cut, respectively. The voltage at which the cut of (a) is obtained is indicated by the white
dashed line marked with V. The InAs background has been subtracted to highlight changes induced by the N atom.

by taking a spectrum at each x coordinate that lies closed to
the dashed line; in this way the total length in x is still 4 nm.
Around x = 1.8 the first weak lobe of dI/dV contrast can
be observed at a bias of +1.8 V. The strongest contrast is
observed at x = 2.3 and the third, weaker, lobe at around 2.8.

At the location of this enhanced contrast, a drastically
different effect can be observed at higher voltages. Around
+2.5 V the dI/dV signal is reduced compared to the InAs
background. This can be seen in Figs. 8(b), 8(c), and 8(d). In
Fig. 9 the spatial cut of the CITS map at +2.5 is displayed.
Here it can clearly be observed that the reduction of the
dI/dV signal has the same shape and spatial extend as the
enhancement observed in Fig. 8(a).

2. Discussion

The characteristic shapes of the N impurities as observed
in Fig. 2 can clearly be recognized in the CITS maps as an
enhancement of the dI/dV signal. For all CITS maps we see a
reduction of the dI/dV signal at voltages above the resonance.
The reduction shifts to lower energies with increasing depth
of the N atoms, just as the resonance energy. The spatial
extension of the reduction is the same as the characteristic

FIG. 9. CITS cut at +2.44 V of the same data set as Fig. 8,
containing an N atom two layers below the surface. The reduction
of the dI/dV signal below the InAs background can be observed as
the dark colored area.
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enhancement, as can be seen when comparing Figs. 8(a)
and 9. This corresponds nicely with the prediction made
by the DFT calculations in Sec. III C. For this N impurity,
topography crosstalk can be eliminated as a cause of this
reduction, since at the stabilizing voltage of +2.8 V the
dI/dV signal on the impurity and on the InAs background
are equal. We explain this reduction by considering the
influence of an individual N impurity on the LDOS of the
InAs host. For individual N impurities the effect is described
by a redistribution of states, moving host states with a higher
energy than the N level to the N level [40]. The fact that
the reduction has the same shape and spatial extent as the
characteristic enhancement shows that this redistribution is
energetic in nature.

IV. CONCLUSIONS

We studied isoelectronic N impurities in InAs at the atomic
scale to see how isoelectronic impurities behave deep in the
conduction band. STS curves obtained on undoped InAs and
N-doped InAs show a small band-gap reduction of <0.1 eV.
The full effect of the expected 20% band-gap reduction is not
observed here due to limited current resolution for very low
positive bias and tip–sample interaction. The signatures of the
N atoms at both filled- and empty-state imaging are remark-
ably similar to N atoms in GaAs. The signatures at empty-state
imaging were also compared to DFT simulations and showed
an excellent correspondence. The main difference is that in
InAs the N state is located deeper into the conduction band,
making it possible to image conduction-band states below the
N level. STS measurements performed on N atoms up to two
layers below the (110) surface of InAs show a reduction of the

resonance energy of the N atom with increasing depth. This
is attributed to TIBB, pulling the N states up at positive bias
and acting most strongly on surface N atoms. This behavior is
also supported by the DFT calculations showing similar sur-
face LDOS behavior for N dopants at different depths below
the surface. CITS maps of N atoms up to two layers below
the surface give a high-resolution spatial and spectroscopic
overview of the N atoms. Here the characteristic shape of the
N atoms in different layers below the surface is observed as
an enhancement of the dI/dV signal compared to the InAs
background. At energies above the enhancement, a reduction
of the dI/dV is observed, which has the same shape and
size as the enhancement. This shows that the redistribution of
states caused by the N impurities is mostly energetic in nature.
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