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Subcycle control of valley-selective excitations via the dynamical Franz-Keldysh
effect in a WSe2 monolayer
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This study performed first-principles calculations based on the time-dependent density functional theory to
control the valley degree of freedom relating to the dynamical Franz-Keldysh effect (DFKE) in a monolayer of
transition metal dichalcogenide. By mimicking the attosecond transient absorption spectroscopy, we performed
numerical pump-probe experiments to observe DFKE around the K or K ′ valley in WSe2 monolayer with a
linearly-polarized pump field and a circularly-polarized probe pulse. We found that the circularly-polarized probe
pulse with a given helicity can selectively observe the transient conductivity modulated by DFKE in each valley.
The transient conductivity and excitation probability around each valley oscillate with the pump field frequency
�. The phases of the � oscillation for the K and K ′ valleys are opposite to each other. Furthermore, the pump-
driven DFKE alters the absorption rate of WSe2 monolayer and yields the valley-dependent � oscillation of the
electron excitation induced by the pump plus probe field. With a simplified two-band model, we identified the
� oscillation of the off-diagonal conductivity caused by the band asymmetry around the valleys as the physical
mechanism responsible for the valley-selective DFKE.
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I. INTRODUCTION

Valleytronics has emerged as an active area of research for
controlling the valley degree of freedom in certain semicon-
ductors that contain multiple valleys in their electronic band
structure [1,2]. The fundamental goal in valleytronics research
is to lift the valley degeneracy and create valley polarization
to store and manipulate the bits of information. In general,
two-dimensional (2D) hexagonal lattice materials possess two
valleys at the K and K ′ points in the first Brillouin zone, and
constitute a promising direction in valleytronics [3–7].

Recently, ultrafast valley control techniques in 2D mate-
rials using optical pulses have been actively investigated for
potential applications in ultrafast signal processing [8–18].
In particular, transition metal dichalcogenide (TMDC) mono-
layers are attractive for practical applications, owing to their
broken inversion symmetry and strong spin-orbit coupling
(SOC) [5]. SOC lifts the spin degeneracy in the K and K ′

valleys and yields the opposite spin angular momenta owing
to the time-reversal symmetry. The spin-valley locking and
the interplay of the valleys yield the valley-dependent optical
selection rules [5,19]. Specifically, the interband transition at
the K (K ′) valley is exclusively coupled to the left (right)
circularly polarized light resonant with the bandgap.

In addition to the ultrafast optical valley control, there is
another active area of research for developing ultrafast sig-
nal processing. The dynamical Franz-Keldysh effect (DFKE)
is a phenomenon that occurs in dielectrics under the irra-
diation of an alternating electric field with an off-resonant
frequency [20–26]. Upon applying a strong alternating elec-
tric field to a crystalline dielectric, it causes an intraband
motion of charges and induces a transient change in the

optical response, which oscillates at a frequency of multiples
of the field frequency. Unlike resonant processes, DFKE is
an ultrafast nonresonant process that does not excite real car-
riers. Recent advancements in experimental techniques such
as the attosecond transient absorption spectroscopy (ATAS)
[27–32] have enabled the observation of DFKE in the peta-
hertz regime (femtosecond time scales) [33–41]. Therefore,
DFKE is expected to be a potential candidate for ultrafast
optical switching in future petahertz signal processing. In
recent years, subcycle DFKE in 2D materials [42–44] as well
as solids [45–47] has been theoretically investigated.

This study explored the potential for combining these two
research areas by investigating the applicability of DFKE
for ultrafast valley switching in TMDC monolayers. We
performed first-principles calculations based on the time-
dependent density functional theory (TDDFT) [48] to explore
the possibility of valley-selective ultrafast optical switching
using DFKE in a laser-irradiated TMDC monolayer. The real-
time approach of TDDFT has relatively low computational
cost with sufficient accuracy for describing general properties
of ultrafast electron dynamics. We focused on WSe2 mono-
layer and considered a control technique of the phase of the
DFKE oscillation depending on the valley degree of freedom.
Because TMDCs have similar physical properties, findings
in WSe2 monolayer may have some generality and can be
extend to other TMDC monolayers. To mimic measurements
of ATAS, we conducted numerical pump-probe experiments
similar to that in previous theoretical studies [42,45–47]. A
semi-infinite monochromatic light with an off-resonant fre-
quency was employed as the pump field and a left (right)
circular-polarized ultrashort pulse was used as the probe field
to observe DFKE around the K (K ′) valley. From the band
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FIG. 1. (a) Atomic configuration, (b) Brillouin zone, and
(c) band structure of WSe2 monolayer.

asymmetry around the K and K ′ valleys, it may be expected
that the phase of the DFKE oscillation near the bandgap is
inverted depending on the left or right circular polarization of
the probe pulse. Furthermore, DFKE may alter the absorption
rate of WSe2 monolayer and yield the valley-dependent os-
cillation of the electron excitation induced by the pump plus
probe field. Using a simplified two-band model, we discussed
the physical mechanisms behind the valley-selective phase
inversion of the DFKE oscillation.

The remainder of this paper is organized as follows. The
theoretical formalism of real-time TDDFT calculations along
with the simplified two-band model are presented in Sec. II.
The results derived from the real-time first-principles and
two-band model calculations are presented and discussed in
Sec. III. Lastly, the conclusions of this study are summarized
in Sec. IV.

II. THEORETICAL FORMALISM

In this section, we present the theoretical framework
aiming to describe the valley-selective DFKE in a TMDC
monolayer driven by an intense light field. We focus on
WSe2 monolayer and consider its transient optical proper-
ties in time-dependent calculations mimicking pump-probe
measurements.

First, we look at the electronic structure of the WSe2 mono-
layer to devise a strategy. The atomic configuration, Brillouin
zone, and band structure of the WSe2 monolayer are presented
in Figs. 1(a), 1(b), and 1(c), respectively. The band structure
in Fig. 1(c) is depicted along the x axis, i.e., zigzag direction
in real space. The high-symmetry points K and K ′ correspond
to the direct bandgaps and all bands are split by the intrinsic
spin-orbit coupling except at the time-reversal invariant � and
M points. Although the band structure near the K (K ′) point

is asymmetric with respect to the K (K ′) point, the entire band
structure is reflection symmetric with respect to the M point in
the x axis. Moreover, a normally incident circularly-polarized
light exclusively excites electrons near the K or K ′ valleys
depending on the left or right circular polarization [5,19].

Based on this perspective, the valley-selective DFKE can
be achieved by the procedure stated as follows. First, the
WSe2 monolayer is irradiated with a monochromatic x-
polarized light with a frequency substantially lower than the
bandgap. The light field induces an oscillation of the optical
property change in the temporal domain because of DFKE
around the K and K ′ valleys. According to the reflection
symmetry of the band structure in the x axis, the phases of
the DFKE oscillation in the K and K ′ valleys may be opposite
to each other. Upon further applying a normal incident probe
pulse with left or right circular polarization to the system,
we may obtain the transient optical response corresponding to
the K or K ′ valley. As the DFKE oscillations around the K and
K ′ valleys may exhibit phases opposite to each other, the phase
of the transient optical response is inverted depending on the
left or right polarization of the probe pulse. This phase flip
corresponds to the selection of the K and K ′ valleys, and thus,
the valley-selective DFKE may be realized by the x-polarized
pump and circularly-polarized probe light fields.

In the present study, we perform numerical pump-probe
experiments for the valley-selective DFKE in the WSe2 mono-
layer using two computational methods: a first-principles
method based on TDDFT and a simple two-band model de-
scribed below. Based on time profiles of the current density
induced by the pump and probe electric fields, we extract the
transient optical properties including the DFKE oscillation.
To this end, we discuss the optical conductivity tensor of the
TMDC monolayers and develop a procedure for extracting the
transient optical properties from the calculation results.

A. TDDFT

To realistically simulate pump-probe measurements for
DFKE, we apply a TDDFT formalism for electron dynam-
ics in the presence of an electric field [49,50]. We consider
electron motion in a TMDC monolayer under irradiation
of the electric field E(t ) = −(1/c)dA(t )/dt in the dipole
approximation. The time-dependent Kohn-Sham (TDKS)
equation for the Bloch orbital ub,k(r, t ) (a two-component
spinor, where b denotes the band index and k indicates the 2D
crystal momentum of the 2D material) is described as follows:

ih̄
∂

∂t
ub,k(r, t ) =

[
1

2m

(
− ih̄∇ + h̄k + e

c
A(t )

)2

− eϕ(r, t )+v̂
kP+ e

h̄c A(t )
NL +vxc(r, t )

]
ub,k(r, t ),

(1)

where the scalar potential ϕ(r, t ) includes the Hartree poten-
tial from the electrons and the local component of the ionic
pseudopotentials, and we have defined v̂k

NL ≡ e−ik·rv̂NLeik·r.
Here, v̂NL and vxc(r, t ) represent the nonlocal component of
the ionic pseudopotentials and exchange-correlation potential,
respectively. The spin-orbit coupling is incorporated through
the j-dependent nonlocal potential v̂NL [51], and the Bloch
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orbitals ub,k(r, t ) are defined in a box containing the unit cell
of the TMDC monolayer sandwiched by vacuum regions.

The 2D current density (electric current per unit area) J(t )
is derived from the Bloch orbitals as follows:

J(t ) = − e

m

∫
dz

∫
�

dxdy

Nk�

occ∑
b,k

u†
b,k(r, t )

×
[

− ih̄∇ + h̄k + e

c
A(t )

+ m

ih̄

[
r, v̂

k+ e
h̄c A(t )

NL

]]
ub,k(r, t ), (2)

where � denotes the area of the 2D unit cell and Nk denotes
the number of k points. The sum is taken over the occupied
bands in the ground state. The excited electron population is
defined as

ρk(t ) =
∑
c,v

∣∣∣∣
∫

�

d3r u†
v,k(r, t ) uGS

c,k+ e
h̄c A(t )(r)

∣∣∣∣
2

, (3)

where v and c denote the indices for the valence and conduc-
tion bands, respectively, and uGS

b,k(r) = ub,k(r, t = 0) indicates
the Bloch orbital in the ground state.

The number of excited electrons around the K point is
defined as follows:

nex,K (t ) = 1

Nk

∑
|k−kK |<krad

ρk(t ), (4)

where the sampling points are considered within a radius of
krad = 0.15 a.u. and kK represents the k vector corresponding
to the K point. The definition for the K ′ point is the same as
Eq. (4), but with kK ′ .

In this paper, the first-principles TDDFT calculations are
performed using SALMON code [52,53]. The calculation
conditions are almost the same as those employed in Refs.
[54] and [55]. The lattice constant of WSe2 monolayer is set
to a = b = 3.32 Å. The adiabatic local spin density approx-
imation with Perdew-Zunger functional [56] is used for the
exchange correlation. A slab approximation is used for the z
axis with a distance of 20 Å between the atomic monolayers.
Although the dynamics of the 24 valence electrons are treated
explicitly, the effects of the core electrons are considered
through norm-conserving pseudopotentials from the OpenMX
library [57–59]. The spatial grid sizes and k points are op-
timized according to the converging results. The determined
parameter of the grid size is 0.21 Å, and the optimized k mesh
is 16 × 16 in the 2D Brillouin zone.

B. Two-band model

Although the TDDFT-based first-principles calculations
provide realistic and reliable descriptions for our problem,
the TDDFT results cannot be meaningfully interpreted with-
out simplifying the physical process. To obtain insights into
the physical mechanisms determining the TDDFT results,
we perform model calculations using a minimal band model
[19,54,60–64]. The model Hamiltonian including the second-
order coupling for the low-energy physics prevailing in the K

(K ′) point is described as follows:

H τ,s[k] =
[

�
2 at̃ (τkx − iky)

at̃ (τkx + iky) −�
2

]

+ a2

[
γ1k2 γ3(τkx + iky)2

γ3(τkx − iky)2 γ2k2

]

+
[

0 0
0 τ sλ

]
, (5)

where τ = +1 (−1) denotes the pseudo-spin index and we
have redefined the k-vector as k − kK (k − kK ′) −→ k. The
first and second terms denote the massive Dirac Hamiltonian
and its second-order correction, respectively. The third term
represents the spin-orbit coupling Hamiltonian, and s = ±1
indicates the spin index. The parameters a, �, t̃ , and λ rep-
resent the lattice constant, bandgap, hopping parameter, and
spin-orbit splitting of the valence band, respectively. The pa-
rameters γ1 and γ2 represent the breaking of the electron-hole
symmetry, and the parameter γ3 is responsible for the band
asymmetry. These parameters are determined by fitting the
band structure calculated using SALMON [54].

The electron dynamics in the presence of the electric field
E(t ) = −(1/c)dA(t )/dt can be described using

ih̄
d

dt
ψτ,s

k (t ) = H τ,s

[
k + e

h̄c
A(t )

]
ψτ,s

k (t ), (6)

where ψτ,s
k (t ) = (ψτ sk

1 (t ), ψτ sk
2 (t ))T denotes the time-

dependent wavefunction. The initial value of the wavefunction
is set to the valence band wavefunction at the ground state.
The 2D current density is expressed as follows:

J(t ) = − c

Nk

∑
τ,s,k

〈
ψτ,s

k (t )
∣∣∂H τ,s[k + (e/h̄c)A(t )]

∂A(t )

∣∣ψτ,s
k (t )

〉
,

(7)
where the k-point sampling is within the radius of krad = 0.15
a.u. around k = 0 and Nk denotes the number of the sampling
points. The number of excited electrons or excitation proba-
bility from the valence band to the conduction band is derived
as

nτ
ex(t ) = 1

Nk

∑
s,k

∣∣〈φτ,s
c,k+ e

h̄c A(t )

∣∣ψτ,s
k (t )

〉∣∣2
, (8)

where φτ,s
c,k denotes the conduction band wavefunction at the

ground state.

C. Transient optical properties with pump-probe calculations

Herein, we review a procedure for calculating the transient
optical properties of a laser-irradiated material by numerical
pump-probe experiments [45]. To observe DFKE, the optical
absorbance of a material is measured in the ATAS experi-
ments, and it is proportional to the real part of the optical
conductivity. In the absence of an intense laser field, the opti-
cal conductivity tensor σαβ (ω) of a 2D material is defined by
the following constitutive relation:

Jα (ω) =
∑

β

σαβ (ω)Eβ (ω), (9)
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where E(ω) and J(ω) denote the Fourier transforms of the
electric field and 2D current density, respectively, in the linear
regime. This optical conductivity in the ground state can be
evaluated by a linear response method of TDDFT for 2D
materials [65].

To investigate the transient change in the optical properties
of the laser-irradiated material, we consider electron dynam-
ics under pump Epump(t ) and probe Eprobe(t ) electric fields.
As the probe field Eprobe(t ), we apply an ultrashort pulse of
sufficiently short duration to observe the pump-driven con-
ductivity change with the subcycle temporal resolution. The
timing of the probe pulse relative to the pump field is spec-
ified by the delay time Tdelay. By solving the time-evolution
Eqs. (1) or (6) considering both the pump and probe fields,
we obtain the current density induced by the electric fields,
which is hereinafter referred to as pump-probe current density
Jpump+probe(t ). Moreover, we can evaluate the current density
under only the pump field, denoted as the pump current den-
sity Jpump(t ). To extract the current density induced by the
probe field in the presence of the pump field, the probe current
density Jprobe(t ) is defined as follows:

Jprobe(t ) = Jpump+probe(t ) − Jpump(t ). (10)

The transient conductivity σαβ (ω, Tdelay) in the presence of the
pump field can be related as follows:

Jprobe
α (ω) =

∑
β

σαβ (ω, Tdelay)Eprobe
β (ω), (11)

where Jprobe(ω) and Eprobe(ω) represent the Fourier trans-
forms of the probe current density and probe electric fields,
respectively; Jprobe(ω) and Eprobe(ω) implicitly depend on
Tdelay. In the absence of the pump field, σαβ (ω, Tdelay) should
be equal to the ordinary conductivity tensor σαβ (ω) in Eq. (9).

In this study, we use a circularly-polarized light pulse as the
probe field. We consider the probe electric field Eprobe±(t ) and
probe current density Jprobe±(t ) in the TMDC monolayer with
the circular (±) polarization. Using the unit vectors for the left
(+) and right (−) circular polarization directions, ê± = (x̂ ±
iŷ)/

√
2, the “circular” components of a vector or tensor can be

derived. The circular components of the transient conductivity
can be expressed as follows:

σ±±(ω, Tdelay) = Jprobe±
± (ω)

Eprobe±
± (ω)

=
[
Jprobe±

x (ω) ∓ iJprobe±
y (ω)

]
/
√

2[
Eprobe±

x (ω) ∓ iEprobe±
y (ω)

]
/
√

2

= 1

2
[σxx(ω, Tdelay) ± iσxy(ω, Tdelay)

∓iσyx(ω, Tdelay) + σyy(ω, Tdelay)], (12)

where ω > 0, and we have used Eprobe±
y (ω) = ±iEprobe±

x (ω)
and Eq. (11). Without the pump field, σ±±(ω, Tdelay) should be
equivalent to the ground state conductivity σxx(ω) = σyy(ω),
where the off-diagonal elements are zero in the ground state
[66,67].

D. Consideration for experiments

For future experimental measurements, we consider the
observable quantities in the proposed framework. The tran-
sient absorbance of a target material is measured in the ATAS
experiments. In particular, the absorbed energy of the probe
pulse, or the work done by the probe pulse, at each time delay
can be derived as

W probe±(Tdelay) =
∫

dt Jprobe±(t ) · Eprobe±(t )

= 2
∫ ∞

0

dω

π

∣∣Eprobe±
x (ω)

∣∣2
Re σ±±(ω, Tdelay).

(13)

Based on this relation, a transient absorption spectrum
measured by the ATAS experiments is proportional to
Re σ±±(ω, Tdelay). The difference in the absorbed energy be-
tween the left and right polarization is stated as follows:

W probe+(Tdelay) − W probe−(Tdelay)

= 2
∫ ∞

0

dω

π

∣∣Eprobe+
x (ω)

∣∣2

× Re[σ++(ω, Tdelay) − σ−−(ω, Tdelay)]

= 2
∫ ∞

0

dω

π

∣∣Eprobe+
x (ω)

∣∣2

× Im[σyx(ω, Tdelay) − σxy(ω, Tdelay)]. (14)

As this value should be zero in the absence of the pump field
[67], it can be regarded as a characteristic observable quantity
in the pump-probe system. Note that a first-principles study of
a 2D topological insulator has been reported for the circular
dichroism in transient absorption spectra with a circularly-
polarized pump pulse to elucidate the magnetization dynamics
in that system [68]. Unlike this literature, the present work fo-
cus on the transient conductivity change and valley-polarized
excitation caused by the linearly-polarized pump field without
magnetic dynamics.

Furthermore, the valley polarized excitation induced by
both the fields in the pump-probe system can be directly
measured using the free-carrier valley Hall effect [7,69,70].
DFKE induced by the pump field may alter the absorption
rate of the TMDC monolayer and yield a valley-dependent
oscillation of the excited electron population relating to the
probe pulse. Considering the excited electron population in-
stead of the conductivity change, the proposed system is more
suitably defined as a “double-pump experiment” rather than
a “pump-probe experiment,” because the excitation by the
probe pulse may be relatively intense compared to that by
the pump field. This is because the pump (first pump, to be
precise) pulse is a strong but off-resonant x-polarized field,
whereas the probe (second pump, to be precise) pulse is a
weak but on-resonant circularly-polarized field. At the end of
Sec. III A, we discuss the valley polarized excitation induced
by the “double-pump” pulses.

E. Pulse settings

In the present calculations, we focus on DFKE around the
bandgap in the WSe2 monolayer. As the pump field, we use
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a semi-infinite monochromatic light with a frequency below
the bandgap. To observe the DFKE oscillation of the transient
conductivity, we apply an ultrashort circularly-polarized pulse
as the probe field. The frequency range of the probe pulse
should be well-separated from that of the pump field to obtain
clear DFKE signals [71].

The vector potential for the x-polarized pump field is ex-
pressed as

Apump(t ) = −cEpump
max

�
f (t ) sin {�(t − T pump)}x̂, (15)

where h̄� = 0.3 eV and T pump = 25 fs. Epump
max is set to provide

the peak intensity of Ipump = 5 × 1010 W/cm2. f (t ) refers to
an envelope function defined as follows:

f (t ) =
⎧⎨
⎩

0, t < 0,

sin6
(

πt
2T pump

)
, 0 < t < T pump,

1, T pump < t .
(16)

The vector potential for the circularly-polarized probe pulse is
expressed as

Aprobe±(t ) = −cEprobe
max

ω
cos6

{
π

T probe
(t − Tdelay)

}

× [x̂ sin{ω(t − Tdelay)} ± ŷ cos{ω(t − Tdelay)}],
× (−T probe/2 < t − Tdelay < T probe/2), (17)

where h̄ω = 2 eV and T probe = 10 fs. Eprobe
max is set to provide

the peak intensity of Iprobe = 1010 W/cm2.
The Fourier transform of the probe current density is de-

fined as follows:

Jprobe(ω) =
∫ Tstart+T ′

Tstart

dt eiωt Jprobe(t )F

(
t − Tstart

T ′

)
, (18)

where Tstart = Tdelay − T probe/2 and T ′ = 20 fs. We have used
a smoothing function F (x) = 1 − 3x2 + 2x3. The Fourier
transform of the probe electric field is defined in the same
manner.

III. RESULTS AND DISCUSSION

A. TDDFT results

First, we discuss the results obtained by TDDFT. Fig-
ure 2(a) shows the real part of the conductivity, Re σxx(ω),
of the WSe2 monolayer calculated by the linear-response
TDDFT method in the absence of an external field (red solid
line). For comparison, we illustrate the results obtained by the
two-band model (blue dotted line) as well, which is scaled up
by an arbitrary factor. Figure 2(b) shows the time profile of
the pump electric field (black line) defined in Eq. (15) and
that of the probe electric field with Tdelay = 50 fs (red and
blue lines) defined in Eq. (17). Figure 2(c) shows the TDDFT
results for the number of excited electrons around the K and
K ′ valleys [Eq. (4)] in the presence of only the pump field.
Although the number of excited electrons incrementally in-
creases by small degrees owing to the multiphoton absorption,
the amount of excitation is extremely low because the pump
field is nonresonant. As expected for the pump field with the
linear polarization, the deviation between the K and K ′ valleys
is almost negligible.

FIG. 2. (a) Real part of the xx component of the conductivity of
the WSe2 monolayer calculated by TDDFT and the two-band model.
(b) Time profiles of the pump and probe electric fields with Tdelay =
50 fs. (c) Number of excited electrons near the respective valleys
caused by the pump field (TDDFT).

Furthermore, we irradiate the system with the circularly-
polarized probe pulse and calculate the pump-modulated
transient conductivity using TDDFT. Figure 3 shows the
transient conductivity change from the ground state value,
calculated using TDDFT and via Eq. (12), as a function of
the time delay Tdelay and the photon energy h̄ω of the probe
pulse. Figures 3(a) and 3(b) show the real part of the circular
conductivity, Re σ±±(ω, Tdelay), for the left and right circular
probe pulses, respectively [refer to Eq. (13)]. Figure 3(c)
presents the difference between Fig. 3(a) and 3(b), corre-
sponding to the circular dichroism [refer to Eq. (14)], and
is given by the imaginary part of the off-diagonal conductiv-
ity Im[σyx(ω, Tdelay) − σxy(ω, Tdelay)]. Figure 3(d) shows the
applied pump field Epump

x (t ) for comparison. We note that
the bandgap is 1.5 eV and the time period of the pump
field is T� = 2π/� = 13.8 fs. In Figs. 3(a) and 3(b), the
oscillation of the transient conductivity along the axis of
the time delay behaves as a superposition of the � and 2�

oscillations. The blue region around the bandgap indicates
the peak reduction by pump-driven DFKE, whereas the red
region below the bandgap implies the red-shift of the absorp-
tion edge. In Fig. 3(c), the off-diagonal transient conductivity
exhibits the � (3�) oscillation above (below) the bandgap.
Generally, the n� oscillation (n is an odd number) of the
transient conductivity in ATAS is a characteristic property of
noncentrosymmetric systems because odd-order oscillations
are forbidden in centrosymmetric systems [71]. Although the
� oscillation phase near the bandgap correlates with the pump
electric field phase, it gradually shifts as the photon energy
moves farther from the bandgap. As desired, the phase of the
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FIG. 3. Transient conductivity change calculated via TDDFT as
a function of the time delay Tdelay and the photon energy h̄ω of the
probe pulse. (a) Left-circular polarization result Re σ++(ω, Tdelay ).
(b) Right-circular polarization result Re σ−−(ω, Tdelay ). (c) Differ-
ence between the two Im[σyx (ω, Tdelay ) − σxy(ω, Tdelay )]. (d) Applied
pump field E pump

x (t ).

� oscillation is flipped depending on the left or right polar-
ization of the probe pulse. Thus, this phase-flipped oscillation
is regarded as the valley-selective DFKE. Figure 4 shows the
tensor components in the Cartesian coordinate calculated by
using Eq. (11) from the same data. The upper panels (a) and
(b) [lower panels (c) and (d)] are the real (imaginary) part of
the diagonal (off-diagonal) components. While the oscillation
of the diagonal components is mainly the 2� oscillation,
that of the off-diagonal components is mainly the � (3�)
oscillation above (below) the bandgap. These observations
are consistent with a symmetry consideration for DFKE with
the reflection symmetry in the x axis [71]. From Eq. (60)
[Eq. (61)] in Ref. [71], the diagonal (offdiagonal) elements of
the transient conductivity show oscillation with an even (odd)
multiple of the frequency � for the pump field polarized along
the reflection symmetry axis. From Eq. (12), we consider that

FIG. 4. Tensor components of the conductivity change calculated
via TDDFT. (a), (b) Real part of the diagonal components. (c),
(d) Imaginary part of the off-diagonal components.

the phase-flipped � oscillation of the circular components
originates from the � oscillation of the off-diagonal compo-
nents of the transient conductivity.

Subsequently, we discuss the valley polarization of the
excited electron population by the pump plus probe field. As
discussed earlier, although we use the term “pumpprobe,” both
pulses act as pump fields for the excited electron population.
Figure 5(a) shows the time-delay dependence of the following
time-averaged value:

∫ Tend+T ′

Tend

dt

T ′
[
npump+probe

ex,K (t ) − npump+probe
ex,K ′ (t )

]
, (19)

where Tend = Tdelay + T probe/2 (end time of the probe pulse)
and T ′ = 20 fs. Here, npump+probe

ex,K (t ) [npump+probe
ex,K ′ (t )] denotes

the number of excited electrons near the K (K ′) point by the
pump plus probe field calculated via Eq. (4). This difference
value means an imbalance, or valley polarization, of the elec-
tron excitation between the K and K ′ valleys. The red solid
(blue dotted) line corresponds to that with the probe pulse
of the left (right) circular polarization. For comparison, the
value for the pump-only case [deviation between the lines in
Fig. 2(c)] is plotted by the black thin line. The left (red line)
and right (blue line) circular cases exhibit � oscillation with
respect to the mean values, whereas the pump-only case (black
line) is almost zero. The mean values of the red and blue lines
are caused by the valley-selective excitation with the circu-
lar polarization. The � oscillation of the red and blue lines
originates from the variations in the transient absorption by
DFKE, as depicted in Fig. 3(c). The phase of the � oscillation
corresponds to that of the vector potential of the pump field
[red line in Fig. 5(c)].

In Fig. 5(b), to emphasize the oscillation behavior, we plot
the same data but subtracted its mean value over the time delay
axis from each result, where the sign for the right-circular
result is inverted. The red solid (blue dotted) line in Fig. 5(b)
describes the amount of change in the valley polarization
induced by DFKE relative to the K (K ′) valley, where the
left (right) circular probe pulse is coupled to that valley. As
indicated in Fig. 5(b), the valley polarization change exhibits
opposite phases depending on the helicity of the probe pulse.
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FIG. 5. (a) Difference of the number of excited electrons be-
tween the K and K ′ valleys induced by the pump plus probe field
[Eq. (19)]. The red (blue) line corresponds to the case of the left
(right) circular polarization. The black thin line is for the pump-only
case. (b) The same as (a) but subtracting its mean value from each
result. The sign is inverted for the right-circular result. (c) Applied
pump field E pump

x (black line) and corresponding vector potential (red
line), where the latter is scaled up by an arbitrary factor.

Thus, the results in Fig. 5(b) supports that the left (right) cir-
cular result corresponds to DFKE in the K (K ′) valley and the
valley-selective DFKE has been achieved by the pump-probe
calculations.

B. Model results

To elucidate the key elements causing the valley-selective
DFKE, we perform the same calculations as earlier but with
the two-band model in Sec. II B. Figure 6 shows the transient
conductivity change and is the same as Fig. 3 but for the
two-band model. Unlike the TDDFT results, the transient
conductivity in Figs. 6(a) and 6(b) mainly exhibits the 2�

oscillation but the � oscillation is very weak. However, the
off-diagonal conductivity in Fig. 6(c) is qualitatively the same
as that in Fig. 3(c). Except for the strong 2� oscillation, the
two-band model results qualitatively reproduce the TDDFT
results. Figure 7 is the same as Fig. 4 but for the two-band
model. As in the case of TDDFT, the oscillation of the diag-
onal (offdiagonal) components is primarily the 2� oscillation
(� oscillation). Using the two-band model, we have success-

FIG. 6. The same as Fig. 3, but for the two-band model.

fully reproduced the valley-selective DFKE in the TDDFT
case.

FIG. 7. The same as Fig. 4, but for the two-band model.
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FIG. 8. (a) The same as Fig. 5(a) but for the two-band model.
(b) Difference between the same data as (a) and the data without
the second-order Hamiltonian. The sign of the right-circular result is
inverted as Fig. 5(b). (c) The same as Fig. 5(c).

To identify the key elements for the valley-selective DFKE,
we eliminate the second-order Hamiltonian [the second term
in Eq. (5)] and reevaluate the pump-probe calculations. In
this case, we confirmed that the � oscillation in the tran-
sient conductivity disappears and the off-diagonal elements,
σxy(ω, Tdelay) and σyx(ω, Tdelay), are equal to zero. The di-
agonal elements contain only the 2� oscillation. Therefore,
as expected, the phase inversion of the � oscillations in the
valley-selective DFKE is caused by the band asymmetry rep-
resented by the second-order Hamiltonian in the two-band
model.

Finally, we observe the number of excited electrons for the
two-band model [Eq. (8)]. Figure 8(a) is the same as Fig. 5(a)
but for the two-band model. Unlike the TDDFT results, the
two-band model primarily demonstrates the 2� oscillation.
As the 2� oscillation is insignificant in the valley-selective
DFKE, we shall extract the � oscillation. The deviations
between the data in Fig. 8(a) and that obtained without the
second-order Hamiltonian are depicted in Fig. 8(b), where the
sign of the right-circular result is inverted similar to that in
Fig. 5(b). Although the oscillation behavior in Fig. 8(b) is
dirty due to higher-order nonlinear terms, the � oscillation is
qualitatively similar to that in the TDDFT case of Fig. 5(b).
Similar to Fig. 8, the results for a weaker pump field of
Ipump = 5 × 109 W/cm2 are illustrated in Fig. 9. In Fig. 9(b),

FIG. 9. The same as Fig. 8, but with Ipump = 5 × 109 W/cm2.

the higher-order oscillations are suppressed and the similarity
of the � oscillation to the TDDFT case [Fig. 5(b)] becomes
apparent.

As discussed earlier, the limitation of the two-band model
is exposed by Figs. 6(a), 6(b), and Fig. 8, where the higher-
order oscillations are apparent compared to the TDDFT case.
Originally, the two-band model in Eq. (5) has aimed to de-
scribe the low energy physics around the K or K ′ valley.
Unsurprisingly, the two-band model fails to quantitatively
reproduce the nonlinear excitation in the first-principles cal-
culations because the model cannot represent the effects of
multiple bands nor the entire Brillouin zone. Nevertheless, the
two-band model can reproduce the qualitative behavior of the
TDDFT results and reveal the physical mechanisms governing
the valley-selective DFKE.

IV. CONCLUSIONS

In summary, this study performed first-principles calcula-
tions based on TDDFT to ensure the feasibility of pump-probe
measurements for the valley-selective DFKE in TMDC mono-
layers. The numerical pump-probe experiments for the WSe2

monolayer demonstrated that the valley-selective DFKE os-
cillation in the transient conductivity was achieved by the
linearly-polarized pump field and the circularly-polarized
probe pulse. The results revealed that the transient conduc-
tivity and excitation probability around each valley oscillate
with the same frequency � as that of the pump field, and the
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phases of the oscillation for the K and K ′ valleys are opposite
to each other. The helicity of the probe pulse corresponds
to the valley selection and controls the phase flipping of the
DFKE oscillation. For the transient conductivity, the phase-
inverted oscillation of the circular components is caused by
the odd-order oscillations in the off-diagonal components.
Moreover, the valley polarization of the excited electron pop-
ulation exhibits the phase-inverted � oscillation owing to the
transient absorbance change induced by the valley-selective
DFKE. Using the simplified two-band model, we qualitatively
reproduced the TDDFT results and identified the band asym-
metry around the K or K ′ valley as the key element causing the
valley-selective DFKE. Thus, the present findings established
the valley-selective optical switching using DFKE in TMDC

monolayers for future research and development in this
area.
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