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Accurate first principles band gap predictions in strain engineered ternary III-V semiconductors
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Tuning the band gap in ternary III-V semiconductors via modification of the composition or the strain in
the material is a major approach for the design of optoelectronic materials. Experimental approaches screening a
large range of possible target structures are hampered by the tremendous effort to optimize the material synthesis
for every target structure. We present an approach based on density functional theory efficiently capable of
providing the band gap as a function of composition and strain. Using a specific density functional designed
for accurate band gap computation (TB09) together with a band unfolding procedure and special quasirandom
structures, we develop a computational protocol to predict band gaps. The approach’s accuracy is validated by
comparison to selected experimental data. We thus map the band gap over the phase space of composition and
strain (we call this the “band gap phase diagram”) for several important III-V compound semiconductors: GaAsP,
GaAsN, GaPSb, GaAsSb, GaPBi, and GaAsBi. We show the application of these diagrams for identifying the
most promising materials for device design. Furthermore, our computational protocol can easily be generalized
to explore the vast chemical space of III-V materials with all other possible combinations of III and V elements.
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I. INTRODUCTION

Materials based on III-V semiconductor compounds are at-
tracting much attention in science and engineering due to their
diverse applications in fields such as optoelectronics [1,2].
One of the main goals of basic and applied research is to tailor
materials’ optical properties to a specific application [3–8].
One of the most critical fundamental properties in this respect
is the band gap, both in terms of size and type (direct or in-
direct). For example, optical telecommunication applications
require materials with direct band gaps in the range of 0.80–
0.95 eV [3–5], while solar cell applications require a range
of 0.5–2.0 eV [6–8]. Composition engineering, i.e., chang-
ing the relative composition of group 13 and 15 elements
in ternary III-V compounds, is one of the most important
approaches to adjusting the band gap [9–22]. Systematic ap-
plication of strain such as mechanical strain (e.g., external
pressure [23–26], mechanical bending of nanowires [27–29])
or strain due to lattice mismatch (e.g., core-shell mismatch
in nanowires [30–34]) on a system are alternative strategies
to tailor the band gap. Combining composition and strain
engineering, the band gap can be tuned over a wide range of
values, and direct or indirect semiconductors can be designed.
In thin-layer heteroepitaxy, choosing the substrate-layer
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combination with minimum lattice mismatch is often desir-
able to minimize the strain effect from the substrate. However,
in practice, perfect lattice matching is rarely possible. In such
cases, not only the composition but the effect of inherent strain
from the substrate also substantially affects the active layer’s
band gap [9–22,35–39]. Therefore, one requires a complete
knowledge of the material-specific dependence of the band
gap on composition and strain to guide the optimal choice of
materials. However, exploring the vast chemical space of all
possible combinations of III and V elements with variation in
composition and strain is experimentally not feasible. Addi-
tionally, growing a new material is often challenging because
of thermodynamic or kinetic limitations, such as phase separa-
tion or surface roughening, in addition to the demanding task
of optimizing the growth conditions [9,13,16,19,21,22]. This
makes an experimental screening approach of vast compound
and strain spaces unrealistic. We thus aim in this study to
develop a reliable and predictive theoretical approach.

Two major theoretical approaches that have been used to
analyze strain effects on the band gap of III-V materials
are (semi-)empirical methods and ab initio approaches. Al-
though (semi-)empirical methods such as k · p theory [36,40]
and tight-binding methods [36,41–43] are computationally
efficient, they rely on empirical parameters which require
system-specific experimental input data. This strongly lim-
its the predictive ability of these methods for new or
yet unknown materials. Additionally, in case of a large
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mismatch in atomic sizes of the constituting elements, the
ternary material shows local strain effects, severely affecting
the band gap [44]. These local strain effects, however, can not
be included in empirical approaches and, hence, are neglected.
Then again, ab initio approaches such as density functional
theory (DFT) [40,45–50] allow for the calculation of elec-
tronic properties from first principles and are thus predictive
if accurate density functional are used. The relaxation of the
atomic positions also allows to properly include and investi-
gate the effect of the local strain on the electronic properties
in these approaches. Additionally, recent advancements in
the modeling strategies of alloy systems using quasirandom
supercells [51–55] allow for electronic properties calculations
in the ab initio approaches, even for diluted and disordered
materials. An accurate alternative to DFT approaches is the
use of GW-based methods, which are nevertheless too com-
putationally demanding for screening approaches as intended
here [44–46,56].

In a previous study, we established a computational pro-
tocol for predictive modeling based on DFT for binary III-V
compounds over a wide range of strain values [45]. In this
study, we are now extending this approach to ternary III-V
compounds, which then allow the combination of strain and
composition to fully explore a band gap design approach.
For ternary systems, only the effects of composition vari-
ations on the band gap in unstrained materials have been
studied [40,41,44,51–55]. For strained materials, a suitable
theoretical framework is still lacking. We present here a pre-
dictive first-principles protocol for a complete mapping of the
mutual correlation of composition, strain, and band gap in
ternary III-V semiconductor systems. The goal is to provide
guidelines for assessing and identifying the most promising
target materials for experimental investigations in the future.

We start by describing the computational methods in
Sec. II. Next, we describe the protocol for determining the na-
ture of the band gap from supercell calculations using GaAsP
as an example in Sec. III. We further present the composition-
strain-band gap correlation results for different ternary III-V
semiconductors in Sec. IV. We start with GaAsP, an exper-
imentally well-studied and promising candidate for LEDs,
detectors, and Si-based multijunction solar cells [57–64]. The
results for the GaAsN compound, a promising laser-active
material [44,65–67], are presented next. To show the general
applicability of our approach, we then show selected results
for (i) GaPSb, a candidate for vertical cavity emitting sur-
face laser [68–72]; (ii) GaAsSb, a material for tandem solar
cell application [73,74]; (iii) GaPBi, a promising material for
nearinfrared photonic device application on Si [75,76]; and
(iv) GaAsBi, another material discussed for near and midin-
frared photonic device application [77–79]. We then discuss
the comparison of our computations with experimental data
in Sec. V, underlining the accuracy and predictive capability
of our computational approach.

II. COMPUTATIONAL DETAILS

The calculations were performed with DFT-based ap-
proaches as implemented in the Vienna ab initio simulation
package (VASP 5.4.4) [80–83], using plane wave basis sets
in conjunction with the projector-augmented wave (PAW)

approach [84,85]. The ternary materials were generated using
the special quasirandom structures (SQS) approach [86] with
a supercell of size 6 × 6 × 6. The SQS cells were generated
using the alloy theoretic automated toolkit (ATAT) [87–89].
For all the materials except GaAsN, one SQS cell was used per
composition. In GaAsN, in agreement with the previous ob-
servation [44], we found that the size of the band gap strongly
depends on the distribution of N atoms in the supercell, even
in the SQS approach. We thus used 10 SQS cells for each
composition in this case.

Geometry optimization of the supercells was performed
using the PBE functional [90], including the dispersion-
correction method DFT-D3 with an improved damping
function [91,92]. The basis set energy cutoff was set to 450 eV.
The electronic energy convergence criteria of 10−6 eV and the
force convergence of 10−2 eVÅ−1 were used. The reciprocal
space was sampled at the � point only, given the large su-
percells used [93]. The meta-GGA functional TB09 [47] was
used to calculate the electronic properties (band gaps and band
structures). The effects of spin-orbit coupling were considered
in the TB09 calculations. For the meta-GGA calculations, the
energy cutoff of the basis set and the convergence criterion for
the electronic energy were lowered to 350 eV and 10−4 eV,
respectively, to reduce the computational costs. Structure
optimizations were carried out by consecutive volume and
position optimization until convergence was reached. This
setup was previously used to generate band gaps in excellent
agreement with experimental data [44].

All the materials within the composition range investigated
here feature the zincblende-type structure only. Moreover,
[100] crystal direction is the most common choice of substrate
orientation and growth direction in epitaxy. Therefore, we
modeled the strain application along [100] directions only.
The isotropic strain was modeled by increasing (decreasing)
all the lattice parameters of the unstrained structure by the
same amount. In this case, only the atomic positions of the
strained structure were optimized, keeping the volume fixed.
For biaxial strain, the in-plane lattice parameters were kept
fixed, and the lattice parameter in the out-of-plane direction
was optimized. No structural phase transition is assumed un-
der strain application. More details on the strain modeling can
be found in Ref. [45]. In the following, we indicate tensile
strain with a positive sign and compressive strain with a neg-
ative sign.

DFT calculations were performed at discrete points in
composition-strain space (Fig. S6 [94]). The calculated band
gap values were then interpolated to create the final images
in Figs. 2–6. Noticeably, for the systems we addressed in this
article, the variations of band gap values with concentration
and strain are mostly nonmonotonic (Fig. S6 [94]). This re-
sulted in nonsmooth interpolation in Figs. 2–6. It is to be
stressed that the origin of the nonsmooth patterns is neither
an interpolation artifact nor a deficiency of our DFT protocol.
This solely originated because of the nonmonotonic variation
of the band gap values (in the composition-strain space) of
the SQS cells that we used to calculate band gaps. A choice
of positive smoothening during interpolation (e.g., bivariate
B-spline, gaussian filtering) could mitigate the problem but
significantly increased the deviation of the interpolated band
gap values from the calculated DFT values and was thus not
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chosen. Further detail of the interpolation procedures can be
found in Sec. SVI [94]. Moreover, the nature of band gaps can
solely be deduced from the direct-indirect transition lines and
thus requires no interpolation.

III. PROTOCOL FOR DETERMINING BAND GAP NATURE

Supercell calculations, as required for modeling
ternary semiconductors, lead to the folding of band
structures [104,105]. The size of the band gap can be well
extracted from the folded band structure, which represents
the energy difference between the highest occupied VB
and the lowest unoccupied CB obtained from supercell
calculations (folded bands). However, determining the band
gap’s nature requires the primitive Bloch character of the
bands to be known, which gets mixed up in the supercell
eigenstates. With the band unfolding method, one projects
these supercell eigenstates on the eigenstates of a suitable
reference primitive cell. This requires the calculation of Bloch
spectral weights (BSW), which measure the fraction of the
primitive Bloch character in a supercell eigenstate. The result
is an effective band structure (EBS) [51–55]. The spectral
weights, wn,K(k), can be calculated from the plane wave
coefficients as described in Ref. [55]:

wn,K(k j ) =
∑

g

|Cn,K(g + G j )|2, (1)

where n represents the band index, and the reciprocal lattice
vectors of the primitive and supercell are denoted by g and G j ,
respectively. The index j accounts for the series of primitive
vectors, k j = K + G j . The code “fold2Bloch” from Ref. [54]
was used to calculate the BSW values.

In our previous study on binary III-V systems [45], we
have shown that the valence band maxima (VBM) always
remain at the � point, and only the conduction band minima
(CBM) change their position in reciprocal space under strain.
We have also shown that the CBM occurs only at the �,
L, and (near) X point in the band structure under strain.
Therefore, it is sufficient to trace the conduction band (CB) at
these points to determine the nature of the band gap. As in our
previous study on binary systems, we focus here on analyzing
ternary III-V compounds with zincblende structures. For these
structures in the 6 × 6 × 6 supercell dimensions chosen here,
the �, L, and X point of the primitive band structure fold to
the � point in the supercell [53–55]. Therefore, it is sufficient
to calculate the BSWs of solely the CB at the � point in the
supercell calculation to determine the nature of the band gap.
Consequently, we performed the supercell calculations by
sampling the reciprocal space only at the � point and unfolded
the CB.

Figure 1 shows the steps for determining the band gap
nature from supercell calculations more clearly. Figure 1(a)
shows the band gap variation for GaAsP with 3.7% P concen-
tration under isotropic compressive strain. The �, L, and X
BSWs of the folded supercell CB are given in parentheses.
This shows 100% � BSW for the unstrained structure in
line with the direct band gap. With increasing strain, the �

BSW decreases (first number in brackets), and the L BSW
increases (second number in brackets). After a certain amount
of strain, the L character of the CB dominates. The band gap

FIG. 1. Variation of the band gap under isotropic compressive
strain for GaAs0.963P0.037. The �, L, and X BSW of the folded super-
cell conduction band are given in parentheses in the format (�:L:X).
The vertical lines in (a) separate regions where the CBM changes
character. In (b), the strain resolution is increased to determine the
point of direct-indirect transition more accurately, indicated by the
red circle (where the highest BSW changes from � to L).

becomes indirect in nature. Notably, once the strain values
reach the point of direct-indirect transition (DIT) in the band
gap nature (around −1.5% strain), the band gap values begin
to decrease further with additional strain. This trend is like
what we previously observed in binary III-V semiconductor
systems, where a strong dependence of the band energies (E )
on the wavevectors (k) under strain was found, leading to a
nonmonotonic variation of band gap values with strain [45].
Moreover, we found that such nonmonotonic behavior in
band gap values under strain points to a DIT [45]. In ternary
III-V semiconductor systems, we have now found that similar
nonmonotonic behavior in band gap values under strain also
indicates a DIT. Further compressing the system then leads to
a transition of the CB character from L to X.

In Fig. 1(b), we show calculations with increased reso-
lution in strain to accurately determine the transition to L
corresponding to the sought point of DIT at −1.4% strain. We
define the last strained structure with band gap of direct nature
before the transition to the indirect band gap as the transition
point [the red circle in Fig. 1(b)]. In the Supplemental Material
(Fig. S1 [94]), we have given the EBSs of GaAs0.963P0.037 for
different strain values. These confirm our analyses.
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If the difference in BSW between different points in k-
space is large, the nature of the band gap can be unanimously
determined. However, close to the transition points, in some
cases, the differences are more subtle (Fig. S2 [94]). We,
therefore, set a cutoff criterion of 20% BSW. If the � BSW
is larger than the cutoff criterion, then the direct transition has
a finite probability even if the L or X BSW is larger than the �

BSW. In such cases, the band gap is called “partially direct.”
This defines a “region of uncertainty” in the band gap nature.
We chose the 20% cutoff criterion because this produces re-
sults that agree best when compared to the experiments for
several systems. For the GaPBi system, however, the 10%
BSW cutoff criterion produces the best agreement.

In some systems such as GaAsN, the band originat-
ing from the added nitrogen atoms, the so-called “defect
N state” [54,106–109], is strongly dispersed under strain
(Figs. S3b and S4b [94]). Therefore, we set another cutoff
criterion of 20% BSW as a minimum limit for a (defect) eigen-
state to be considered an eigenstate (Fig. S5 [94]). Starting
from the lowest unoccupied CB, we search for eigenstates
until the cutoff BSW criterion is met, at which point we
consider it to be the redefined CB. If none of the CBs satisfy
the cutoff criterion, we use the lowest CB for determining the
band gap nature. Accordingly, in these cases, we calculate the
band gap values as the energy difference between the highest
VB and the redefined CB. When redefining, unoccupied CB
states that do not satisfy the cutoff criteria are disregarded.
This led to an increase in the band gap values, as is observed
in Fig. S5 [94].

IV. RESULTS

In this section, we present the band gaps calculated for
different materials and determine their nature according to the
above protocol. We mapped the band gaps in terms of their
size and nature for various strained ternary III-V compounds.
We start with two important ternary III-V semiconductor ma-
terials, GaAsP and GaAsN. Then we show selected data for
the material systems GaPSb, GaAsSb, GaPBi, and GaAsBi.

A. GaAsP

For the case of isotropic strain, Fig. 2 shows the band gap
as a function of composition (x = 0–100% in GaAs1−xPx)
from 5% tensile to 5% compressive strain. The band gap
value varies between 0.32 and 2.42 eV in the strain regime
investigated. For the same amount of P concentration, the
band gap primarily increases in moving from tensile to com-
pressive. Furthermore, the figure shows that in going from
compressive to tensile strain, the DIT occurs at a higher con-
centration of P atoms. The dashed horizontal line marks the
data corresponding to the unstrained structures for different
fractions of P. The intersection of this line with the DIT line
shows at which percentage of phosphorous contribution the
unstrained structure shows a DIT. This transition occurs at
x = 37%. Here, the band gap shows a value of 1.96 eV. The
terms direct and indirect in the figure correspond to the area
where the band gap is direct and indirect, respectively. Due to
the similarity with commonly used phase diagrams, we call
this representation a “band gap phase diagram.” This and the

FIG. 2. Isotropic strain for GaAsP. The variation of band gap
magnitudes (Eg) and type as a function of composition and strain.
The dashed black horizontal line indicates unstrained GaAsP. The
black circles are the calculated DIT points. The direct and indirect
enclosed regions describe the nature of band gap being direct and
indirect, respectively. The hatched pattern region is the “uncertainty
region” (see Sec. III).

following figures thus provide a 2D representation of the band
gap phase diagram for the ternary materials.

For the biaxial strain regime, Fig. 3 shows the band gap
phase diagram for GaAsP as a function of composition from
5% tensile to 5% compressive strain. The value of the band
gap varies in a range of 0.82–2.42 eV. For the same amount
of P atoms, the band gap reaches a maximum around the
unstrained structure and gets smaller for tensile as well as
compressive strain. This is different from the isotropic strain
case. For unstrained GaP, the band gap value is 2.36 eV. The
nature of the band gap also shows a different trend compared
to Fig. 2. The range of strain around the unstrained structure
where a direct band gap is found gets smaller for higher

FIG. 3. Biaxial strain for GaAsP. The variation of band gap mag-
nitudes (Eg) and type as a function of composition and strain. The
dashed black horizontal line indicates unstrained GaAsP. The black
circles are the calculated DIT points. The DIT points are fitted with a
fifth-order polynomial. The direct and indirect enclosed regions de-
scribe the nature of band gap being direct and indirect, respectively.
The hatched pattern region is the “uncertainty region” (see Sec. III).
Solid black lines indicate the substrate lines under “epitaxial growth”
model.
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amounts of P. This is in line with GaAs (0% P) being a
direct and GaP (100% P) being an indirect semiconductor.
The largest amount of P concentration where a direct semi-
conductor is found is 39–40% P in the unstrained structure.
This is similar to the previous experimental result (45% P)
[10,110].

One of the most common approaches to experimentally
realize biaxial strain in III-V semiconductors is epitaxial
growth. As pointed out in Ref. [45], biaxial strain can be used
to model epitaxial growth. We thus investigate the effect of
different substrates in our band gap phase diagram (Fig. 3),
where each solid line corresponds to one substrate: GaAs,
GaP, InP, or Si. These solid lines indicate how much biaxial
strain would develop in the GaAsP system as the respective
value of % P when grown on the respective substrates under
idealized conditions. The (substrate) strains are calculated
according to Eq. (2):

Substrate strain(%) = asub − a

a
× 100, (2)

where asub is the equilibrium lattice parameters of the sub-
strates, and a is the lattice parameters of unstrained GaAsP
systems at their respective P concentrations, e.g., for 100% P,
the strain on the GaP substrate is zero, while growing GaAs
(0% P) on GaP would result in 3.8% in-plane compressive
strain. This, of course, neglects defect formation and strain
relaxations and assumes perfect epitaxial growth. Clearly, by
choosing different substrates, the nature can be changed, and
the size of the band gap can be tuned over a wide range. We
refer to the next section for a comparison of our calculations
to experimental data.

B. GaAsN

As the next material, we investigate GaAsN. First, we show
results for isotropic strain, which results in the band gap phase
diagram shown in Fig. 4. The results are markedly different
from GaAsP, and the data set is much more limited. In this
case, we found a strong dependency of the band gap on the N
atoms distribution in the supercell [44]. We thus used 10 SQS
cells for each data point in the figure and averaged the result-
ing band gaps. This results in an error bar for the DIT points,
which is rather large for medium amounts of nitrogen atoms
due to the formation of small clusters and chains. Calculations
were only possible for up to 12% N. For higher concentration
and/or high compressive strain, our chosen supercell is not
large enough to avoid the unphysical electronic interaction of
N atoms with their images in the periodic boundary condition
approach. This effect has already been discussed in Ref. [44].
For the strain and composition regions where computation
was possible, an indirect gap is only found for low values of
% N and rather large compressive strain values. The EBSs
for selected % N and strain values are shown in Figs. S3 and
S4 [94].

For biaxial strain in GaAsN, the data are shown in Fig. 5.
In contrast to GaAsP, the band gap gets smaller with the
increasing amount of nitrogen in the system, from 1.47 eV for
the unstrained case of GaAs to 0.10 eV for the highly strained
systems with a large number of N atoms. All band gaps
computed are direct. Epitaxial growth on GaAs is reasonably

FIG. 4. Isotropic strain for GaAsN (up to 12% N). The variation
of band gap magnitudes (Eg) and type as a function of composition
and strain. The dashed black horizontal line indicates unstrained
GaAsN. The black circles are the calculated DIT points. Beyond
7% N, the DIT is outside the investigated strain regime. 10 SQS
cells are used for each configuration and strain point. The band
gaps plotted are the average band gaps. The error bars indicate the
standard deviation in DIT points estimation. The direct and indirect
enclosed regions describe the nature of band gap being direct and
indirect, respectively.

possible for moderate strain values and results in a variation of
band gap from 1.47 eV to 0.45 eV. For GaP and Si substrates, a
large strain would be exerted on the system, and mostly lower
band gap values are found.

C. GaPSb, GaAsSb, GaPBi, GaAsBi

The approach outlined here can be extended to other
combinations of elements in III-V semiconductor materials.
Exemplarily, we present the band gap phase diagrams for
four other important ternary compounds in Fig. 6. Since epi-
taxial growth is the most interesting experimental realization
method for these compounds, we only present the data for
biaxial strain.

FIG. 5. Biaxial strain for GaAsN (up to 12% N). The variation of
band gap magnitudes (Eg) and type as a function of composition and
strain. The dashed black horizontal line indicates unstrained GaAsN.
10 SQS cells are used for each configuration and strain point. The
band gaps plotted are the average band gaps. All the band gaps are
direct in nature. Solid black lines indicate the substrate lines under
the “epitaxial growth” model.
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FIG. 6. Band gap phase diagram for ternary III-V semiconductors GaEY (E = P, As; Y = Sb, Bi) under biaxial strain. The band gap
magnitudes (Eg) are shown in the color bar. The dashed black horizontal line indicates unstrained structures. The black circles are the calculated
DIT points. The direct and indirect enclosed regions describe the nature of band gap being direct and indirect, respectively. The hatched pattern
region is the “uncertainty region” (see Sec. III). Solid black lines indicate the substrate lines under the “epitaxial growth” model.

For all compounds investigated, we find a band gap range
of 0.00–2.36 eV, with the largest values found for the host
materials GaP and GaAs in the unstrained case. The alloys
with Sb could be investigated over the full range of 0–100%
Sb in GaPSb and GaAsSb [Figs. 6(a) and 6(b)]. We find a DIT
for unstrained GaPSb at 30% Sb concentration [Fig. 6(a)].
For this compound, the DIT is shown as a region, including
the uncertainty in determining the nature of the band gap, as
outlined in Sec. III. With the increase in the Sb fraction, the
strain at which the DITs take place increases. For GaAsSb
and GaAsBi, the band gap is direct throughout the range
investigated [Figs. 6(b) and 6(d)], while it is indirect for
GaPBi [Fig. 6(c)]. Notably, we only investigate the bismides
up to a fraction of 15% Bi. The reason is that, similar to
GaAsN (Fig. S4 [94]), for structures with large Bi content,
the strongly dispersed bands decrease the reliability in the
determination of band gap nature. Additionally, GaPBi and
GaAsBi become metallic for higher Bi fractions. Although we
find no transition within 15% Bi, it can not be excluded that
the DIT appears at higher percentages of bismuth.

Again, we indicate the strain values associated with differ-
ent typical substrates for epitaxial growth by solid black lines
in the figures. The data show that deviating from the substrate-
layer lattice-matching condition quickly leads to high strain,

and defects are highly likely to occur during growth. Also,
Si can be used as a substrate for GaPSb and GaPBi epitaxial
growth if the Sb or Bi content is not too large. The epitax-
ial growth of the respective GaAs-based materials (GaAsP,
GaAsN, GaAsSb, GaAsBi) will give rise to high strain on Si
substrate throughout the whole composition region. A notice-
able change in the slope in substrate lines is found close to
10% Bi and 40% Sb concentration in GaAsBi and GaAsSb,
respectively. Although we did not find any structural phase
transition in those regions, the origin of the change in the slope
is not clear to us yet.

From the above discussions, it becomes clear that band
gap phase diagrams can be a valuable aid in deciding which
substrates are good choices for targeting a specific band gap
size and nature for a given ternary material. And vice versa,
which material to grow for a specific application and a given
substrate? We will discuss this further in the next section.

V. DISCUSSION

All data were derived from DFT computations to this
point. In Table I, we now compare our calculated band gaps
with experimental data from measurements on heteroepitax-
ial layer structures. The GaAsP/GaAs samples were grown
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TABLE I. Comparison of the calculated band gaps for investigated ternary III-V semiconductors under biaxial strain with experiments. The
experimental data are for the heteroepitaxial layer structures, and the band gaps are determined from photoluminescence (PL) measurements.
The “I” in the brackets indicate the indirect nature of the band gap. The remaining band gaps are direct. (RT-PL: room temperature PL)

Band gap (eV)Layer Deviation Percentage RMSDa

System Substrate x(%) Thickness (nm) Calculated Experiment (eV) Deviation (%) (eV)

GaAs1−xPx GaAs 18.0 9000 1.65 1.66 0.01 0.6 0.01
[111] 25.0 12250 1.72 1.72 0.00 0.0

28.0 13000 1.75 1.76 0.01 0.6

GaP1−xSbx
b GaP 14.0 – 1.66(I) 1.61(I) −0.05 −3.1 0.10

[72]
GaAs 29.0 – 1.33(I) 1.39(I) 0.06 4.3

32.0 – 1.30 1.31 0.01 0.8
37.0 – 1.24 1.33 0.09 6.8

GaSb 93.0 – 0.56 0.74 0.18 24.3

GaAs1−xSbx GaAs 5.5 46.3 1.22 1.34 0.12 9.0 0.13
7.0 51.2 1.17 1.31 0.14 10.7

GaAs1−xBix GaAs 0.9 75.0 1.28 1.33 0.05 3.8 0.10
[112,113,115] 1.9 67.0 1.19 1.26 0.07 5.6
[116–118] 2.9 60.0 1.10 1.20 0.10 8.3

3.2 59.0 1.08 1.18 0.10 8.5
3.8 54.0 1.04 1.14 0.10 8.8
4.8 25.0 0.98 1.11 0.13 11.7
5.3 50.0 0.95 1.07 0.12 11.2
6.0 25.0 0.91 1.04 0.13 12.5

GaAs1−xNx GaAs 1.2 6.3 1.20 1.25 0.05 4.0 0.12
[10,44,114] 2.0 17.0 1.10 1.16 0.06 5.2

2.3 7.0 1.06 1.17 0.11 9.4
2.9 7.0 1.00 1.11 0.11 9.9
5.0 4.0 0.82 1.01 0.19 18.8

GaAs1−xSbx GaAs 27.8 3.7 0.67 1.10 0.43 39.1 0.42
28.0 4.1 0.66 1.07 0.41 38.3

GaAs1−xNx GaP 4.9 6.0 0.66 1.18 0.52 44.1 0.66
[10,44,114]

Si 6.9 5.5 0.47 1.21 0.74 61.2
8.9 5.5 0.46 1.17 0.71 60.7
9.5 6.0 0.45 1.11 0.66 59.5

10.9 5.4 0.45 1.11 0.66 59.5

GaP1−xSbx Si �17.5 7–9 1.91–1.36(I) No RT-PL observed

GaP1−xBix GaP �12.0 17–73 2.03–1.18(I) No RT-PL observed
[112]

aCalculated from all samples per system.
bFor GaPSb samples, no specific thicknesses were reported in the reference.

by low-pressure hydride vapor phase epitaxy (LP-HVPE).
Further details can be found in Ref. [111]. The remaining
samples were grown by metalorganic vapor phase epitaxy
(MOVPE). The details of the growth characteristics of the
MOVPE samples can be found in Refs. [22,72,112–117].
Experimentally, the layer thickness and band gaps of the
MOVPE samples were determined using x-ray diffraction and
room-temperature photoluminescence (RT-PL), respectively.
Except for GaPSb samples from Ref. [72], in which cases, the
PL were measured at 10 K.

The comparison of the experimental band gaps with our
computed results shows good agreement. The deviation is

determined with respect to the root-mean-square deviation
(RMSD) from all available experimental samples. For most
structures, the RMSD is around 0.1 eV. Most computed val-
ues deviate by less than 10% from the experimental values
(exceptions are discussed separately); in the case of GaAsP,
the deviation is even more accurate (< 1%). This confirms our
previous findings on unstrained structures that the DFT proto-
col we developed gives excellent agreement to experimental
band gaps [11,40,44,45]. In this study, we show that it is
also applicable to compound semiconductors under strain. For
samples with very small layer thickness, the matching of ex-
periment and computation is less good. This can be observed
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for GaAsSb/GaAs thin samples with RMSD of ca. 0.4 eV. We
attribute this to the 2D quantum confinement effect, which is
found for thin samples. This confinement effect leads to an
increase in the band gap with respect to thicker samples [119].
This effect is not captured in our computational model as
the calculations were performed for 3D periodic strained
structures. The large deviation observed for GaAsN/GaP
and GaAsN/Si samples can not be explained by this effect
alone, though. An additional effect here is the strong de-
pendency of the band gap on the distribution of N atoms
which has been found for unstrained GaAsN before [44]. The
dependency is further amplified under large strain (around
3%, see Fig. 5) in those samples. In the case of GaAsN/GaAs
samples, where the N concentration investigated was around
1–5%, the strain is relatively small (< 1%), resulting in
better agreement with the experiment as compared to the
GaAsN/GaP and GaAsN/Si samples. No RT-PL was ob-
served for GaPSb/Si and GaPBi/GaP samples. This is
consistent with our findings that those materials show indirect
band gaps [Figs. 6(a) and 6(c)]. Experimental measurements
of the magnitude of the indirect band gaps are not available
yet.

The consistent agreement between the experiment and cal-
culated band gaps (both in magnitude and in nature) suggests
that we are able to quantitatively predict the band gap over a
wide range of compounds, compositions, and strain regions.
However, as discussed above, the effect of 2D confinement is
also crucial for relatively thin quantum well heterostructures
and, hence, needs further investigation.

Finally, based on the band gap phase diagram, we propose
several design strategies to optimize the selection of material
combinations for achieving specific optical applications and
new design principles for devices (Fig. 7).

In Fig. 7(a), we propose a quantum-well heterostructure
(QWH) composed of biaxially strained GaAsP on GaAs sub-
strate. As the QW layers are made out of a single material
with varied composition only, the epitaxial growth could be
performed efficiently. The band gap phase diagram shows the
areas in compositional phase space where a direct band gap
in GaAs1−xPx can be achieved (x < 34%). For x > 35%, the
band gaps are indirect and hence, are inappropriate for the
heterostructure.

Figure 7(b) shows an efficient approach for the mono-
lithic integration of multiple QWH to construct multijunction
photovoltaics. In this case, the QWHs are separated by thin
indirect band gap layers of the same material as QWH but only
with a different composition. This would make the integration
approach efficient, as no sample transfer is required during
growth.

In Fig. 7(c), we propose a device with a gradual change in
the band gap properties. The concept utilizes the continuous
transition in the nature of band gap with alloy concentration
in the vicinity of the DIT region. At the amount of P chosen
here (x = 15–35%), we propose to grow the GaAsP epitaxial
layer on GaP with P concentration continuously changing
from the direct to indirect band gap region or vice versa. This
way, changes in the band gap magnitude, as well as the nature
of the band gap, are possible. Note that the concentration
gradient can be implemented both in the horizontal and
vertical directions.

FIG. 7. Proposals on how the band gap phase diagram of biaxi-
ally strained GaAsP can be used in designing optoelectronic devices.
(a) Defines the bound of composition region for creating a QWH
with direct band gap GaAsP on GaAs substrate. (b) Choosing the
different composition regions appropriately to make a multijunction
photovoltaic with successive direct and indirect cells on the GaAs
substrate. (c) In the vicinity of the transition point, the band gap prop-
erties of the GaAsP epilayer on the GaP substrate can be changed by
appropriately varying the composition. (d) Depending on the choice
of substrate, GaAs or Si, the particular composition indicated by the
vertical line can be made direct or indirect band gap, respectively.

Figure 7(d) shows another application of this concept. By
appropriately choosing the substrate, we can tune the epitaxial
layer (here: GaAsP) to show either a direct or indirect band
gap. Depending on the substrate, GaAs or Si, the particular
composition indicated by the vertical line will show direct or
indirect band gap, respectively.

VI. SUMMARY

Using density functional theory and the concept of band
unfolding, we developed a first-principles computational pro-
tocol for the comprehensive mapping of the band gap magni-
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tude and type over a wide range of composition and strain val-
ues for several ternary III-V semiconductors. We constructed
the composition-strain-band gap relationship, the band gap
phase diagram, for several ternary III-V semiconductors:
GaAsP, GaAsN, GaPSb, GaAsSb, GaPBi, and GaAsBi. We
showed that this way of mapping the effect of strain could
be used to choose application-specific best-suited material
systems and hence, is highly beneficial to device design. In
addition, we developed an efficient approach based on Bloch
spectral density for determining the nature of band gap from
supercell calculation. Notably, our computational protocol can
be generalized to explore the vast chemical space of III-V
materials with all other possible combinations of III and V el-
ements. The comparison to experimental band gap data under-
lines the accuracy of the computational approach chosen. This
approach will be extended to more complex materials in the
future.

The density functional theory calculations data are openly
available in the NOMAD repository [120]. The interactive
band gap phase diagrams (in HTML format) are available
in the Supplemental Material [94]. To view the diagrams,
open the HTML files in a web browser. Alternatively, the dia-
grams can be viewed directly on GitHub [121], last accessed
10.05.2023).
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