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Ultrafast transient absorption spectroscopy of strongly correlated Mott insulators
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We applied time-resolved transient absorption spectroscopy to systematically investigate the ultrafast optical
responses of condensed matter systems. Under an intense pump pulse, absorption spectra indicate that the
noninteracting electrons of band insulators produce a field-induced redshift, known as the dynamical Franz-
Keldysh effect, as commonly expected. In contrast to band insulators, in Mott insulators, unconventional
spectra are observed which do not fully reflect the dynamical Franz-Keldysh effect. While the spectra still
exhibit fishbonelike structures mimicking the dynamical Franz-Keldysh effect, they show a negative difference
absorption below the band edge, rendering a blueshift. In addition, the decomposed calculation reveals that
the negative difference absorption is mainly contributed from the creation and the annihilation of transient
double occupancy, implying that the unconventional spectra are purely driven by the electron correlations.
These demonstrated unconventional responses can guide us to better understanding of the correlation-originated
ultrafast electron dynamics in condensed matter systems.
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I. INTRODUCTION

As ultrashort laser technologies have been developed in
recent decades they have achieved attosecond (as) temporal
resolution (1 as =10−18 s), which allows access to new in-
sights into the 10 − 100 as time domain, which is shorter
than the typical time scale of electron dynamics [1–4]. This
has led to the development of attosecond transient absorption
spectroscopy (TAS), which is capable of naturally capturing
the electron dynamics in matter. TAS has become an essential
technique for investigating highly nonlinear responses and
their transient spectral properties at extreme time scales within
subcycle laser pulses [5–7]. In its early stage, attosecond TAS
was widely used to demonstrate the dynamics of atomistic
systems [6–9], and more recently it has been extended to
condensed matter systems, to explore crystal symmetries [10],
electronic structure renormalization [11], dipole responses
[12], measuring photocarriers [13,14], and the dynamical
Franz-Keldysh effect (DFKE) [15–21].

Among these studies, one of the essential achievements
has been the control of fundamental properties using an elec-
tric field to directly establish electronic responses. When
condensed matter is exposed to an intense external electric
field, the resulting absorption spectra are modified because
of field-induced additional channels, leading to a redshift
below the band edge, referred to as the Franz-Keldysh effect
(FKE)[22–25].

Recent studies have reported a temporally extended
scheme of the FKE under an alternating electric field, known
as the DFKE, with pump-induced intraband transitions to
reveal intriguing features of real time phase oscillations, like
fishbone structures, in addition to the redshift of the FKE
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[10,21]. It also has been observed that the dynamical nature
of the DFKE can be characterized in the crossover regime of
the adiabatic parameter γa(= Upon/ωp)∼1, the intermediate
regime between the pump photon energy ωp and the pon-
deromotive energy Upon. Then the FKE begins to appear in
the adiabatic regime, i.e., γa � 1 [17,18,26]. Several studies
on the DFKE in condensed matter systems have been re-
ported from experiments on a diamond, where the absorption
modified by the intense pump pulse was directly captured by
probe (XUV) [20]. The results were also supported by a the-
oretical approach, time-dependent density functional theory
(TDDFT), to show the oscillating property of absorption as
well as the phase delay.

More recently, nontrivial phenomena found in the at-
tosecond transient reflectivity have been deeply resolved to
incorporate excitonic dynamics of atomistic attribute in con-
densed matter systems [4]. This implies that the combined
nature could provide unexpected insights into ultrafast dy-
namics. In addition, a study of the ultrafast TAS of multiband
charge transfer insulators within the framework of TDDFT +
U (with a dynamical modification of the Hubbard U ) has
pointed out that the screening of U would affect and change
spectra of TAS beyond the DFKE [27]. However, the re-
sponse of ultrafast TAS for a pure Mott phase still remains
unclear. Considering the preceding results, it would be timely
to suggest an exquisite signature from the TAS to determine
whether the dynamics of condensed matter systems are purely
associated with their rather strong electron correlation.

In this study, by employing the real-time exact diago-
nalization method, we shall demonstrate the ultrafast TAS
to explore the unbiased results of dynamics from band in-
sulators and Mott insulators. In band insulators, an intense
pump pulse induces a modification in absorption correspond-
ing to the DFKE, which trivially accompanies the redshift,
i.e., increased absorption, below the band edge and the
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V-shaped phase oscillations like fishbone structures that result
from the intraband motion of electrons. However, in contrast
to the DFKE, in Mott insulators, where the insulating band
structures purely originate from the electron correlation, the
ultrafast TAS reveals an unconventional modification in their
spectra, which appears to show a blueshift below the band
edge, violating the DFKE, while the fishbonelike structures
still exist, mimicking the DFKE. Furthermore, by investi-
gating the decomposed difference spectra of the TAS from
the Mott insulators, we determined that the transition path-
ways associated with the creation and annihilation of transient
double occupancy, a special state due to on-site repulsions,
evidently contributes to the blueshift. Understanding the un-
conventional signals from the ultrafast TAS for the Mott
insulator can provide insight into the dynamical linking be-
tween the electron correlation and the ultrafast responses,
which can guide us to the correlation-originated ultrafast dy-
namics in condensed matter systems.

II. ULTRAFAST TAS OF BAND INSULATORS
AND MOTT INSULATORS

We write model Hamiltonians [28] to describe one-
dimensional periodic solids with a finite size L = 8, which
reads

HB = −th
∑

i,σ

(c†
i,σ ci+1,σ + H.c.) + �/2

∑

i,σ

(−1)ini,σ (1)

for band insulators where the fully noninteracting electrons
are considered, and � corresponds to the staggered crystal
potential for ionic materials. And,

HM = −th
∑

i,σ

(c†
i,σ ci+1,σ + H.c.) + U

∑

i

ni,↑ni,↓ (2)

for Mott insulators where the electrons are strongly correlated
via the Hubbard U for on-site repulsion. The c†

iσ (ciσ ) is
the creation (annihilation) operator for an electron with spin
σ : ↑,↓ at site i, the hopping th, and the number operator
ni,σ = c†

i,σ ci,σ .
After the half-filled ground state |�(τ → −∞)〉 = |�0〉 is

obtained, we perform the time-dependent calculation under a
given light wave by solving the time-dependent Schrödinger
equation i∂/∂τ |�(τ )〉 = HB(M )(τ )|�(τ )〉, within the fourth-
order Runge-Kutta algorithm [29]. The time-dependent
Hamiltonian is evolved from the Peierls phase [30] th →
th(τ ) = the−i(e/h̄)A(τ )dl /c, with the vector potential A(τ ), the
speed of light c, the elementary charge e, the Planck con-
stant h̄, and the distance between nearest-neighbor sites dl .
Hereafter, we consider a set of atomic unit (a.u.) systems, in
which e = h̄ = 1 a.u., and we simply set the dl = 1 a.u. To
evaluate the optical conductivity, we carry out a real time cur-
rent [30,31] J (τ ) = 〈�(τ )| j(τ )|�(τ )〉 with a current operator
j(τ ) = −c∂/∂A(τ )HB(M )(τ ). Then, one can obtain the real
part of the conductivity as

σ1(ω) = Re[J (ω)/E (ω)] (3)

from the current J (ω) = ∫
dτe−ητ+iωτ J (τ ) and electric field

E (ω) = ∫
dτe−ητ+iωτ E (τ ), with the relation of E (τ ) =

−(1/c)∂/∂τA(τ ) and the smear parameter η/th = 0.4.
The probe is defined as A(τ ) → Apr (τ ) = Apr0φ(τ ) with

FIG. 1. Calculated spectral weights and optical conductivity. (a),
(b) Spectral weights of band insulators (a) and Mott insulators (b).
The schematics in (a), (b) denote the ground electronic configura-
tions and site energies. (c) The optical conductivity of ground states
σ1(ω) of the band insulators and the Mott insulators. We fix the
parameters of the staggered potential �/th = 9 for (a) and the Hub-
bard potential U/th = 12 for (b), respectively, hereafter. The inset in
(c) depicts the probe-induced absorption process from the valence to
the conduction bands. The dashed lines indicate the frequencies of
each band edge.

Apr0 = 0.001th and φ(τ ) the Heaviside step function, thus
E (τ ) = Eprδ(τ ) with small Epr to guarantee a linear response.

In Fig. 1, we display the ground state properties of
the band insulator and the Mott insulator. Under given
parameters � and U , the energy scales represented by
the spectral weights have similar insulating phases, as
seen from the Figs. 1(a) and 1(b). The spectral weights
are extracted by the Lehmann representation [32] �(ω) =
Im|(1/π )

∑
i,σ [〈�0|c†

i,σ 1/(ω + E0 − HB(M ) + iη)ci,σ |�0〉 −
〈�0|ci,σ 1/(ω + E0 − HB(M ) + iη)c†

i,σ |�0〉], and the E0

denotes the ground state eigenvalue corresponding to the
ground eigenstate |�0〉. Strong correlations in the Mott
insulator lead to slightly wider bandwidths than that of the
band insulator. In Fig. 1(c), the conductivity is found to have
the lowest transitions at similar band edge frequencies of
ω/th = 9 for the band insulator and ω/th = 8.8 for the Mott
insulator, respectively. Hence the energy scales for the TAS
of both systems would be similar to each other.

Next, we applied the TAS to explore a real-time mod-
ification in the transient spectra, as shown in Fig. 2.
In the calculation, the vector potential contains both the
pump and probe fields [10], i.e., A(τ ) = Ap(τ ) + Apr (τ −
τd ) with a pump-probe time delay τd . The first term de-
scribes the single packet of the pump pulse as Ap(τ ) =
Ap0 sin(ωpτ ) cos2(0.5πτ/d ) for |τ | � d and Ap(τ ) = 0 for
otherwise. The pump length parameter for an ultrashort pulse
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FIG. 2. Calculated difference spectra of the pump-probe spec-
troscopy; the TAS and the averaged TAS for the band insulator and
the Mott insulator. (a) Time profile of the normalized electric field
of the pump pulse with frequency of ωp/th = 1.5, and ωp 
 � and
ωp 
 U , i.e., off-resonance excitation. (b)−(e) �σ1 as a function of
τd of the band insulator (b), (c) and the Mott insulator (d), (e) under
different peak electric field strengths Ep0 of Ep0 = Ap0ωp/c. (f),(g)
The averaged TAS below the band edge 〈�σ (τd )〉avg for the band
insulator (f) and the Mott insulator (g). The calculation of the av-
eraged TAS is performed by 〈�σ (τd )〉avg = 1/ε

∫ εE
εE −ε

dω�σ1(ω, τd )
at every given τd . The range of the average is ε/th = 2, and the band
edge is εE/th = 9 for the band insulator (f) and the εE/th = 8.8 for
the Mott insulator (g).

is fixed as d = 9π/ωp to include 9 periods of optical cycles
in a single packet. The transient current becomes Jtr (τ, τd ) =
Jp+pr (τ, τd ) − Jp(τ ). The Jp+pr (τ, τd ) should be the current
when the HB(M )(τ ) is evolved by the vector potential A(τ ) =
Ap(τ ) + Apr (τ − τd ) and similarly, Jp(τ ) under HB(M )(τ ) of
the A(τ ) = Ap(τ ). Finally, the difference spectra of TAS,
which we shall call just TAS hereafter, is practically obtained
as [10]

�σ1(ω, τd ) = Re[Jtr (ω, τd )/Epr (ω, τd )] − σ1(ω), (4)

and the probe electric field is Epr (τ, τd ) =
−(1/c)∂/∂τApr (τ − τd ). In Fig. 2(a), the time profile
of the pump electric field is shown with a relation
Ep(τd ) = −(1/c)∂/∂τAp(τ )|τ=τd . In Figs. 2(b) and 2(c),
the TAS from the band insulator exhibits three properties:
(i) the redshift of absorption below the band edge, (ii) the
fishbone structures [33], and (iii) increased transparency at
the band edge [34]. These results typically represent the

FIG. 3. Decomposed calculation of TAS for the Mott insulator
with Ep0(th ) = 1.07. (a) Eigenvalues En corresponding to each index
number n of the Mott insulator. (b) The transition rate between the
decomposed set of eigenstates. (c) Schematics of the main transition
pathways for the decomposed TAS, i.e., 0S-0S, 1S-1S, and 0S-1S.
(d) The time profile of the pump pulse. (e) The averaged decomposed
TAS 〈�σ̄ (τd )〉avg,(ν-μ) of ν-μ for 0S-0S, 1S-1S, and 0S-1S. The
inset is the zoomed results of the 0S-0S, 1S-1S. (f) The summation
of the averaged decomposed TAS

∑
(ν-μ)〈�σ̄ (τd )〉avg,(ν-μ), including

components of 0S-0S, 1S-1S, and 0S-1S. Note, the full calculation is
from Fig. 2(g).

fingerprint of the DFKE [10,18,21]. In Figs. 2(d) and 2(e),
for the Mott insulator however, a distinctively nontrivial TAS
result is captured, in comparison to the band insulator. It is
interesting to note that while the fishbonelike structure still
appears, mimicking the DFKE, a blueshift bearing a negative
difference absorption below the band edge is observed. In
addition, the responses of the phase oscillations are robust,
regardless of the field strength of the pump pulse. These
findings clearly show the transient dynamics of virtually
excited carriers (see Fig. 1, Ref. [35]).

In order to more deeply understand the dynamics recorded
by the TAS from the Mott insulator, as compared with the
band insulator, we show the averaged TAS below the band
edge in Figs. 2(f) and 2(g). In both systems, the results of the
averaged TAS commonly exhibit the 2ωp oscillations of its
phases. Furthermore, the phase delays between the TAS and
the pump electric field are found to be out-of-phase, meaning
the current responses are primarily governed by the dynamical
nature [18] (see Figs. 2 and 3, Ref. [35]).

On the other hand, in the results, the sign of the spectra
clearly distinguish the band insulator and the Mott insulator.
The averaged TAS from the band insulator completely shows
a positive sign, corresponding to the DFKE, since there are
allowed probe channels assisted by the pump, as shown in
Fig. 2(f). In contrast, in the Mott insulator in Fig. 2(g), it is
remarkable that the averaged TAS has a mostly negative sign,
which does not obey the DFKE. Therefore, we emphasize
that the unconventional TAS result observed in the Mott in-
sulator is nontrivial, and this consequently makes it necessary
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FIG. 4. Decomposed TAS of the Mott insulator in the ω-τd

with Ep0(th ) = 1.07. (a) Time profile of the electric field of pump
pulse. (b) Decomposed TAS containing the transitions of number-
conserved double occupancies �σ

(con)
1 (ω, τd ) = �σ̄1(ω, τd )(0S-0S) +

�σ̄1(ω, τd )(1S-1S). (c) Decomposed TAS containing the transi-
tions of number-changed double occupancies �σ

(chg)
1 (ω, τd ) =

�σ̄1(ω, τd )(0S-1S).

to establish the underlying physics when the pure electron
correlation is incorporated into the TAS.

When the electric field strength is more strongly enhanced,
the phase delay of the band insulator gradually decreases
and becomes in-phase, as featured in the adiabatic regime
γa(= Upon/ωp) � 1 (see the details on γa in Fig. 3, Ref. [35])
with Upon = A2

p0/4μc2 where Ap0, μ, and ωp represent the am-
plitude of the vector potential of the pump pulse, the reduced
mass of the band insulator, and the frequency of the pump
pulse, respectively [18]. In the Mott insulator, however, the
phase delay in this regime (γa � 1) cannot be simply defined.
Since structureless signals are introduced by the strong elec-
tron correlations, the adiabatic responses of the FKE could
not be monitored in the Mott insulator (see Figs. 3 and 4,
Ref. [35]).

III. DYNAMICS OF DOUBLE OCCUPANCY

As seen from Fig. 2, the important feature separating the
band insulator and the Mott insulator is the sign of the TAS
below the band edge. Thus we establish the relevant dy-
namical links between the sign of the TAS and the electron
correlation. We apply the decomposed calculation of the TAS
for the Mott insulator shown in Fig. 3. In Fig. 3(a), the eigen-
values of the nth index En, with corresponding eigenstates
following the HM |�n〉 = En|�n〉, are depicted. As the index
n increases, the eigenvalue also continuously increases. As
reported in a previous study [29], one can see some discon-
tinuous points dividing the groups of eigenstates with respect
to the number of double occupancies. Therefore, the 0S, 1S,

2S, and so on correspond to groups containing eigenstates
with a given number of double occupancies: 0, 1, 2, and so
on, respectively. To investigate the main transition pathways
related to the number of double occupancies, we compute
the transition rate between decomposed eigenstates, Pdec(τ ) =
∂/∂τ

∑
n∈ν |〈�n|�(τ )〉|2 with ν indicating each group, i.e.,

0S, 1S, and 2S, as shown in Fig. 3(b). From the results,
the significant transition pathways are observed to mostly
include 0S and 1S. The pathways containing 2S and higher
terms should rarely be important in the present dynamics.
Therefore, we will mainly focus on the transition pathways
made of 0S and 1S as displayed in Fig. 3(c). The transition
between the 0S and 1S should be accompanied by a change in
the number of double occupancies, while the others conserve
their numbers. One can consequently decompose the TAS
into two transition groups: First, the transitions comprising
the number-conserved double occupancies (0S-0S and 1S-1S),
and second, transitions comprising the number-changed dou-
ble occupancies (0S-1S), respectively.

From the above discussion, one can define the decomposed
TAS by following the new current operator j̄(τ )(ν-μ) on the
basis of j(τ )ν,μ, we have

j(τ ) → j(τ )ν,μ =
∑

n∈ν,m∈μ

|�n〉〈�n| j(τ )|�m〉〈�m|, (5)

with ν and μ belonging to the groups 0S and 1S; that
is, the transitions of the number-conserved double oc-
cupancies will be j̄(τ )(0S-0S) = j(τ )0S,0S and j̄(τ )(1S-1S) =
j(τ )1S,1S , and the number-changed double occupancies
j̄(τ )(0S-1S) = j(τ )1S,0S + j(τ )0S,1S . After calculating j̄(τ )(ν-μ),
the previous Eqs. (3) and (4) can be rewritten to be
the decomposed TAS as follows: σ1(ω) → σ̄1(ω)(ν-μ) and
�σ1(ω, τd ) → �σ̄1(ω, τd )(ν-μ), respectively, and eventually
the averaged decomposed TAS 〈�σ̄ (τd )〉avg,(ν-μ) can be com-
puted. Note, 〈�σ̄ (τd )〉avg,(ν-μ) = 1/ε

∫ εE

εE −ε
dω�σ̄1(ω, τd )(ν-μ)

with the same parameters ε and εE used in the caption of
Fig. 2. In Fig. 3(e), we represent the 〈�σ̄ (τd )〉avg,(ν-μ) of ν-μ
for 0S-0S, 1S-1S, and 0S-1S. It is worth noting that the TAS
obtained from the 0S-0S and 1S-1S are found to show partially
positive and fully positive signs. In contrast, the transitions
for 0S-1S become special pathways since the strong electron
correlation brings about a change in the many-body energies
∼U equivalent to forming a double occupancy. It is discovered
that the difference spectra of 0S-1S dominantly carry a nega-
tive sign, which entirely reproduces the full calculation [see
Figs. 3(e) and 3(f)]. As a result, we note that these pathways
including 0S-1S mainly give rise to a negative sign, which is
the signature of the creation and the annihilation of transient
double occupancy, and clearly measured by TAS.

Finally, to support our claims, we plot the decomposed
TAS with the ω-τd analysis as depicted in Fig. 4. In Fig. 4(b),
the TAS of transitions including the number-conserved double
occupancies �σ

(con)
1 are found to have positive signals below

the band edge and out-of-phase, which partially represents
a feature of the DFKE as given in Figs. 2(b) and 2(c). In
Fig. 4(c), however, the TAS of the number-changed double
occupancies �σ

(chg)
1 exhibits highly negative signals below

the band edge, which quantitatively overwhelms the �σ
(con)
1

due to the nontrivial excitations for strong electron correla-
tions [36,37] (see Fig. 5, Ref. [35]). In addition, the silhouette

035122-4



ULTRAFAST TRANSIENT ABSORPTION SPECTROSCOPY … PHYSICAL REVIEW B 108, 035122 (2023)

in Fig. 4(c) also qualitatively reproduces the results of the full
calculation. Although the exact diagonalization in our current
study is applicable to a finite periodic size, the dynamics of
double occupancy would be robust even in larger sizes [38].

Our primary focus in this study is on the ultrafast TAS
of pure Mott insulators within the γa ∼ 1 regime, corre-
sponding to the DFKE. The transient dynamics of double
occupancy, as based on the Hubbard model in Eq. (2),
reveals strikingly different responses compared to those pre-
dicted in the DFKE. However, when paired as doublon-holon
with nearest-neighbor Coulomb repulsion within the extended
Hubbard model for organic salts, double occupancy would
offer promising features [39,40]. Therefore, a deeper under-
standing of the interactions within a wider range of correlated
electron systems remains an intriguing area of study for ultra-
fast TAS.

In summary, we report ultrafast TAS from band insulators
and Mott insulators. In the band insulators, as commonly ex-
pected, trivial responses are found to accompany the redshift
below the band edge and the fishbone structures. In the Mott

insulator, however, where the system is associated with pure
electron correlation, unconventional TAS results are observed
with a blueshift below the band edge, which violates the
DFKE, but the fishbonelike structures still exist. It is also
found that the transitions for the creation and the annihilation
of transient double occupancy evidently contribute to the un-
conventional difference spectra leading to the blueshift. Our
study to establish the unconventional ultrafast TAS results, in-
corporating pure electron correlation, provides a novel insight
into the correlation-originated ultrafast electron dynamics in
condensed matter.
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