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We elucidate the role that the dissipation in a bosonic channel plays in the prevalence and stability of time
crystals (TCs) in a periodically driven spin-boson system described by the Dicke model. Here, the bosons are
represented by photons, and they mediate the infinite-range interactions between the spin systems. For strong
dissipation, we study the dynamics using an effective atom-only description and the closed Lipkin-Meshkov-
Glick model. By mapping out the phase diagrams for varying dissipation strengths, ranging from zero to infinitely
strong, we demonstrate that the area in the phase diagram, where a TC exists, grows with the dissipation strength
but only up to an optimal point, beyond which most of the TCs become unstable. We find TCs in both closed-
system and dissipative regimes, but dissipative TCs are shown to be more robust against random noise in the
drive and are only weakly affected by the choice of initial state. We present the finite-sized behavior and the
scaling of the lifetime of the TCs with respect to the number of spins and the interaction strength within a fully
quantum mechanical description.
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I. INTRODUCTION

A time crystal (TC) is a nonequilibrium phase of mat-
ter signified by the spontaneous breaking of time-translation
symmetry [1–5]. This characteristic behavior manifests itself
in the emergence of a periodic pattern in time distinct from the
underlying temporal symmetry of the system. For example, a
TC in a system described by the periodically driven Hamil-
tonian H (t ) = H (t + Td ), where Td is the driving period, will
display an observable Ô oscillating at a lower frequency or
higher period, i.e., 〈Ô(t )〉 = 〈Ô(t + nTd )〉 with n > 1. TCs
are formed through an interplay between periodic driving,
many-body interactions, and possibly dissipation. Initial pre-
dictions and subsequent realizations of TCs involve closed
systems, wherein tailored interactions and strong disorder pre-
vent heating dynamics that would otherwise destabilize a TC
[6–23]. Controlled dissipation has also been demonstrated as
an alternative strategy for stabilizing TCs [24–40]. In most
of these physical systems, time-crystalline dynamics can be
understood using the spin language [6–20,24–35].

Focusing on fully connected spin systems or, equivalently,
spins with all-to-all interactions, time-crystalline phases have
been studied both for closed and dissipative systems through
the Lipkin-Meshkov-Glick (LMG) model and the open Dicke
model (DM), respectively. Introduced in the context of nuclear
physics [41–43], the LMG model describes N fully connected
spin- 1

2 particles in a transverse field [44,45]. A similar model
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for photon-mediated interactions is the DM [46]. The DM
typifies a spin-boson system, wherein the bosons, specifically,
photons in a single mode, mediate the all-to-all interactions
between the spins [47,48]. The open version of the DM in-
cludes a dissipation channel via the photon decay. On the
one hand, discrete TCs and the related subharmonic response
are predicted to exist in the periodically driven closed LMG
model [9,10,49]. We note that direct experimental observation
of a TC in such an infinite-range interacting closed system
remains elusive, even though existing platforms could in prin-
ciple simulate the LMG model, for example, in Refs. [50–53].
On the other hand, the paradigmatic discrete TC in open
systems is proposed in the driven-dissipative DM [24,25].
Using a cavity-quantum-electrodynamics (QED) platform as
a quantum simulator of the open DM, indeed, a Dicke TC
has been realized experimentally [39], despite the mean-field
breaking terms in cavity-QED systems that compete with
the infinite-range interactions necessary for emulating the
DM [54].

In the limit of an extremely strong photon decay rate
κ → ∞, adiabatic elimination of the rapidly evolving photon
field will map the open DM onto the closed LMG model,
which establishes the relation between these two fully con-
nected models [45,48,55]. However, it has been suggested
for selected parameters that too strong dissipation could be
detrimental to the stability of TCs in the open DM [24,25],
which then poses the question of how this relates to the TC
phenomenology in the closed LMG model [9,10]. As we will
show later, the precise form of driving and the choice of
the initial state become crucial in the closed-system limits of
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FIG. 1. (a) Driving protocol. The duty cycle D is the duration
of the bright time in one Floquet cycle. (b) During the bright times,
photons mediate the all-to-all interactions between the spins. (c)–(e)
Dynamical phase diagrams as a function of D and driving frequency
ωd for varying dissipation strengths κ . The light-matter coupling
is fixed at λ0 = 1.1λcr , and the photon frequency is ωp = ω0. As
depicted in the left-most panels of (c)–(e), three types of initial
product states are considered: (c) one of the Z2-symmetry broken
states, (d) spins polarized along the positive x direction, and (e)
spins polarized along the negative z direction. The dark areas in each
phase diagram denote the period-doubling time crystalline phases.
We use the Dicke model (DM) for κ/ω0 � 103, the atom-only DM
for 103 � κ/ω0 < ∞, and the Lipkin-Meshkov-Glick (LMG) model
for κ = ∞.

vanishing and infinitely strong dissipation rates. In contrast,
we will demonstrate that the time-crystalline dynamics occur
more ubiquitously in the dissipative regime.

In this paper, we present a thorough investigation of TCs
in the transition from closed-system to dissipative limits, or
vice versa, for spin systems with infinite-range interactions
mediated by photons. By doing so, we shed light on the
precise roles of dissipation and the form of driving on the
emergence of TCs in infinite-range interacting systems, such
as the cavity-QED setup used in the realization of the dis-
sipative Dicke TC [34]. To describe the system, we use the
open DM for weak and intermediate dissipations and an ef-
fective atom-only description and the LMG model for strong
dissipations in which the photons are adiabatically eliminated.
We consider a binary drive wherein the system periodically
switches between interacting and noninteracting Hamiltoni-
ans as shown in Fig. 1(a). Mapping out the phase diagrams
for a range of dissipation strengths κ ∈ [0,∞), we connect the
TCs in the closed and dissipative regimes and demonstrate that

the areas in the phase diagram with TCs and time quasicrystals
(TQCs) expand with increasing dissipation but only up to an
optimal value, as depicted in Figs. 1(c) and 1(d). We also
find numerical evidence suggesting that the mechanism for
generating TCs in the dissipative system is a period-doubling
instability arising from a parametric resonance, and therefore,
we generalize the conditions first proposed in Ref. [24]. Fur-
thermore, the TCs in the open DM are found to be more robust
against random errors in the drive and are less sensitive to the
choice of initial states than their counterparts in the closed-
system limits, κ = 0 and κ → ∞. Nevertheless, the TCs in
the closed LMG model display enhanced stability for few
spins, wherein quantum effects dominate, as their lifetimes
can be increased by simply increasing the interaction strength
without changing the number of spins, and they have longer
lifetimes than the TCs in the open DM in general.

This paper is organized as follows. In Sec. II, we introduce
the relevant physical models, namely, the DM, its atom-only
description, and the LMG model, and the driving protocol.
In Sec. III, we explore using mean-field theory, the dynami-
cal phase diagrams for varying dissipation strengths, and the
robustness of TCs against noises in the drive and choices of
initial states. In Sec. IV, we investigate the properties of TCs
for both closed-system and dissipative limits in the quantum
regime of few spins. Finally, we conclude in Sec. V.

II. MODELS AND DRIVING PROTOCOL

The Hamiltonian for the open DM is [47]

Ĥ

h̄
= ωpâ†â + ω0Ĵz + 2λ√

N
(â† + â)Ĵx, (1)

where N is the total number of spins, â (â†) is the bosonic
annihilation (creation) operator for the photons, and Ĵμ =∑N

i=1 σ
μ
i (μ = x, y, z) are the collective spin operators. The

light-matter coupling strength is λ, the photon frequency is
ωp, and the transition frequency of the two-level atoms repre-
sented by the spins operators is ω0. In the presence of photon
losses, the dynamics of the system can be described by the
Lindblad master equation [56]:

∂t ρ̂ = −i

[
Ĥ

h̄
, ρ̂

]
+ κD[â]ρ̂, (2)

where D[â]ρ̂ = 2âρ̂â† − (â†âρ̂ + ρ̂â†â). The rate of photon
emission is characterized by the photon decay rate or dissipa-
tion strength κ .

An effective atom-only description can be obtained for
large but finite dissipation strength ∞ > κ � ω0 [57,58],
which in this paper will be called the atom-only DM (ADM).
The ADM Hamiltonian is [58]

ĤADM

h̄
= ω0Ĵz−

[
4λ2ωp

N
(
κ2 + ω2

p

)
]

Ĵ2
x −

⎡
⎣ 4λ2κωpω0

N
(
κ2 + ω2

p

)2

⎤
⎦{Ĵx, Ĵy}

−
[

2λ2ω0
(
ω2

p − κ2
)

N
(
κ2 + ω2

p

)
]

Ĵz. (3)

In the thermodynamic limit, the ADM Hamiltonian yields the
correct set of equations of motion obtained in Ref. [57].
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In the limit of κ → ∞, the photonic mode can be adi-
abatically eliminated to obtain a Hamiltonian that depends
only on the spins, equivalent to the anisotropic LMG model
[41–43,59]:

ĤLMG

h̄
= ω0Ĵz −

[
4λ2ωp

N
(
κ2 + ω2

p

)
]

Ĵ2
x . (4)

The last term in Eq. (4) reveals that indeed the photons me-
diate the effective all-to-all interactions between the spins. In
addition to the light-matter coupling strength λ, the param-
eters related to the photonic degree of freedom, namely, the
photon frequency ωp and dissipation rate κ , also contribute to
the strength of the effective spin-spin interactions.

In the thermodynamic limit, we rescale a = 〈â〉/√N and
jμ∈{x,y,z} = 〈Ĵμ〉/N . The three models described above all pos-
sess a symmetry-breaking phase transition at a critical value
of the coupling strength given by [45,47,56,57]

λcr = 1

2

√
ω0

ωp

(
ω2

p + κ2
)
. (5)

Below the critical coupling strength, the stable phase or steady
state corresponds to all the spins pointing in the negative z
direction { jx, jy, jz} = {0, 0,− 1

2 }. This phase is sometimes
referred to as the normal phase (NP) and for the DM. Another
defining feature of the NP is the absence of photons a = 0.
Above the critical coupling strength, the system undergoes
a quantum phase transition as it spontaneously breaks the
Z2 symmetry, {â, Ĵx} → {−â,−Ĵx}. The steady state in the
symmetry-broken phase has a spin configuration of [56]

{ jx, jy, jz} = 1

2

⎧⎨
⎩±

√
1 −

(
λ2

cr

λ2

)2

, 0,−λ2
cr

λ2

⎫⎬
⎭. (6)

In the DM, the photon mode is occupied in the symmetry-
broken phase, also known as the superradiant phase. The
corresponding steady-state photon amplitude is

a = ∓ λ

ω − iκ

√
1 −

(
λ2

cr

λ2

)2

. (7)

We are interested in a binary Floquet drive or bang-bang
protocol wherein the interactions periodically switch accord-
ing to

λ(t ) =
{
λ0, nTd � t < (n + D)Td

0, (n + D)Td � t < (n + 1)Td ,
(8)

where n ∈ [0, 1, 2, . . . ], Td is the driving period related to
the driving frequency via ωd = 2π/Td , and D ∈ [0, 1] is a
unitless quantity called the duty cycle. The duty cycle controls
the duration of the dark (λ = 0) and bright (λ = λ0) times in
a driving cycle. For D = 0, the the light-matter coupling is
always off, while for D = 1, the light-matter coupling has a
constant nonzero value λ0 for all times. This binary driving
protocol has been shown to host a period-doubling dissipa-
tive TC for D = 0.5 [24,25]. We note that, for D → 1, this
protocol is not identical to the kicking protocol considered
in Ref. [9] because, there, the spins are flipped using a π

pulse along the x direction during the kicking times, i.e., the
transverse field ω0 is driven. Instead of applying a spin-flip

operation, we allow the spins to rotate freely according to the
coherent time evolution during the dark times, at least for the
closed-system or nondissipative regimes.

III. MEAN-FIELD RESULTS

We first consider the thermodynamic or mean-field limit of
a large number of spins N . In the limit of a large number of
spins, cavity-QED systems based on quantum gases [60,61]
are ideal platforms for quantum simulations since the typical
number of atoms, emulating the two-level systems, reaches
N ∼ 105. In fact, various phenomena predicted in the DM
ranging from the normal-superradiant phase transition [50,62]
to the formation of dissipative discrete TCs [34] have been
observed using quantum-gas-cavity systems.

The mean-field dynamics can be obtained by solving the
corresponding semiclassical equations of motion. Depending
on the value of κ , we use the appropriate model, i.e., the
DM for κ/ω0 < 103, the ADM for 103 � κ/ω0 < ∞, and the
LMG model for κ = ∞. The semiclassical equations of mo-
tion for the three models are presented in Appendix A. In the
following, we numerically integrate the equations of motion
and mainly focus on the dynamical behavior of the expecta-
tion value of the total magnetization along the x component jx.
We consider a total driving time of t f = 100Td in accordance
with the typical time scales in state-of-the-art experiments on
closed and dissipative discrete TCs [15–17,19,39].

In Secs. III A and III B, we choose as the initial state one of
the Z2-symmetry-broken states amounting to all spins having
a nonzero component in the positive x direction, which is
denoted by the upper sign solution in Eq. (6). For the DM,
the additional initial condition for the photon amplitude is
given by Eq. (7). In Sec. III C, we investigate other types of
initial states, namely, spins that are fully polarized either along
the positive x direction or the negative z direction. We fix the
light-matter coupling to λ0 = 1.1λcr and the photon frequency
to ωp = ω0. Fixing λ0/λcr makes the results for the LMG
model independent of ωp and κ since the interaction strength
in the LMG Hamiltonian Eq. (4) only depends on this ratio.
In Appendix C, we show similar results for other choices of λ

and ωp.

A. Dynamical phases

A generic many-body system with periodic driving, espe-
cially in the absence of dissipation, is expected to inevitably
heat up and approach a featureless state [63,64]. TCs in closed
systems are particularly interesting since they are exceptions
to this. To distinguish between nontrivial phases and a thermal
or chaotic phase, we define the decorrelator:

d = 1

(t f − ti )

t f∑
t=ti

[| jx(t )| − | j′x(t )|], (9)

where j′x(t ) is the dynamics of a slightly perturbed initial
state relative to jx(t ). Specifically, we choose j′x(0) = jx(0) −
0.5 × 10−3, j′y(0) = 0, and j′z(0) = −√

1 − | j′x(0)|2/2. The
decorrelator provides a measure for the distance between the
time-evolving observables to probe the emergence of chaos
[65,66]. A large decorrelator d ∼ 1 signifies sensitivity to
initial conditions consistent with classical chaos. We obtain
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FIG. 2. (a) (Top panel) Exemplary dynamics of jx for κ/ω0 = 20 with driving parameters {D, ωd} = {0.3, 1.4ω0}. These driving parameters
are denoted as a circle in (d)–(j). The dark curve with duration TTC denotes the period-doubling response, while the light curve corresponds
to the transient quasi-period-doubling behavior. (Bottom panel) Corresponding time-frequency power spectrum of jx in log scale for the two
highest peaks. (b) and (c) Dependence of TTC and the decorrelator d on the dissipation strength κ for driving parameters marked by (b) circles
and (c) diamonds in (d)–(j). The driving parameters are (b) {D, ωd} = {0.65, 1.3ω0} and (c) {D, ωd} = {0.3, 1.4ω0}. The horizontal dashed
lines denote d = 0.01, which is the threshold used to distinguish between thermal and nonthermal phases. (d)–(j) Various phases identified for
different driving parameters D and ωd . Each panel corresponds to a specific value of κ . Harmonic, superharmonic, and n-tupling dynamics are
all represented in the white areas. For the results shown here, the photon frequency and light-matter coupling strength are fixed to ωp = ω0 and
λ0 = 1.1λcr , respectively.

the decorrelator for a time window spanned by ti = 50Td and
t f = 100Td . To classify thermal phases, we set a threshold of
d � 0.01.

In the top panel of Fig. 2(a), we show an exemplary
dynamics exhibiting both a TQC for transient times and a
period-doubling TC for long times. To quantify the lifetime
of the TC TTC, we calculate a time-frequency power spectrum
according to P(ω, t ) = |F (ω, t )|2/∑Nf

i=1 |F (ω, t )|2, where
F (ω, t ) is the Fourier transform of jx for the time window
starting at time t and ending at t f = 100Td . The total
number of discrete frequencies resolved by the Fourier
transform is Nf . To demonstrate how we obtain TTC using
P(ω, t ), we present in the bottom panel of Fig. 2(a) an
example of the time-frequency power spectrum. A TQC is
marked by the appearance of a secondary peak in the power
spectrum in addition to the primary peak associated with the
period-doubling response [65]. We then use the appearance of
a secondary peak in the power spectrum with ln P(ω, t ′) > −8
as a criterion for detecting TQC phases. That is, the lifetime
of the TC phase for simulation times considered here is
TTC = 100Td − t ′. In Fig. 2(a), we indeed find a secondary
peak around t ′ ≈ 20Td consistent with a visual inspection of
the dynamics shown in the top panel. Thus, for this example,
the system is in a time-quasicrystalline phase for t < t ′,
and the TC emerging for t > t ′ has a lifetime of at least
TTC = 80Td .

The lifetime TTC and the decorrelator d as a function of the
dissipation strength κ are shown in Figs. 2(b) and 2(c), which
correspond to driving parameters {D, ωd} = {0.65, 1.3ω0}
and {D, ωd} = {0.3, 1.4ω0}, respectively. In Fig. 2(b), the val-
ues of the decorrelator d for thermal phases are several orders
of magnitude larger than those for nonthermal phases. We set
TTC = 0 for thermal phases, regardless of whether a transient
TQC is found for early times or a time-crystalline signal is
detected for a single mean-field trajectory.

For time-translation symmetry-breaking responses, we find
the following phases: (i) pure TC, (ii) pure TQC, and (iii)
mixed TC and TQC. A pure TC is characterized by having
period-doubling dynamics for the entire duration of the simu-
lation TTC = 100Td , as exemplified by κ/ω0 = 1 in Fig. 2(b)
and κ/ω0 = 10−3 in Fig. 2(c). On the other hand, a pure
TQC, while insensitive to initial conditions d < 0.01, still has
TTC = 0 since its spectrum has at least one additional subhar-
monic frequency peak, which in general is incommensurate
with the driving frequency for the entire simulation time. An
example of the dynamics and the power spectrum for a pure
TQC is κ/ω0 = 21 shown in Appendix B. Lastly, a mixed TC
and TQC phase is denoted by a transient TQC at early times
and a TC at long times, as shown in Fig. 2(a), for example.
We label the pure TC phase and mixed TC-and-TQC phase as
simply TC for the rest of the paper since both have long-time
period-doubling behavior.
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The results presented in Figs. 2(b) and 2(c) highlight one
of the key findings of this paper, which is the nonmonotonic
behavior in the presence and lifetime of TCs as a function of
the dissipation strength. The optimal dissipation strength will
strongly depend on the specific choice of driving parameters.
This is illustrated by the absence of TCs for κ/ω0 < 10−1 and
κ/ω0 > 102 in Fig. 2(b), while they are present in Fig. 2(c) for
the same regimes of dissipation strength. In fact, for interme-
diate dissipation strengths 10−1 < κ/ω0 < 102, wherein TCs
are seen in Fig. 2(b), the driving parameters in Fig. 2(c) push
the system into a light-induced NP, which is a NP dynamically
stabilized by the drive and is defined by having zero photon
number despite λ0 > λcr [30] (see also Appendix B).

In Figs. 2(d)–2(j), the dynamical phase diagrams as a func-
tion of the driving parameters are shown, wherein each panel
corresponds to a particular choice of dissipation strength κ .
That is, we demonstrate in Figs. 2(d)–2(j) how the dynamical
phase diagram changes with the dissipation strength. In the
following, we will not discuss harmonic, superharmonic, and
n-tupling dynamics, which are all indicated by the white areas
in the dynamical phase diagrams. Instead, we concentrate on
the influence of dissipation on the thermal, time-crystalline,
and time-quasicrystalline phases.

1. Closed systems

We find TC and TQC phases in the closed-system limits,
namely, the closed DM (κ = 0), the ADM (κ/ω0 = 103), and
the LMG model (κ → ∞), albeit only in a relatively narrow
region of the driving parameter space. The dynamical phase
diagrams for closed systems in Figs. 2(d), 2(i), and 2(j) share
a strong similarity with each other, especially in the location
of the TC phases. The qualitative agreement between the
ADM and LMG phase diagrams implies the applicability of
the LMG model for dynamical states, such as a TC, which is
in contrast to the limitation of the LMG model in describing
steady states [57,58].

The apparent period-doubling response seen for D = 0, as
illustrated in Fig. 3(a), can be considered trivial since this sim-
ply corresponds to a sudden quench at t = 0 from λ = 1.1λcr

to 0. Within the LMG model, this leads to a coherent dynamics
of the spins precessing around the z axis at a frequency ω0, i.e.,
a precession period of T0 = 2π/ω0. For a driving frequency of
ωd = 2ω0, such a response will seemingly appear as subhar-
monic even though the periodic drive is actually absent for
D = 0, as illustrated in Fig. 3(a).

Based on the location of the TC phases in the phase dia-
grams in Figs. 2(d), 2(i), and 2(j), for the closed DM, ADM,
and LMG model, we identify that a period-doubling insta-
bility emerges for bang-bang protocols when the duty cycle
follows

Dins = 1 − ωd

2ω0
. (10)

The above condition appears as a line in the phase diagram,
and it can be analytically understood as follows. The mag-
netization jx for the noninteracting limit will have the same
magnitude but opposite sign as its initial value every (n +
1/2)T0, where n is an integer. Hence, for the driven system,
the dark time must be exactly half the precession period in
the absence of spin interactions tdark = T0/2. The instability

FIG. 3. Dynamics of jx in the (left panels) Lipkin-Meshkov-
Glick (LMG) model and (right panels) Dicke model with κ/ω0 = 1.
(a) and (b) In the absence of driving and for a sudden quench
D = 0, the spins precess around the z direction due to the first term
in the Hamiltonian in Eq. (4). The top axis displays time in units of
the precession period T0 = ω0/(2π ), while the bottom axis shows
time in units of the driving period Td = ωd/(2π ). This apparent
period doubling is trivial as the periodic driving is absent. (c) and
(d) Time crystals for the periodically driven systems with parame-
ters (c) {D, ωd} = {0.3, 1.4ω0} and (d) {D, ωd} = {0.7, 1.3ω0}. The
shaded areas indicate the dark time when the spin interactions are
switched off. The arrow in (c) indicates that the dark time is tdark =
T0/2. The remaining parameters are the same as in Fig. 2.

condition Eq. (10) precisely satisfies this:

tdark = (1 − Dins )Td = 2π

2ω0
= T0

2
. (11)

The state at times t = (n + 1/2)T0 is the symmetry-broken
partner of the initial state, which is chosen to be an eigenstate
of the Hamiltonian with spin-spin interactions. As such, the
states do not change during the bright times of each driving
cycle, as depicted in the white areas in Fig. 3(c), which then
yields the apparent period-doubling response for the bang-
bang protocol. Therefore, the emergence of a period-doubling
response in the absence of dissipation strongly hinges on the
appropriate timing of when the interactions are switched on
and off. This interplay between the internal dynamics of the
spins and the timing of the external drive is also argued to
be important for the n-tupling response in a variable-range
interacting spin model with binary driving [49].

We remark that the equivalence of the dynamics in the
ADM and the LMG model for a TC is solely attributed to
the specific form of the binary drive. For both models, during
the bright times, the state of the system is the same initially
prepared symmetry-broken phase defined by Eq. (6). During
the dark times, the additional terms in the ADM Hamiltonian
[last two lines in Eq. (3)] are also set to zero, which means
that the resulting equations of motion are the same for both
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models. Thus, the spins in the ADM will simply precess in
the same way as they would in the LMG model during the
dark times.

In general, for an integer m, the period doubling arises if
tdark = (m + 1/2)T0. The driving parameters for the isolated
islands of TCs in Figs. 2(d), 2(i), and 2(j) and more clearly in
Fig. 1(c) for κ/ω0 = {0, 103,∞} satisfy this general condition
for the period doubling instability. We emphasize that the
arguments discussed so far hold only if the initial state is an
eigenstate of the Hamiltonian during the bright times. Other-
wise, the system will dephase, and a clean period-doubling
dynamics will not be observed. This will be discussed further
in Sec. III C. Moreover, Eqs. (10) and (11) only apply to
binary drives, in which the system becomes noninteracting
at well-defined times. For smooth sinusoidal driving, we do
not find any clean period-doubling response for all relevant
types of initial states in the absence of dissipation, as shown
in Appendix D. This underscores the sensitivity to the specific
driving protocol of the TC in the closed-system limit.

2. Open systems

We now discuss the results for the open DM with dissipa-
tion strength 0 < κ/ω0 < 103. For D = 0, the photonic and
spin degrees of freedom decouple, leading to a spin dynamics
equivalent to the D = 0 case in the LMG model. The initially
nonzero photon number eventually vanishes due to dissipa-
tion. The magnetization jx oscillates at a frequency ω0 around
zero, as seen in Fig. 3(b), and the apparent period doubling
for D = 0 is trivial since the periodic driving is in fact ab-
sent. We show an example of a dissipative TC in the DM in
Fig. 3(d), in which the specific driving parameters yield bright
and dark times that are both incommensurate to the precession
period, tbright ≈ 0.5385T0 and tdark ≈ 0.2308T0, respectively.
This demonstrates that the period-doubling instability con-
ditions for the nondissipative limits based on Eqs. (10) and
(11) are no longer applicable, in general, when dissipation is
present.

Going from κ = 0 to κ/ω0 = 0.1 [Figs. 2(d) and 2(e)], we
see that, while time-crystalline phases remain along the line
defined by Eq. (10), new TCs start to emerge in other parts
of the phase diagram associated with driving parameters that
would otherwise lead to thermal phases in the closed DM.
Moreover, some of the thermal phases for κ = 0 are converted
to not only TCs but also TQCs after dissipation is introduced.
Thus, we provide a concrete demonstration of dissipation, the
photon decay, counteracting the heating induced by the peri-
odic drive. Increasing the dissipation strength pushes the TCs
away from the instability line in the closed-system limit, as
seen from the change in the phase diagram from κ/ω0 = 0.1
to κ/ω0 = 1, see Figs. 2(e) and 2(f). Further increase in the
dissipation strength leads to an expansion of the area in the
phase diagram with TCs, as demonstrated in Figs. 1(c) and
2(d) for κ/ω0 ∈ [1, 10].

Note, however, that the dissipation-induced enhancement
of TC in the phase diagram only applies up to a certain value
of κ . In Fig. 1(c), comparing the area of the time-crystalline
phase in κ/ω0 = 5 and κ/ω0 = 10, we find that the TC area
decreases for κ/ω0 > 5. While the overall shape of the area
with both TC and TQC is not significantly changed from

κ/ω0 = 10 to κ/ω0 = 102, as displayed in Figs. 2(g) and 2(h),
there are more TQCs in the phase diagram for κ/ω0 = 102

than for κ/ω0 = 10, which implies that the TCs are converted
to TQCs with increasing dissipation strength. This can also
be inferred from the expansion of the TQC domain as the
dissipation strength increases from κ/ω0 = 10 to κ/ω0 = 21
in Appendix B.

We have seen that, for the ADM and LMG model, the TCs
are restricted along the instability line Eq. (10). The question
remains whether the phase diagrams for dissipative systems
will change gradually or suddenly as κ increases to large
enough values, such that the adiabatic approximation and thus
the ADM and LMG model can be applied. To address this
issue, we consider even stronger dissipation strengths on the
order of κ/ω0 ∼ 102 while still solving the full semiclassical
equations including the photon dynamics. For even stronger
dissipation beyond the optimal value, we find that the dynam-
ical phase diagram gradually develops features that resemble
its closed-system counterpart, as seen in Figs. 1(c) and 2(d) for
κ/ω0 = 102. Comparing κ/ω0 = 102 and κ/ω0 = {103,∞},
some of the TQCs, which were previously TCs for weaker
dissipation, turn into thermal phases in the closed-system
models. Moreover, going from κ/ω0 = 10 to κ/ω0 = 102, the
time-crystalline phases start to gather toward the instability
line Eq. (10) for closed systems.

To summarize Sec. III A, we identify the condition for
creating TCs in the closed-system limit with a periodic binary
drive or bang-bang protocol. We also demonstrate that dissi-
pation, in general, leads to the expansion of the TC and TQC
areas in the phase diagram. The two limits κ = 0 and κ → ∞
are smoothly connected by the gradual change of the phase
diagram as dissipation is increased.

B. Robustness against random driving errors

We will now investigate the role of dissipation on the
robustness of TCs against temporal noise. To this end, we
introduce a random driving error in the duty cycle for every
Floquet drive:

λ(t ) =
{
λ0, nTd � t < (n + Dn)Td

0, (n + Dn)Td � t < (n + 1)Td ,
(12)

where Dn = D + 	Dn, and 	Dn is a random number drawn
from a box distribution 	Dn ∈ [−	D,	D]. A single real-
ization of this disordered drive is depicted in Fig. 4(a) [see
also the inset of Fig. 4(c)]. We also consider another kind
of temporal perturbation, namely, in the light-matter coupling
strength such that

λ(t ) =
{
λ0 + λn, nTd � t < (n + D)Td

0, (n + D)Td � t < (n + 1)Td ,
(13)

where λn/λ0 ∈ [−	λ0,	λ0]. An example of a periodic drive
with this disorder is shown in the inset of Fig. 4(e).

In the following, we use driving parameters corresponding
to the circles and diamonds in Fig. 2, where TCs exist for
clean driving or in the absence of temporal disorder. We take
100 disorder realizations when calculating the dynamics of jx
and the crystalline fraction 
, which we define as the average
of the power spectrum of jx at ωd/2. We present in Fig. 4(b)
the disorder-averaged dynamics of jx for a noisy duty cycle,
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FIG. 4. (a) One realization of the disordered drive. (b) Dynamics
of the total magnetization along the x direction jx for different disor-
der strengths 	D as indicated in the legend. The driving parameters
are {D, ωd} = {0.65, 1.3ω0}, and the dissipation strength is κ/ω0 =
1. The initial state is a Z2-symmetry broken phase for λ0 = 1.1λcr .
(c) and (d) Dependence of the relative crystalline fraction 
/
0 on
the strength of the random driving error or temporal disorder 	D.
(e) and (f) Like (c) and (d) but for a noisy light-matter coupling with
disorder strength 	λ. Insets: One realization of the disordered drive.

Eq. (12). As the disorder strength increases, the oscillation
amplitude of jx deviates from being a constant as the TC
becomes unstable. This is expressed in the reduction of the
relative crystalline fraction 
/
0, where 
0 is the crystalline
fraction in the clean case, for increasing disorder strength
	D, as shown in Figs. 4(c) and 4(d). Additional frequencies
introduced by the noise broaden the power spectrum of jx and
thereby decrease the crystalline fraction. More importantly,
Figs. 4(c) and 4(d) demonstrate another key finding of this
paper, which is the role of dissipation in making a TC more
robust against temporal noise. For the nondissipative cases
κ/ω0 = {0, 103,∞} in Fig. 4(d), the crystalline fraction de-
cays rapidly with 	D. In contrast, the decay is slower when
dissipation is introduced, i.e., the crystalline fraction remains
large over a wide range of disorder strengths. This is evident
in Fig. 4(c) for intermediate dissipation strengths, wherein the
crystalline fraction is found to slowly decrease with 	D.

The dissipation-induced robustness against temporal noise
can be understood as a consequence of the dissipation-induced
expansion of the TC area in the phase diagram discussed in
the previous subsection. In the phase diagram for κ/ω0 = 10
in Fig. 2(g), the TC corresponding to the driving parameters
marked by the circle is surrounded by other period-doubling
TCs, and thus, a perturbation in D, ωd , and ω0 will not easily
push the system into a different dynamical phase. On the other

hand, for closed systems, we see in Figs. 2(d), 2(i), and 2(j)
that, for driving parameters marked by the diamonds, a slight
variation in D away from the instability condition Eq. (10)
will take the system to a different dynamical phase other than
a period-doubling TC. This leads to a TC that is less robust
against temporal perturbations of the driving parameters D
and ωd . This also explains the relatively weak robustness
observed for strong dissipation in the right panel of Fig. 4(d)
since the TC area is relatively small and highly fragmented
for dissipation strengths of this order of magnitude, as seen
for κ/ω0 = 102 in Fig. 1(c). In Figs. 4(e) and 4(f), we observe
similar findings for a drive with noisy light-matter coupling.
Both dissipative and nondissipative models appear to be more
robust against this type of noise, as seen from the larger
plateaus in the crystalline fractions in Fig. 4(f) than those in
Fig. 4(d). This can be attributed to the presence of TCs even
for higher values of λ0, as seen in Appendix C.

C. Initial fully polarized states

For potential applications and experimental realizations,
we discuss how close the initial state must be to the desired
state to create a TC. So far, we have considered one of
the symmetry-broken states as the initial state. In Ref. [9],
robustness against the choice of initial state for TCs in the
kicked LMG model has been demonstrated but only for ini-
tial symmetry-broken states corresponding to an interaction
strength different from the one in the Hamiltonian, i.e., λ(t =
0) = λ0. Here, we explore other types of initial states, namely,
fully polarized states either along the positive x direction
{ jx, jy, jz} = {1/2, 0, 0} or negative z direction { jx, jy, jz} =
{0, 0,−1/2}, which we label as |⇒〉 or |⇓〉, respectively. A
symmetry-broken state interpolates between these two limits.
For the DM, we include a small fluctuation in the photon
mode, such that a(t = 0) = 0.01.

We present in Figs. 5(a) and 5(b) the evolution of the phase
diagrams as a function of the dissipation strength for initial
fully polarized states |⇒〉 and |⇓〉, respectively. Crucially,
we find that, for both types of fully polarized initial states,
time-crystalline phases are absent in the closed system models
κ/ω0 = {0, 103,∞}, and the phase diagrams are dominated
by thermal phases, see also Figs. 1(d) and 1(e). The behavior
is strikingly different for dissipative cases, as seen in Fig. 5 for
κ/ω0 = {1, 10}. The choice of initial state between | ⇒〉 and
| ⇓〉 does not significantly alter the area in the phase diagram
with TCs. This is further emphasized if we include the initial
symmetry-broken state in the comparison as evidenced by the
results for κ/ω0 ∈ [1, 10] in Figs. 1(c)–1(e). This implies that
dissipation allows for flexibility in the fidelity of the initial
state preparation. In Appendix D, we observe similar results
for a smooth sinusoidal or continuous driving protocol, which
further corroborates the positive role of controlled dissipation
for infinite-range interacting spin systems.

The results for the ADM and LMG model κ/ω0 =
{103,∞}, shown in Fig. 5(b), exhibit resonance lobes remi-
niscent of parametric resonances that appear when the driving
frequency satisfies ωd/ω0 = 2/n, where n ∈ Z+. Notice that,
in Fig. 5(b), the shape of the TC area for κ/ω0 = 10 is like
that of the primary resonance lobe (ωd/ω0 = 2) for κ/ω0 =
{103,∞}. This points to a period-doubling instability arising
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FIG. 5. Dynamical phase diagrams like Fig. 2 but for initial fully polarized states (a) | ⇒〉 and (b) | ⇓〉 as schematically illustrated in the
leftmost panels. The dashed vertical lines in κ = ∞ denote the parametric resonance condition ωd/ω0 = 2/n, where n = {1, 2, 3}. The system
parameters are the same as in Fig. 2.

from a parametric resonance as the main mechanism behind
the formation of dissipative TCs with binary driving, like
the smooth sinusoidal driving in Refs. [34,67]. Note that the
parametric resonance also applies to initial symmetry-broken
states as evinced by the shape of the thermal region, including
the TC and TQC phases, in Fig. 2(d) for κ = 0. There, the
absence of dissipation heats up the system, resulting in a more
prominent thermal phase except at the special points along the
instability line for initial symmetry-broken states, Eq. (10).

IV. QUANTUM RESULTS

We now study the TCs in the limit of a small number of
spins, wherein quantum effects and many-body correlations
become dominant. Platforms for physical implementations of
a relatively small number of artificial or effective spins include
circuit QED systems based on superconducting qubits [24,68–
72] and ion chains [51–53]. In the following, we obtain the
full quantum results using the QuantumOptics.jl library [73],
and we employ the discrete truncated Wigner approximation
(DTWA) [74,75] for a larger number of spins beyond the reach
of full quantum mechanical simulations.

We focus on the initial fully polarized state along the pos-
itive x direction | ⇒〉 = ⊗

N | →〉, which in the mean-field
regime corresponds to { jx, jy, jz} = { 1

2 , 0, 0}, to gain insights
into the features of TCs in the quantum regime. By comparing
exact quantum and DTWA results, we will also assess the
applicability of DTWA in capturing the time-crystalline dy-
namics for periodically driven infinite-range interacting spins.
For the DM, the photon mode is initialized in the vacuum state
|0〉, such that the initial state of the system is |ψ (t = 0)〉 =
| ⇒〉 ⊗ |0〉.

The results for the LMG model with N = 8 spins and driv-
ing parameters {D, ωd} = {0.3, 1.4ω0} are depicted in Fig. 6.
In Fig. 6(a), for λ0 = 1.1λcr, the system is in the thermal
phase even in the mean-field limit of N → ∞. This again
exemplifies the importance of initializing the system in a
symmetry-broken eigenstate to create a TC in the closed-
system limit. In the quantum regime, the irregular mean-field

dynamics translate into a beating of the oscillations in the
expectation value of the total magnetization 〈Ĵx〉/N like the
behavior found in the kicked LMG model [9]. The full
quantum mechanical and DTWA results agree on the overall
qualitative behavior of the dynamics. While we find excellent
agreement between the exact and DTWA results for short
times, quantitative deviations appear in the long-time dy-
namics, which is expected in simulations of closed system
quantum dynamics using phase-space methods [76].

For stronger interactions, e.g., λ0 = 4λcr in Fig. 6(b), a
TC is formed, and interestingly, the mean-field, exact quan-
tum, and DTWA results agree for the entire simulation time
of 100 driving cycles, which is noteworthy, considering the
relatively small number of spins N = 8. This also hints at the
ability of the DTWA to capture the dynamics of TCs even for
long times, provided that the interactions in a fully connected

FIG. 6. Dynamics of the expectation value of the total magneti-
zation along the x direction for an initial fully polarized state | ⇒〉 in
the Lipkin-Meshkov-Glick (LMG) model. The interaction strengths
are (a) λ0 = 1.1λcr and (b) λ0 = 4.0λcr. For the exact quantum me-
chanical (QM) results and discrete truncated Wigner approximation
(DTWA), the number of spins is N = 8. The driving parameters are
D = 0.3 and ωd = 1.4ω0.
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FIG. 7. Dynamics of the peaks in the total magnetization in the
Lipkin-Meshkov-Glick (LMG) model for an initial state of |⇒〉.
The solid (dotted) curves denote the full quantum [discrete truncated
Wigner approximation (DTWA)] results. The interaction strengths
are (a) λ0 = 1.1λcr , (b) λ0 = 2.0λcr , and (c) λ0 = 4.0λcr. The driving
parameters are the same as in Fig. 6.

model are sufficiently strong. We note that the overlap of
a symmetry-broken eigenstate with the fully polarized state
along the x direction increases with the interaction strength,
which can also be inferred from the mean-field steady-state
solution in Eq. (6). This explains the appearance of a TC in
Fig. 6(b) despite the initial state not being a symmetry-broken
eigenstate for λ0 = 4λcr. Thus, we propose utilizing large in-
teraction strengths for creating TCs in fully connected systems
with few spins if, for a given platform, it is easier to prepare
an initial fully polarized state.

Next, we study the dependence of the beating oscillations
on the number of spins in the LMG model. To this end, we
obtain the peaks in the oscillatory dynamics of the magne-
tization Jpeak

x , which is directly related to the envelope of
the oscillations in 〈Ĵx〉. In Fig. 7, we display the dynamics
of Jpeak

x for different N including the mean-field limit. For
weak interactions, the chosen driving parameters in Fig. 7 lead
to irregular and therefore non-time-crystalline dynamics. The
convergence toward the mean-field limit for increasing N is
slow and can only be seen at short times due to the irregularity
of the long-time dynamics. The tendency toward the mean-
field prediction becomes more clear for stronger interactions,
as seen in Fig. 7(b) for λ0 = 2λcr. We observe that the beat
period increases with N , implying that it becomes infinitely
large as N → ∞, consistent with the mean-field prediction of
an infinitely long-lived TC. This behavior is more apparent
if the system is initialized in a symmetry-broken eigenstate.
as shown in Appendix E. For sufficiently strong interactions
represented by λ0 = 4λcr in Fig. 7(b), we recover results con-
sistent with Fig. 6(b), especially the emergence of long-lived
period-doubling response for a relatively small number of
spins (N ∼ 4).

We present in Fig. 8 the quantum dynamics in the
open DM for κ = ω0. In Fig. 8(a), the driving parameters

FIG. 8. Like Fig. 6 but for the open Dicke model with κ = ω0.
The light-matter coupling strengths are (a) λ0 = 1.1λcr , (b) λ0 =
2.0λcr , and (c) λ0 = 4.0λcr . The photon frequency is ωp = ω0. The
driving parameters are D = 0.5 and ωd = 1.6ω0.

correspond to a TC in the mean-field limit. For few spins, the
period-doubling oscillations rapidly decay, and for N < 10,
the time-translation symmetry-breaking response only sur-
vives for short times, typically around five driving cycles
t ≈ 5Td . These exponentially decaying oscillations are anal-
ogous to the beating oscillations in the closed-system limit.
However, unlike the beat period in the LMG model, the decay
constant characterizing the exponential suppression of oscil-
lations in the open DM does not monotonously depend on
the interaction strength. This is evident from the longer-lived
oscillations in Fig. 8(b) compared with those in Fig. 8(c),
even though λ0 is larger in Fig. 8(c). This means that using
the interaction strength to prolong the lifetime of a TC in the
open DM is not as efficient as in closed systems, if the driving
parameters are fixed. Alternatively, increasing the number of
spins could also increase the lifetime of a dissipative TC
[26,28,77]. Indeed, we find in Fig. 8 that the decay slows down
with N , irrespective of the interaction strength. In contrast to
the LMG model, in which as few as N = 4 spins generate a
period-doubling signal lasting for t > 10Td , the number of
spins needed for the open DM for the same time scale is
N > 20.

We point out that, in Fig. 8(c), despite the mean-field
dynamics showing irregular or chaotic behavior, both full
quantum and DTWA simulations predict periodic albeit de-
caying oscillations. This apparent inconsistency between
mean-field and quantum approaches, regarding the presence
or absence of a transition to a chaotic phase, is also reported
in a driven-dissipative LMG or fully connected Ising model
[78]. Lastly, we note that, for N = 6, in Fig. 8, DTWA is in
good agreement with the numerical data obtained from the
full quantum mechanical treatment, thereby suggesting that,
in dissipative scenarios, DTWA can capture time-crystalline
dynamics even for small N . This stabilizing effect of dissi-
pation on the performance of DTWA as a method is like that
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TABLE I. Summary of the properties of the period-doubling TCs
in infinite-range interacting spins.

Closed Open
(LMG model) (DM)

Mean-field
Robust against:

Random errors in the drive Weak Strong
Choice of initial state Weak Strong
Choice of driving protocol Weak Strong
Variation in system parameters Stronga Strongb

Quantum
Oscillations Beating Exponential

decay
Lifetime increases with Interaction Number of

strength spins

aIn the LMG model, strong means that it is strongly robust only for
variations and random errors in the interactions strength.
bIn the open DM, strong means strong robustness only within the
resonance area in the phase diagram.

found in the positive-P approach for driven-dissipative bosons
[79].

V. SUMMARY AND DISCUSSION

In this paper, we have extensively studied the influence
of dissipation on TCs in a spin system with infinite-range
interactions with binary driving. We have employed both
mean-field and quantum mechanical treatments of the dy-
namics in the open DM for different dissipation strengths.
For large dissipation strengths κ > 102, we approximate
the system as closed using the ADM and LMG model. In
Table I, we summarize the key properties of TCs, specifically,
robustness in the thermodynamic limit and dynamical features
in the quantum limit, for the closed-system and dissipative
regimes.

From our mean-field approach, we have identified a sim-
ple but finely tuned set of conditions, involving the driving
parameters and initial state, for creating a period-doubling
response in the closed-system limit. We have demonstrated
that dissipation expands this instability line to include larger
areas in parameter space. Thus, we connect the TC phe-
nomenology in the open- and closed-system limits of the
infinite-range interacting spins. Moreover, we have observed
that the presence and lifetime of TCs do not monotonously
depend on the dissipation strength. This implies the exis-
tence of an optimal dissipation strength for realizing TCs,
like dissipative-driven Heisenberg chains [33]. However, here,
we show that the optimal dissipation depends strongly on the
specific choice of driving parameters, and in certain cases,
the absence of dissipation, κ = 0 or κ → ∞, could in fact
be the optimal choice, if one is only interested in generating
a period-doubling response. If the goal, however, is to create
a TC that is also robust against unwanted errors in the drive
and imperfect preparation of the initial state, we ascertain that
controlled dissipation is helpful. We find that the TC area in
the phase diagram becomes relatively large for intermediate
dissipation strengths κ ∼ ω0. A large TC area in the phase

diagram contributes to the robustness not only against varia-
tions in system parameters but also against noise in the drive.
Furthermore, we demonstrate that dissipation can form TCs,
which are insensitive to the choice of initial state. We also
attribute the formation of dissipative TCs using a binary drive
to a period-doubling instability of a parametric resonance, and
thus, we generalize the mechanism and conditions proposed in
Ref. [24].

Our quantum results for finite N obtained using nu-
merically exact calculations and the DTWA indicate an
exponential decay of the period-doubling oscillations when
dissipation is present. On the other hand, in the two extremes
κ = 0 or κ → ∞, the TCs exhibit beating behavior, the pe-
riod of which increases with the number of spins, consistent
with Ref. [9]. The scaling with the interaction strength of
the lifetime of closed-system TCs is more favorable than the
scaling with the number of spins for open-system TCs. This
suggests a possible advantage of TCs in the closed-system
limits if the underlying platform operates with few spins,
albeit the driving parameters must be finely tuned according to
Eq. (10).

Finally, we remark on the apparent lack of experimental
evidence for TCs in the closed fully connected spin systems.
As we have shown in this paper, the period-doubling instabil-
ity in the LMG model and the closed DM strongly depends
on the specific driving protocol. For sinusoidal driving, which
was utilized for the realization of dissipative TC in the small-κ
regime of a cavity-QED system [34], the DM with κ = 0 and
κ → ∞ does not host any TCs as shown in Appendix D. In-
stead, a binary drive according to Eq. (8) is required to induce
a period-doubling response but only in a narrow region in the
phase diagram spanned by the driving parameters, i.e., they
must follow Eq. (10). It remains to be seen whether alterna-
tive schemes that periodically drive the transverse field (as in
Refs. [9,10]), instead of the spin-spin interaction strength (as
done here), would yield a larger TC area in the relevant phase
diagram. Assuming a binary drive, high-fidelity state prepa-
ration is still required, i.e., the initial state should not veer
too far from the symmetry-broken state of the Hamiltonian
during the bright times. For the cavity-QED system operating
in the regime that emulates the ADM and LMG models, which
is realized for dissipation strengths that are several orders of
magnitude larger than the atomic transition frequency κ � ω0

[50], the above considerations for the driving protocol and
initial state preparation may not be an issue. However, for this
system, authors of future studies need to address whether the
large bandwidth of the cavity would cause higher momentum
modes to participate in the dynamics. If so, this leads to a
breakdown of the two-level approximation of the atoms and
therefore the mapping onto effective spin- 1

2 particles.
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APPENDIX A: EQUATIONS OF MOTION

For a Hamiltonian Ĥ and the type of dissipator in Eq. (2),
the dynamics of the expectation value of an operator Ô is

∂t 〈Ô〉 = i

h̄
〈[Ĥ, Ô]〉 + κ〈(2â†Ôâ − â†âÔ − Ôâ†â)〉. (A1)

Within mean-field theory, we approximate 〈âĴμ〉 ≈ 〈â〉〈Ĵμ〉.
We present the equations of motion for collective and individ-
ual spins, as the former is used in the mean-field treatment,
while the latter is used in DTWA.

1. DM

The equations of motion for the DM are

∂t a = −(iωp + κ )a − i2λ jx, (A2)

∂t jx = −ω0 jy, (A3)

∂t jy = ω0 jx − 2λ(a + a∗) jz, (A4)

∂t jz = 2λ(a + a∗) jy. (A5)

If we decompose jμ in terms of individual spins, we obtain

∂t a = −(iωp + κ )a − iλ
1√
N

∑
i

sx
i , (A6)

∂t s
x
i = −ω0sy

i , (A7)

∂t s
y
i = ω0sx

i − 2λ
1√
N

(a + a∗)sz
i , (A8)

∂t s
z
i = 2λ

1√
N

(a + a∗)sy
i . (A9)

For beyond mean-field approaches, a fluctuation or stochastic
term associated with the dissipation must be included in the

equations of motion [60,75]. In our implementation of the
equations of motion governing the trajectories in the DTWA,
we separate the real and imaginary components of the photon
field a = aR + iaI, which yields

daR = (−κaR + ωpaI )dt +
√

κ

2
dW1, (A10)

daI =
⎛
⎝−ωpaR − κaI − λ√

N

∑
j

sx
j

⎞
⎠dt +

√
κ

2
dW2,

(A11)

∂t s
x
i = −ω0sy

i , (A12)

∂t s
y
i = ω0sx

i − 4λ
1√
N

aRsz
i , (A13)

∂t s
z
i = 4λ

1√
N

aRsy
i . (A14)

The two independent Wiener processes W1 and W2 account
for the stochastic noise, and they satisfy 〈dWi〉 = 0 and
〈dWidWj〉 = δi, j dt .

2. ADM

Next, for the ADM in the thermodynamic limit, the equa-
tions of motion are [57,58]

∂t jx = −ω0 jy, (A15)

∂t jy = ω0 jx + 8λ2ωp(
κ2 + ω2

p

) jx jz + 16λ2κωpω0(
κ2 + ω2

p

)2 jy jz, (A16)

∂t jz = − 8λ2ωp(
κ2 + ω2

p

) jx jy − 16λ2κωpω0(
κ2 + ω2

p

)2 ( jy)2. (A17)

FIG. 9. Exemplary dynamics for different dissipation strengths κ with fixed driving parameters denoted by circles and diamonds in
Figs. 2(d)–2(j). The left panels depict the dynamics of jx , and the right panels show the corresponding power spectrum ln P. The y axis
range of each plot is [−0.5, 0.5] for jx and [−22, 0] for ln P. The horizontal line in the power spectrum plots denote the threshold used for
identifying the presence of a time quasicrystal (TQC), which is ln P = −8. The remaining parameters are the same as in Fig. 2.
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FIG. 10. Dynamical phase diagrams for different dissipation
strengths. Along the vertical axis, we vary the the coupling strength
and fix the frequency to ωp = ω0.

The corresponding equations for the individual spins are

∂t s
x
j = −

{
ω0 −

[
2λ2ω0

(
ω2

p − κ2
)

N
(
κ2 + ω2

p

)
]}

sy
j, (A18)

∂t s
y
j = ω0sx

j + 4λ2ωp

N
(
κ2 + ω2

p

) sz
j

N∑
i=1

sx
i

+ 8λ2κωpω0

N
(
κ2 + ω2

p

)2 sz
j

N∑
i=1

sy
i , (A19)

∂t s
z
j = − 4λ2ωp

N
(
κ2 + ω2

p

) sy
j

N∑
i=1

sx
i

− 8λ2κωpω0

N
(
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3. LMG model

Finally, for the LMG model, we have [44,45]

∂t jx = −ω0 jy, (A21)

∂t jy = ω0 jx + 8λ2ωp(
κ2 + ω2

p

) jx jz, (A22)

∂t jz = − 8λ2ωp(
κ2 + ω2

p

) jx jy. (A23)

For the individual spins, we have
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FIG. 11. Like Fig. 10 but for varying photon frequency along the
vertical axis and fixed coupling strength λ0 = 1.1λcr .

APPENDIX B: EXEMPLARY DYNAMICS FOR DIFFERENT
DISSIPATION STRENGTHS

We display in Fig. 9 the exemplary dynamics for different
values of dissipation strength as indicated by the labels along
the vertical axis. The left panels depict the mean-field results
for the time evolution of jx for driving parameters as indicated
in the figure. For the specific choice of driving parameters
in Fig. 9(a), the optimal dissipation strength, identified by
a response that is mostly dominated by a clean period dou-
bling, appears to be in the intermediate range κ ∼ ω0. As we
further increase the dissipation strength, time-quasicrystalline
dynamics permeate during the early times, which is signified
by the appearance of extra peaks in the power spectrum.
The lifetimes of the TQCs increase with the dissipation rate,
as seen in Fig. 9 for κ/ω0 ∈ [10, 21]. The system is in a
thermal phase for zero- and strong-dissipation limits κ/ω0 =
{0, 102, 103,∞}.

In Fig. 9(b), we show the dynamics for a set of driving
parameters along the instability line defined by Eq. (10).
Here, we find period-doubling response in the nondissipative
regimes and a light-induced NP for an intermediate dissipa-
tion strength κ = ω0.

FIG. 12. Dynamical phase diagrams according to the (a) and
(b) Dicke model (DM) and (c) and (d) atom-only Dicke model
(ADM) for large dissipation strength and photon frequency as in-
dicated. The coupling strength is fixed at λ0 = 1.1λcr .
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FIG. 13. Dynamical phase diagrams for a smooth sinusoidal
drive and varying dissipation strengths. The remaining parameters
are the same as in Fig. 2. The insets in the leftmost panels depict the
initial state, namely, (a) fully polarized along the positive x direction,
(b) one of the symmetry-broken states, and (c) fully polarized along
the negative z direction.

APPENDIX C: DEPENDENCE ON THE LIGHT-MATTER
COUPLING STRENGTH AND PHOTON FREQUENCY

The phase diagrams for varying dissipations strengths and
coupling strengths λ are depicted in Fig. 10. We find similar
results as discussed in the main text. More importantly, we
demonstrate in Fig. 10 that the TCs persist for larger coupling
strengths.

The results for other choices of photon frequency ωp are
shown in Fig. 11. We find that the phase diagrams for the
dissipative scenarios are weakly affected by ωp. Motivated by
the typical values of the photon frequency in Ref. [50], we
present in Fig. 12 the results for photon frequencies ωp that
are comparable with or larger than the dissipation strength κ .
The phase diagrams for both DM and ADM corroborate our
claim that the regions with TCs do not significantly change
with ωp. In fact, the number of thermal phases increases
with ωp.

APPENDIX D: CONTINUOUS SINUSOIDAL DRIVING

We briefly consider a different driving protocol given by a
smooth sinusoidal drive of the light-matter coupling strength:

λ(t ) = λ0[1 + fd sin(ωdt )], (D1)

FIG. 14. Dynamics in the Lipkin-Meshkov-Glick (LMG) model
for an initial symmetry-broken eigenstate. The interaction strengths
are (a) λ0 = 1.1λcr , (b) λ0 = 2.0λcr , and (c) λ0 = 4.0λcr . The driving
parameters are D = 0.3 and ωd = 1.4ω0.

where fd is the modulation or driving strength. This protocol
has been implemented to experimentally observe the Dicke
TC in the cavity-QED platform composed of Bose-Einstein
condensates inside a high-finesse optical cavity pumped in the
transverse direction by an optical standing wave [34].

In Fig. 13, we present the dynamical phase diagrams for
such a continuous driving scheme. In addition to varying the
dissipation strength, we also consider different initial states
as sketched in the insets of Fig. 13. In the dissipative cases
κ/ω0 = {1, 10}, time-crystalline phases appear within the res-
onance lobes, which have similar shape as those found in the
cavity-QED simulator for the DM [34,54]. Contrary to the
binary drive, we do not observe any TCs in the closed-system
limits κ/ω0 = {0, 103,∞}, irrespective of the initial state, for
a sinusoidal drive as depicted in Fig. 13.

APPENDIX E: QUANTUM RESULTS FOR AN INITIAL
SYMMETRY-BROKEN STATE IN THE LMG MODEL

The results obtained using full quantum simulations for
an initial symmetry-broken eigenstate are shown in Fig. 14.
The driving parameters are chosen such that the system is in
a time-crystalline phase in the thermodynamic limit for the
interaction strengths considered in Fig. 14. The beat period
clearly increases with number of spins N , see Fig. 14(b). Fur-
thermore, the dynamics shown in Fig. 7(b) appear to fluctuate
around the dynamics in Fig. 14(b).
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