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Intermediate valence and spin fluctuations near a quantum critical point in CeRu2-xCoxGe2
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We show the presence of a quantum critical point in CeRu2-xCoxGe2 (0 � x � 2) using detailed heat capacity
and muon spin relaxation (μSR) measurements. The millikelvin heat capacity and μSR results for the critical
composition xC ∼ 1.5 are consistent with the spin fluctuation model of the quantum critical point. The time-
field-temperature scaling of the heat capacity and μSR data further suggests the role of critical and cooperative
spin fluctuations near the antiferromagnetic quantum critical point. In addition, the temperature-dependent x-ray
absorption near edge structure reveals intermediate valence fluctuation down to the lowest temperature for the
compositions x � 1.5. The noninteger valence for the critical composition xC ∼ 1.5 is further demonstrated by
room temperature x-ray photoelectron spectroscopy. Interestingly, the quantum criticality in CeRu2-xCoxGe2 is
governed by the survival of valence and spin fluctuations down to the lowest temperature.
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I. INTRODUCTION

CeT2X2 (T : transition metal; X : Si or Ge) intermetallic
compounds provide a wealth of interesting phenomena and
diverse ground states such as Kondo effect, heavy fermion
behavior, intermediate valence fluctuation (IVF), quantum
criticality, and unconventional superconductivity [1–7]. These
phenomena arise due to the instability of 4 f electrons, which
results in a high density of states near the Fermi level. Based
on the Doniach model [8], the competing long-range magnetic
ordering mediated by the Ruderman-Kittel-Kasuya-Yosida
(RKKY) interaction and the on-site Kondo interaction be-
tween 4 f and conduction electrons in these systems leads to
a quantum critical point (QCP) [9]. A quantum phase transi-
tion (QPT), separating the magnetic and nonmagnetic phases,
occurs at T = 0 K via some nonthermal parameter such as
pressure (p), magnetic field (H), and chemical substitution (x)
and forms a central topic in the study of strongly correlated
electron systems [10–13].

Further, a nearby QPT in the T -x or p-T phase diagram
results in non-Fermi liquid (nFL) behavior in the physical
and thermodynamical properties, where electrical resistivity
(ρ), heat capacity (C), and magnetic susceptibility (χ ) devi-
ate from ρ(T ) ∼ T 2, C(T )/T ∼ γ0 (Sommerfeld coefficient),
and χ (T ) ∼ constant, behavior. The spin fluctuation theory
of Moriya successfully describes the nFL behavior in many
3d electron systems near a magnetic to nonmagnetic phase
transition at T = 0 K [14]. However, with a few exceptions,
it fails to explain the results of various 4 f electron systems

*pswati@iitk.ac.in
†Deceased.

[15]. Nevertheless, different theoretical approaches have been
employed to understand the breakdown of the Landau Fermi
liquid theory in 4 f metals near a QPT, like the disordered
Kondo model [16], the quantum Griffiths model [17], valence
fluctuation (VF) [18], and local criticality [19].

The description of QPT based on the IVF model in Ce
and Yb systems [20–23] has recently sparked the curiosity
of experimental and theoretical works, as the Ce 4 f elec-
tron is on the verge of exhibiting either the localized or
itinerant character. In Ce-based systems, the 4 f shell has
single electron occupancy, and the strong hybridization be-
tween 4 f and conduction electrons results in a decrease in
the 4 f localization. This further causes the deviation of the
average Ce valence from 3+ and leads to the intermediate
valence state, where the electrons are exchanged between
4 f level and conduction electrons, fluctuating between the
4 f 1(5d6s)3 ↔ 4 f 0(5d6s)4 configurations. Since the energy
difference between Ce+3(4 f 1) and Ce+4(4 f 0) ground state
configurations is small, valence fluctuations are common in
Ce and Yb compounds [24,25]. Importantly, these valence
fluctuations near quantum criticality are suggested as a pairing
mechanism for the superconductivity observed in CeCu2Ge2,
CeCu2Si2, and YbAlB4 as a function of pressure [26–29].

The intermetallic series CeRu2-xCoxGe2 is an excellent
choice for tuning hybridization strength as the valence of
the Ce ion changes from trivalent (for x = 0) to valence
fluctuating (for x = 2) [4]. In this series, CeRu2Ge2 ex-
hibits two successive magnetic transitions from paramagnetic
to antiferromagnetic (PM-AFM) at TN = 8.5 K and TC =
7.4 K from antiferromagnetic to ferromagnetic (AFM-FM),
whereas CeCo2Ge2 is an IVF compound [5,30–33]. Nev-
ertheless, our recent findings in CeRu2-xCoxGe2 (0 � x �
2) [4,5], based on heat capacity, electrical resistivity, and
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magnetization results, suggested an IVF-induced QCP in the
T -x phase diagram at a critical concentration xC ∼ 1.5, result-
ing in the instability of the 4 f electron in compounds with
x � 1.5. However, the results were limited to minimum tem-
perature of 2 K, at which the C/T versus T curve continues to
show a logarithmic rise with a decrease in temperature for the
critical composition. In this paper, we investigate the nature
of QCP down to millikelvin range using heat capacity and
the muon spin relaxation (μSR) technique, which probes the
presence of magnetic order on macroscopic and microscopic
length scales, respectively. Since the magnetic moments near
a QCP are usually small and unstable, μSR is an excellent
tool to gain a microscopic insight of the spin dynamics in
this neighborhood [34–36]. To investigate the valence fluctua-
tion, the temperature-dependent Ce LIII edge x-ray absorption
near edge structure (XANES) and x-ray photoelectron spec-
troscopy (XPS) measurements were used. Based on this
experimental evidence, we argue that the valence fluctuations
compete with spin fluctuations in CeRu2-xCoxGe2 down to the
lowest temperatures.

The Ce LIII edge XANES results of CeRu2Ge2,
CeRu0.5Co1.5Ge2, and CeCo2Ge2 are described in Sec. III A,
Ce 3d core XPS is presented in Sec. III B, heat capacity
results are presented in Sec. III C, μSR results are presented
in Sec. III D, and Sec. III E describes the scaling analysis.

II. EXPERIMENTAL DETAILS

Polycrystalline samples of CeRu2-xCoxGe2 (0 � x � 2)
were prepared using the arc melting technique as described
in Ref. [5]. The valence state of Ce was determined us-
ing XANES, performed in the temperature range 300–12
K. The XANES measurements were carried out at the
energy-scanning EXAFS beamline (BL-9) at the Indus-2 Syn-
chrotron Source (2.5 GeV, 100 mA), RRCAT, Indore [37].
The normalized XANES spectra were obtained using the
standard procedure by subtracting the linear baseline below
the Ce LIII absorption edge and dividing by the absorption
edge step. To ensure the reproducibility of the spectra, sev-
eral absorption scans were collected at each temperature.
The x-ray photoelectron spectroscopy (XPS) measurements at
room temperature were performed using Al Kα x-ray source
(1486.6 eV) with Omicron energy analyzer. The μSR mea-
surements in zero field (ZF) and longitudinal field (LF) were
performed using the MuSR spectrometer at the ISIS facility of
Rutherford Appleton Laboratory, UK. The powdered sample
was mounted on a 99.99% pure silver sample holder using
diluted GE varnish and covered with thin silver foil and was
cooled down to 50 mK using an Oxford Instruments dilution
refrigerator [34]. Heat capacity measurements down to 160
mK and in fields up to 16 T were performed using a dilution
refrigerator on a Quantum Design (QD) Physical Property
Measurement System (PPMS).

III. RESULTS

A. x = 0, 1.5, and 2: Ce LIII edge investigations

The XANES technique has found widespread application
in determining the rare earth valency and serves as a direct
microscopic probe to resolve the ground state configuration

[25,38,39]. Figure 1(a) presents Ce LIII XANES spectra of
CeRu2-xCoxGe2 (x = 0, 1.5, and 2) at 300 K along with
the reference sample CeO2. In the LIII XANES spectra of
Ce-based intermediate valence systems, it is observed that,
along with the main absorption peak at 5726 eV, there is the
presence of a characteristic maxima similar to CeO2 at around
5737 eV, and the presence of this double peak feature
corresponds to ground states of both 4 f 1 and 4 f 0

configurations [40–43]. From the figure, it is clearly
evident that the absorption edges of the x = 1.5
and 2 samples show characteristics of a mixture of
Ce+3 and Ce+4, where a strong absorption peak at
5726 eV and a prominent shoulder at 5735 eV, nearly at
a similar position to the CeO2 spectra, respectively, belong
to the 4 f 1 and 4 f 0 configurations. Nevertheless, an almost
flat shoulder with a peak at 5726 eV for x = 0 reveals the
localized nature of Ce+3 ion [24] and suggests a nearly
trivalent state of the Ce valence.

Furthermore, to investigate the temperature dependence of
Ce valence, we measured XANES spectra for x = 0, 1.5,
and 2 at different temperatures down to 12 K, as shown in
Fig. 1(b), and it clearly shows the survival of the 4 f 0 state
down to 12 K for x = 1.5 and 2. The Ce LIII spectra were
analyzed using the conventional fitting procedure as given in
Ref. [44]. To estimate the relative populations of the two Ce
valence states, the spectrum was deconvoluted into arctangent
step functions, which represent the transition from the core to
the continuum states, and Gaussian functions, which consider
the empty 5d states above the Fermi energy. The deconvo-
lution of the x = 1.5 spectra at 300 K into two rounded arc
tangent functions and two Gaussian functions giving the Ce+3

and Ce+4 components is shown in Fig. 1(c). The blue line
represents the theoretical fit to the data. The valence state of
Ce is obtained from the intensity ratio of the two Gaussian
curves [marked as A and B in Fig. 1(c)] using the equation
〈v〉 = 3 + I1/(I1 + I2), where I1 is the intensity of peak A and
I2 is the intensity of peak B [45–47].

The estimated Ce valence as a function of temperature is
shown in Fig. 1(d). For x = 1.5 and 2, Ce valence increases
with a lowering of temperature, indicating an increase in
the Ce+4 component. The Ce valence increases from 3.06
to 3.07 for x = 1.5 and from 3.07 to 3.09 for x = 2, with
varying temperatures from 300 to 12 K. Similar orders of
valency change are found for other Ce and Yb based com-
pounds [48–50], where the magnitude of the valence change
is expected to be of the order of 0.01 due to the moderate
strength of Uf c, i.e., the Coulomb repulsion between the 4 f
electron at the Ce or Yb site and the conduction electron in
comparison to the first-order valence transition with large Uf c

[51,52]. Moreover, Fig. 1(e) shows Ce valence as a function
of increasing Co concentration at 300 K, where the increase
in Ce valence is clearly visible for x � 1.5. This change in Ce
valence with x is also reflected in the lattice volume [Fig. 1(f)],
which decreases with increase in x [5]. The gradual increase in
Ce valence with decreasing temperature as well as increasing
concentration can be explained by the electronic structure
change at the Fermi level as a result of lattice compression and
an increase in 4 f -conduction electron hybridization [53,54].
The Ce valence as determined by XANES is consistent with
the susceptibility measurement [4] and other Ce intermediate
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FIG.1. (a) Normalized XANES spectra of CeRu2-xCoxGe2 for x = 0, 1.5, and 2 measured at Ce LIII edge along with the spectrum for
reference CeO2 sample at 300 K. (b) XANES spectra for x = 0, 1.5, and 2 at different temperatures. (c) Peak fitting of Ce LIII edge XANES
for x = 1.5 at 300 K. The contributions due to the Ce+3(4 f 1) and Ce+4(4 f 0 ) configurations are represented by the solid Gaussian lines, while
the dashed line represents the arctan functions. (d) Variation of the valence state of Ce as a function of temperature for x = 1.5 and 2. (e),(f)
Variation of the valence state of Ce and lattice volume [5] as a function of concentration, respectively.

valence compounds [20,55]. To gain more insight into the
valence state of Ce ion for xC ∼ 1.5 and the hybridization be-
tween 4 f and conduction electron states, we have performed
XPS measurements.

B. xC = 1.5: Ce 3d XPS

As XPS study of Ce 3d core levels provides information
regarding the 4 f shell configurations and the f -conduction
electron hybridization, we have studied room temperature
Ce 3d core level XPS for xC ∼ 1.5, as shown in Fig. 2.
The deconvolution of the XPS spectrum was done using the
Doniach-Šunjic theory [56], and the deconvoluted spectra
are shown in the bottom of Fig. 2. In the spectrum, two
sets of photoemission lines are observed due to spin-orbit
coupling corresponding to the 3d3/2 and 3d5/2 states, which
are separated by �SO = 18.6 eV. Each set consists of three
contributions of Ce ion configuration corresponding to f 0, f 1,

and f 2. The component f 1 originates from the screening of
the core hole by conduction electrons. In turn, satellite f 2

located at the distance of about 4 eV at the low-energy side
from main lines arises due to screening of the core hole by an
additional 4 f electron resulting due to Ce 4 f -conduction elec-
tron hybridization. We have observed a pronounced f 2 peak
in our spectrum, which indicates that there is a remarkable
hybridization between Ce 4 f states and conduction electron
states. The f 0 contribution was observed at a distance of
∼11 eV from the f 1 peak in the 3d5/2 component.

Using the calculation model of Gunnarsson and Schön-
hammer (GS) as described in Refs. [57,58], the hybridization
strength (�) between 4 f and conduction electron states as
well as the mean occupation of 4 f levels (n f ) can be deter-
mined from the intensity ratios of the particular components
I ( f 2)/[I ( f 1) + I ( f 2)] and I ( f 0)/[I ( f 0) + I ( f 1) + I ( f 2)], re-
spectively. Using this procedure, we have obtained � ≈
155 meV and n f ≈ 0.94. This only holds with the assumption
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FIG. 2. Ce 3d XPS spectra for xC ∼ 1.5. The spin orbit split
3d3/2 and 3d5/2 components as well as the f 0, f 1, and f 2 contribu-
tions are labeled.

that the final state mixing of f 0 and f 1 is minimal provided
the large separation (∼11 eV) between them compared to the
initial state mixing (∼2 eV), and hence the final state spectral
weight of f 0 does not deviate much from the ground state
weight for the large �. Nevertheless, the estimation of peak
intensities ratio, background subtractions, and the approxima-
tions involved in GS theory may lead to an error of around
20% in � and n f values [57–60]. The values indicate substan-
tial hybridization for xC ∼ 1.5, resulting in delocalization of
the 4 f electrons, which is also reflected in the Ce valence that
deviates from Ce+3. The obtained value of � is equivalent to
other Ce intermediate valence systems [61,62] and is higher
than trivalent Ce systems [63,64]. The Ce valence (3 + ν) =
3.06 determined from room temperature XPS measurement
agrees with our room temperature XANES result.

C. xC = 1.5: Heat capacity

Figure 3(a) shows zero-field temperature-dependent heat
capacity for x = 0.3, 0.7, 1.1, and 1.2. A well-separated peak
in temperature marks the PM-AFM transition at TN ∼ 8.3 K
and the AFM-FM transition at TC ∼ 7.2 K for x = 0.3. TC

is found to decrease with increasing x and move towards
the lower temperatures up to x = 0.7, beyond which only
TN survives. The variation of TN follows the Doniach model,
where it first increases up to x = 0.7, then starts to decrease
and vanishes altogether above xC ∼ 1.5. The trend of TN and
TC for the new compositions are consistent with our earlier
compositions [4]. In addition, to get a detailed insight into
the low-temperature behavior of the critical concentration
xC ∼ 1.5, we have extended our heat capacity measurement
down to 160 mK in different magnetic fields up to 16 T. The
low-temperature heat capacity is dominated by the nuclear
Schottky contribution, which is evidenced as an upturn in the
C(T )/T curve [Fig. 3(b)]. The nuclear Schottky contribution
of the form CSch ∼ α/T 2 has been subtracted from the heat

FIG. 3. (a) Temperature-dependent heat capacity for x = 0.3,
0.7, 1.1, and 1.2. Arrows mark the transition temperature. (b) C/T
vs T for xC ∼ 1.5 in the presence of different applied magnetic
fields. (c) Semilogarithmic plot of C/T against T for xC ∼ 1.5, where
the dashed black line and solid violet line represent the logarithmic
and power-law dependence, respectively. (d) Semilogarithmic plot of
�C/T vs T curve in different magnetic fields.

capacity data [65,66], where the value of α varies between
1.4 and 0.7 × 10−4 J K mol−1 as the magnetic field increases
from 0 to 16 T. Figure 3(c) shows C/T as a function of
temperature on a semilogarithmic scale in a zero magnetic
field. The zero-field curve of C/T versus T in Fig. 3(c) does
not show any magnetic ordering down to the lowest tem-
perature and follows a negative logarithmic behavior – ln T
for almost a decade in the temperature region between 0.5
and 4 K, consistent with the nFL behavior near a QCP [4].
However, it is interesting to observe that the curve below 0.5 K
deviates from the logarithmic behavior and is described by the
power law ∼ (γ0–T 1/2) which is in complete agreement with
the spin fluctuation model of Moriya for the 3D AFM case
in the weak coupling limit [14,15]. Furthermore, �C(T )/T
decreases from its value at H ∼ 0 T and becomes constant,
consistent with crossover to the Fermi liquid state with in-
creasing field [Fig. 3(d)].

D. xC = 1.5: Muon spin relaxation (μSR)

To better understand the low-temperature magnetism of
xC ∼ 1.5, μSR measurements were performed down to
50 mK. The ZF-μSR asymmetry time spectra obtained at a
few selected temperatures between 50 mK and 16 K are shown
in Fig. 4. The absence of any oscillations or fast relaxations
discards the presence of the static magnetic ordering down
to 50 mK. The relaxation spectra are dominated by muon
precession in nuclear dipolar fields and are described by the
Kubo-Toyabe function. We have analyzed the ZF spectra in
the entire temperature range using an exponentially damped
relaxation function:

GZ(t ) = A0 e(−λZFt )GKT(t ) + ABG, (1)
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FIG. 4. ZF-μSR spectra for xC ∼ 1.5 at selected temperatures
between 50 mK and 16 K. The solid black lines represent the fits
to Eq. (1).

where GKT is the Gaussian Kubo-Toyabe function [67,68] and
is given by

GKT(t ) = 1
3 + 2

3 (1 − σ 2t2) e( −σ2t2

2 ). (2)

Here, A0 is the initial symmetry at time t = 0, σ is the nu-
clear depolarization rate, σ/γμ is the distribution width of the
local fields, γμ = 135.53 MHz/T is the muon gyromagnetic
ratio, and λZF is the dynamical depolarization rate arising
from the fluctuating electronic spins. The background com-
ponent ABG originating from the muons stopping at the silver
sample holder is obtained by fitting the high-temperature
spectra and is then fixed for all other temperatures. In Eq. (1),
the static Gaussian Kubo-Toyabe function GKT(t ) results from
a Gaussian distribution of local magnetic fields at the muon
site arising from the nuclear spins, while the exponential
term e(−λZFt ) is due to the magnetic contribution caused by
dynamic magnetic fields associated with fluctuating electronic
spins.

Figure 5 presents the temperature dependence of the pa-
rameters obtained from the fits of the ZF spectrum with
Eq. (1). An almost constant A0 and σ point towards the ab-
sence of long-range ordering down to 50 mK (insets of Fig. 5).
Nevertheless, the ZF muon depolarization rate λZF (i.e., relax-
ation rate, 1/T1 of μSR) is seen to increase with a decrease in
temperature below 2 K, as shown in the main panel of Fig. 5.
The increase in λZF suggests the slowing down of the critical
spin fluctuations associated with a QCP [69]. Below 6 K, λZF

is found to obey a power law, λZF ∝ T −n, with the exponent
n ∼ 0.36(1), similar to the systems exhibiting QCP [36,70–
72]. Furthermore, λZF exhibits a cutoff below T ∼ 0.2 K,
which is consistent with the theoretically predicted behavior
∼ T n, with an exponent n ∼ 0.3 for a VF QCP [73]. Similar
behavior of λZF below T ∼ 0.1 K in Fe-doped YbAlB4 was
attributed to valence criticality [74] and is supported by a re-
cent theoretical study [72]. This further supports our previous
conclusion of IVF QCP in CeRu2-xCoxGe2 [4]. Interestingly,
the theoretically predicted value for AFM QCP with the ex-
ponent n ∼ 0.25 equally describes the data well below the

FIG. 5. Semilogarithmic temperature dependencies of parame-
ters obtained from fitting the ZF-μSR spectra for xC ∼ 1.5 using
Eq. (1). Main panel: temperature dependence of the dynamical re-
laxation rate (λZF). The solid line represents the fit to the power law,
λZF ∼ T −n. Insets: (a) A0 and (b) σ versus temperature.

cutoff temperature [73]. Both the AFM QCP and the VF QCP
suggest the vanishing of the 1/T1 in the zero-temperature
limits.

We have also measured LF-μSR spectra for T = 0.1 K
at different magnetic fields, applied along the direction
of incident muons, as shown in Fig. 6(a). It is evident
that with the application of 11.1 mT, the muon relax-
ation is suppressed and the asymmetry becomes flat with
long-time asymmetry being recovered. The curves were
fitted using the exponential function A0e(−λLFt ), which sug-
gests the homogeneous distribution of the muons inside the
sample. A similar description is reported for the homo-
geneous system YbRh2Si2 [75] and the doped compound
YbNi4(P1−xAsx )2 [70]. Figure 6(b) shows the field variation
of the relaxation rate λLF obtained from the LF fits, which
decreases rapidly with increasing magnetic field. The field
variation of λLF gives information regarding the spin auto-
correlation time τC, which is estimated using the Redfield
formalism [76]:

λLF = 2(γμHloc)2τC[
1 + (γμHLFτC)2

] . (3)

Here, Hloc is the time-varying local magnetic field at
the muon site due to the fluctuation of neighboring Ce
moments. The best fit to the data using Eq. (3) [the
solid red line in Fig. 6(b)] yields τC ≈ 5.9 × 10−6 s, in-
dicating very slow critical fluctuations. The value of the
correlation time is nearly the same as that obtained for
the homogeneous system [70]. Also, the field dependence
of the relaxation rate λLF follows a power-law behavior,
λLF(H ) ∼ H−γ with γ ∼ 0.97(1) [77] [the black dotted
line in Fig. 6(b)]. This value of γ is consistent with the
exponent γ obtained from the time-field scaling plots (de-
scribed in Sec. III E), where the time-field scaling relation
implies λLF(H ) ∝ H−γ .
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FIG. 6. (a) LF-μSR spectra for 0.1 K at selected fields; the solid
lines are the fits as described in the text. (b) Field dependence of the
relaxation rate λLF, where the solid red line is the fit to Eq. (3) and
the black dotted line shows the power-law fit.

E. Universal scaling

The system near a QCP shows a critical behavior, and
the thermodynamical properties like heat capacity and mag-
netization should obey a universal scaling behavior [78,79].
Figure 7(a) shows the temperature-field scaling of the heat
capacity data for xC ∼ 1.5. All the curves collapse onto
a single universal curve following the scaling function
C(H, T )/T –C(0, T )/T = g(HT −β ) with the exponent β ∼
1.1 ± 0.1. This is in line with our magnetization scaling [4]
and further confirms that the system is at a QCP. Similar
scaling analyses with a similar choice of exponent β are ob-
served for stoichiometric CeNi2Ge2 [80] and YbRh2Si2 [81]
compounds.

Further, the time-field (t/Hγ ) scaling of the 0.1 K data
measured at different longitudinal fields is shown in the main
panel of Fig. 7(b), while the inset shows the time-field scal-
ing of the 5 K data. The time-field scaling of LF-μSR data
is considered a unique property for the systems showing
nFL behavior. The exponent γ provides us with information

FIG. 7. (a) Scaling collapse of the heat capacity curve measured
at different constant fields. (b) Time-field scaling of LF-μSR spectra
at 0.1 K, where the dashed line is fit to the relation as described in
the main text. Inset shows a time-field scaling curve at 5 K.

regarding the spin-spin dynamical autocorrelation function
q(t ) [68,76,82]. The universal behavior is obtained with the
choice of γ ∼ 0.9 ± 0.1 for both 0.1 and 5 K curves, where
all the data scale well. The information regarding q(t ) can
be obtained using the time-field scaling relation because q(t )
is theoretically predicted to exhibit a power-law correlation
q(t ) = ct−α with γ = 1−α < 1 and stretched exponential
correlation q(t ) = c e(−λt )β for γ = 1 + β > 1 [77]. Thus, our
value of the scaling exponent γ ∼ 0.9 ± 0.1 (which is close
to 1) indicates that q(t ) can be approximated either by a
power law or a stretched exponential. The value of exponent
γ obtained from the time-field scaling relation is consistent
with γ obtained from the power-law behavior λLF(H ) ∝ H−γ

[Fig. 6(b)], which suggests long spin-spin correlation times
and slow magnetic spin fluctuations as expected near the crit-
ical region.

Our observed value of γ is close to the values reported for
the systems showing QCP, such as Sm1−xLaxNiC2 (x = 0.92)
[83], CePd0.15Rh0.85 [36], and YbRh2Si2 [68]. In our case, γ is
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FIG. 8. T -x phase diagram of CeRu2-xCoxGe2 including the re-
sults of C(T ), XANES, and XPS measurements for different x from
the present study. Some data points (green solid circles, magenta
stars, and TK) are taken from Ref. [4]. The right scale in blue shows
the valence of the Ce ion.

independent of temperature, as the value of the exponent γ is
similar for 0.1 and 5 K data, which indicates that the origin of
these slow fluctuations is quantum rather than thermal [77]. In
contrast, the temperature dependence of γ is usually observed
for the glassy system, e.g., AgMn, where γ increases as the
temperature approaches the glass transition temperature [82].
The dashed line in the main panel of Fig. 7(b) is the fit
using stretched-exponential relation e(−λLFt )β with β ∼ 1.15.
The closeness of the exponent β to unity implies that there
is an exponential relaxation throughout the sample, which
further confirms that the system exhibits homogeneous spin
fluctuations [70].

IV. DISCUSSION

The above findings for the critical concentration suggest
the coinciding spin and valence fluctuations at a T = 0 K
QCP. Nonetheless, a complete insight into the interplay of
the spin and valence fluctuations could be envisaged from
the T -x phase diagram (see Fig. 8). The TC and TN values
obtained from the heat capacity measurements for our new
compositions, x = 0.3, 0.7, 1.1, and 1.2, smoothly traverse the
Doniach phase diagram and show a complete suppression of
TN near xC ∼ 1.5, resulting in an AFM QCP. The results of our
low-temperature heat capacity and the muon depolarization
rate λZF for xC ∼ 1.5 further confirm an AFM QCP consistent
with the spin fluctuation theory of Moriya [14]. It should be
noted that the description of spin fluctuation theory is gen-
erally valid for the 3d itinerant systems [15]. Surprisingly, a
similar description of the heat capacity using spin fluctuation
theory has been obtained for Ce1−xLaxRu2Si2, CeCu5.8Au0.2,
and YbCu3.5Al1.5 in the case of 4 f localized systems [84–86].
Additionally, the temperature-field and time-field scaling of

the heat capacity and LF-μSR, respectively, suggest the im-
portance of slow and long ranged critical fluctuations near an
AFM QCP.

Nonetheless, the temperature-dependent XANES and XPS
results for the present case suggest the role of incipient va-
lence fluctuations for xC ∼ 1.5 due to its proximity to the IVF
compound CeCo2Ge2 [32,33]. This is also supported by the
muon depolarization rate λZF for xC ∼ 1.5, which could be
described using the VF QCP below 0.2 K [72,73]. The sur-
vival of valence fluctuations down to the lowest temperature
further validates our previous resistivity and magnetization
results in favor of VF QCP [4]. An increase in the Ce valence
with x indicates the strengthening of the 4 f -conduction elec-
tron hybridization, as demonstrated by an increase in Kondo
temperature TK [4].

In addition, the role of disorder inherent to doping presents
an important trait for the study of the QPTs. For example,
the quantum Griffiths phase as a result of doping-induced
disorder was recently reviewed in Ce(Cu1−xCox )2Ge2 [87].
Another study proposed similar disorder-induced clusters in
Ce(Fe0.76Ru0.24)2Ge2, formed as a result of the distribu-
tion of local Kondo screening temperatures [88]. In general,
disorder-driven theories such as the Griffiths phase model
or Kondo disorder model can produce a distribution of lo-
cal fluctuation rates. However, the cooperative phenomena
in CeRu2-xCoxGe2 resulting from time-field scaling behavior
and the homogeneous relaxation of the μSR depolarization
rate contradict the role of various correlation times, implying
that the disorder has a minimal contribution to the current
system.

V. CONCLUSIONS

The Ce LIII edge XANES profile for CeRu2-xCoxGe2 (x =
0, 1.5, and 2) confirms the valence fluctuating state for
x � 1.5. The XPS results further verify the noninteger va-
lence for the critical concentration, xC ∼ 1.5. However, the
AFM QCP is strongly supported by the lack of long-range
magnetic ordering at xC ∼ 1.5, as confirmed by ZF-μSR
and heat capacity measurements down to 50 mK. The
temperature-field and time-field scaling analyses of heat
capacity and LF-μSR data, respectively, confirm the signif-
icance of critical and cooperative spin fluctuations around
this AFM QCP. Moreover, the behavior of λZF (T ) strongly
suggests the role of valence fluctuations surviving down to
the lowest measured temperatures in accordance with the
VF QCP. A substantial hybridization of the 4 f and con-
duction electrons suggests the simultaneous interplay of the
spin and valence fluctuations driving the quantum criticality
in CeRu2-xCoxGe2.
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