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#### Abstract

We consider the time-dependent transverse field Ising chain with time-periodic perturbations. Without perturbations, this model is one of the famous models that obeys the scaling in the adiabatic limit predicted by the quantum Kibble-Zurek mechanism (QKZM). However, it is known that when oscillations are added to the system, the nonperturbative contribution becomes larger and the scaling may break down even if the perturbation is small. Therefore, we analytically analyze the density of defects in the model and discuss how much the oscillations affect the scaling. As a result, although the nonperturbative contribution does not become zero in the adiabatic limit, the scaling does not change from the prediction of the QKZM. This indicates that the QKZM is robust to the perturbations.
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## I. INTRODUCTION

The Kibble-Zurek mechanism (KZM) is a fundamental concept that explains the formation of topological defects during nonequilibrium phase transitions. The original theory was proposed in the context of cosmology, where the universe underwent a symmetry-breaking phase transition in the early stages of its evolution [1,2]. Since then, the KZM has been adapted to condensed matter systems, especially in the study of quantum phase transitions [3-5]. The KZM has been experimentally validated in a variety of systems, such as superfluid helium experiments [6] and superconductor experiments [7-9].

The quantum Kibble-Zurek mechanism (QKZM) is an extension of the KZM that incorporates quantum effects. In the context of phase transitions, quantum corrections can lead to significant modifications in the physics near the critical point, giving rise to novel phenomena. The QKZM has been developed to investigate how these quantum corrections affect the predictions of the KZM and take into account the quantum fluctuations near the critical point. The QKZM has already been studied [10-53] and observed in many experiments [54-77]. In the study of the QKZM, a theoretical approach based on the one-dimensional transverse field Ising model is sometimes used [25-50,70-76]. The system begins with all spins aligned which corresponds to the ground state at infinite past. As the system's energy evolves linearly with time such as $v\left(t-t_{c}\right)$, a phase transition occurs, resulting in the emergence of defects. According to the QKZM, the density of defects is generally given by $n \propto v^{d \nu /(1+z v)}$, where $d$ is the dimension of the system, $z$ is the dynamic exponent, and $v$ is the correlation length exponent. In the one-dimensional transverse field Ising model, these exponents are given by $z=v=1[10,45]$.

This scaling is an estimate of the computational time for quantum annealing, since it corresponds to the probability of successfully obtaining the ground state. Therefore, it is important to investigate what happens to the scaling when the linear ramp is deviated or perturbations are added.

The robustness to these changes has been investigated in several previous studies. For example, when the spin-spin coupling is changed alternately, the density of defects includes a factor that decays exponentially and is subject to large corrections [48]. Furthermore, the numerical simulation shows that the density of defects increases due to the effect of white noise. [49]. It is also known to exhibit nontrivial behavior when oscillations are added as perturbations, but the effect of the perturbation on the scaling is not derived analytically [51].

This nontrivial behavior, caused by adding an oscillation term to a linear ramp, is also observed in other fields. The Franz-Keldysh effect, originally proposed in the 1950s [78-81], is an important phenomenon observed in semiconductors when subjected to strong electric fields. This analysis method is also applied to the dynamically assisted Schwinger mechanism [82], the extension of the Schwinger mechanism [83-85] which explains the phenomenon in quantum electrodynamics where electron-positron pairs are generated in a vacuum by the application of an electric field. Recent research on the dynamically assisted Schwinger mechanism calculates the particle pair creation rate analytically using the Furry picture (FP) [86] for a system in which an oscillating electric field is perturbatively added to a strong constant electric field. It has been suggested that the perturbed electric field allows nonadiabatic contributions to appear [87,88].

In this paper, we consider the transverse field Ising model which depends linearly on time, with time-periodic perturbations, and investigate how the addition of oscillations affects the phase transition behavior in the QKZM framework. The analytical expression of the density of defects is derived using the Landau-Zener-Stükelberg-Majorana (LZSM) model [89-92]. The LZSM model describes a two-level system whose Hamiltonian has diagonal elements that are linearly dependent on time, while the off-diagonal elements are time-independent. The calculations are performed using the perturbation and FP formulation to derive analytical solutions with approximations. The perturbation approximation is valid
for the nonadiabatic region, while the FP formulation is valid for the adiabatic region.

The structure of this paper is as follows. In Sec. II, we analyze the contribution of time-periodic perturbations to the two-level system for the calculations in the next section. In this section, we introduce the LZSM model and analyze the dynamics of the system when time-periodic perturbations are added, using the perturbation theory and the FP formalism. Furthermore, we confirm that these approximate solutions are in good agreement with numerical calculations. In Sec. III, we consider a time-dependent transverse field Ising chain with a time-periodic perturbation. We determine how the density of defects changes when a time-periodic perturbation is applied to the diagonal or off-diagonal elements, and compare the results with those obtained by the QKZM. In Sec. IV, we summarize the discussion so far.

## II. TRANSITION PROBABILITIES OF TWO-LEVEL SYSTEM

This section focuses on the treatment of the LZSM model in the presence of an external oscillation field to analyze many-body systems later. There have been some previous studies on this topic [93,94]. Here, we introduce the LZSM model first, and the perturbation theory and the FP formulation for the LZSM model. Finally, we evaluate the validity of these approximations.

## A. LZSM model

The LZSM model is described by the two-level Hamiltonian

$$
H_{\mathrm{LZSM}}(t)=\frac{1}{2} v t \sigma^{z}+\Delta \sigma^{x}
$$

In this model, if a state was an instantaneous eigenstate in the infinite past, the probability of transitioning to another instantaneous eigenstate in the infinite future is given by

$$
\begin{equation*}
P_{\mathrm{LZSM}}=\exp \left(-\frac{2 \pi \Delta^{2}}{v}\right) \tag{1}
\end{equation*}
$$

where the natural units are used. When $\Delta$ is significantly larger than $\sqrt{v}$, the system is considered adiabatic, resulting in a small transition probability. Conversely, when $\Delta$ is significantly smaller than $\sqrt{v}$, the system is characterized as nonadiabatic, leading to a large transition probability. Recent studies of the LZSM model have investigated the dynamics under various conditions, including the presence of external
oscillating perturbations [93-104]. The perturbation approach derives the approximate formula for the LZSM model when the diagonal elements of the Hamiltonian are small [93].

## B. Perturbation theory

In this section, we consider the two-level time-dependent Hamiltonian

$$
\begin{align*}
H(t) & =H_{z}(t)+H_{x}(t) \\
H_{z}(t) & =\frac{1}{2}[v t+\varepsilon-A \cos (\omega t)] \sigma^{z} \\
H_{x}(t) & =\left(\Delta+\frac{B}{2} \cos \omega t\right) \sigma^{x} \tag{2}
\end{align*}
$$

which is the LZSM model with oscillations of magnitude $A$ and $B$ in the diagonal and off-diagonal elements, respectively. The initial state is assumed to be $|\psi(-\infty)\rangle \propto|\uparrow\rangle$, where $\sigma_{z}|\uparrow\rangle=|\uparrow\rangle$ holds. The goal is to obtain the transition probability at the final time $p(\infty)=|\langle\psi(\infty) \mid \uparrow\rangle|^{2}$. We note that the transition probabilities were obtained approximately when either $A$ or $B$ is 0 with perturbation theory [93]. Changing the frame with the unitary operator

$$
U_{z}(t)=\exp \left(-i \int_{0}^{t} d t^{\prime} H_{z}\left(t^{\prime}\right)\right)
$$

the Schrödinger equation $i \dot{U}(t)=H(t) U(t)$ becomes

$$
i \frac{d}{d t} \hat{U}_{x}(t)=\hat{H}_{x}(t) \hat{U}_{x}(t)
$$

where we define $\hat{U}_{x}(t)=U_{z}^{\dagger}(t) U(t)$ and

$$
\begin{aligned}
\hat{H}_{x}(t)= & U_{z}^{\dagger}(t) H_{x}(t) U_{z}(t) \\
= & \left(\Delta+\frac{B}{2} \cos \omega t\right) \sum_{n=-\infty}^{\infty} \\
& \times\left(\begin{array}{cc}
0 & J_{n}\left(\frac{A}{\omega}\right) e^{\frac{i}{2} v t^{2}+i \varepsilon t-i n \omega t} \\
J_{n}\left(\frac{A}{\omega}\right) e^{-\frac{i}{2} v t^{2}-i \varepsilon t+i n \omega t} & 0
\end{array}\right) .
\end{aligned}
$$

Here, we used the formula

$$
e^{i x \sin \tau}=\sum_{n=-\infty}^{\infty} J_{n}(x) e^{i n \tau}
$$

where $J_{n}(x)$ is the Bessel function of the first kind and the basis of the matrix is $\{|\uparrow\rangle,|\downarrow\rangle\}$, where $\sigma_{z}|\downarrow\rangle=-|\downarrow\rangle$ holds. We express the state in this basis as $|\tilde{\psi}(t)\rangle=\left(C_{\uparrow}(t) \quad C_{\downarrow}(t)\right)^{\mathrm{T}}$, and these variables satisfy

$$
\begin{aligned}
& i \dot{C}_{\uparrow}(t)=\left(\Delta+\frac{B}{2} \cos \omega t\right) \sum_{n=-\infty}^{\infty} J_{n}\left(\frac{A}{\omega}\right) e^{i \frac{\nu}{2} t^{2}+i \varepsilon t-i n \omega t} C_{\downarrow}(t), \\
& i \dot{C}_{\downarrow}(t)=\left(\Delta+\frac{B}{2} \cos \omega t\right) \sum_{n=-\infty}^{\infty} J_{n}\left(\frac{A}{\omega}\right) e^{-i_{2}^{\nu} t^{2}-i \varepsilon t+i n \omega t} C_{\uparrow}(t) .
\end{aligned}
$$

The initial conditions on these variables can be regarded as $C_{\uparrow}(-\infty)=1$ and $C_{\downarrow}(-\infty)=0$, and the transition probability $p(\infty)$ can be expressed as $\left|C_{\uparrow}(\infty)\right|^{2}$. We introduce the dimensionless parameters $\tau=\sqrt{v} t$ and $\eta=A / \omega$, and we define $\tilde{o}=\circ / \sqrt{v}$. By
successive substitutions, we obtain the following result,

$$
\begin{aligned}
C_{\uparrow}(\infty)-1 \simeq & -\sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} J_{n}(\eta) J_{m}(\eta) \int_{-\infty}^{\infty} d \tau \int_{-\infty}^{\tau} d \tau^{\prime}\left(\tilde{\Delta}+\frac{\tilde{B}}{2} \cos \tilde{\omega} \tau\right)\left(\tilde{\Delta}+\frac{\tilde{B}}{2} \cos \tilde{\omega} \tau^{\prime}\right) e^{\frac{i}{2}\left(\tau^{2}-\tau^{2}\right)+i \tilde{\varepsilon}\left(\tau-\tau^{\prime}\right)-i \tilde{\omega}\left(n \tau-m \tau^{\prime}\right)} \\
= & -2 \pi \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty}\left(\tilde{\Delta} J_{n}(\eta)+\frac{\tilde{B}}{4} J_{n+1}(\eta)+\frac{\tilde{B}}{4} J_{n-1}(\eta)\right)\left(\tilde{\Delta} J_{m}(\eta)+\frac{\tilde{B}}{4} J_{m+1}(\eta)+\frac{\tilde{B}}{4} J_{m-1}(\eta)\right) \\
& \times \exp \left(-\frac{i}{2} \tilde{\omega}\left(n^{2} \tilde{\omega}-2 n \tilde{\varepsilon}\right)+\frac{i}{2} \tilde{\omega}\left(m^{2} \tilde{\omega}-2 m \tilde{\varepsilon}\right)\right) \theta(n-m),
\end{aligned}
$$

where we define the step function

$$
\theta(x)=\left\{\begin{array}{lc}
1 & (x>0), \\
1 / 2 & (x=0), \\
0 & (x<0) .
\end{array}\right.
$$

Here, we assume $\tilde{\Delta}$ and $\tilde{B}$ are small enough that this approximation is valid in the nonadiabatic region. Finally, the transition probability is approximately

$$
\begin{align*}
p(\infty) \simeq & \exp \left[-4 \pi \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty}\right. \\
& \times\left(\tilde{\Delta} J_{n}(\eta)+\frac{\tilde{B}}{4} J_{n+1}(\eta)+\frac{\tilde{B}}{4} J_{n-1}(\eta)\right) \\
& \times\left(\tilde{\Delta} J_{m}(\eta)+\frac{\tilde{B}}{4} J_{m+1}(\eta)+\frac{\tilde{B}}{4} J_{m-1}(\eta)\right) \\
& \times \cos \left(\frac{1}{2} \tilde{\omega}\left(n^{2} \tilde{\omega}-2 n \tilde{\varepsilon}\right)\right. \\
& \left.\left.-\frac{1}{2} \tilde{\omega}\left(m^{2} \tilde{\omega}-2 m \tilde{\varepsilon}\right)\right) \theta(n-m)\right] \\
= & P_{\text {PT }} . \tag{3}
\end{align*}
$$

We note that the transition probability $p(\infty)$ must be periodic with $\varepsilon$ because

$$
H\left(t, \varepsilon-2 \pi n \frac{v}{\omega}\right)=H\left(t-n \frac{2 \pi}{\omega}, \varepsilon\right), \quad \forall n \in \mathbb{Z},
$$

holds and the period is $2 \pi / \tilde{\omega}$.

## C. Furry picture

Next, we decompose the Hamiltonian (2) as in

$$
\begin{aligned}
H(t) & =H_{0}(t)+H_{1}(t), \\
H_{0}(t) & =\frac{1}{2}(v t+\varepsilon) \sigma_{z}+\Delta \sigma_{x}, \\
H_{1}(t) & =\frac{1}{2} \cos \omega t\left(-A \sigma_{z}+B \sigma_{x}\right),
\end{aligned}
$$

where $H_{0}(t)$ is the Hamiltonian of the LZSM model. Let $U_{0}(t)$ be the time-evolution operator of $H_{0}(t)$ and we define $\hat{H}_{1}(t)=U_{0}^{\dagger}(t) H_{1}(t) U_{0}(t)$. If the $\hat{H}_{1}(t)$ is sufficiently small, we can approximate the time-evolution operator by first order:

$$
U(t) \simeq U_{0}(t)\left(I-i \int_{t_{0}}^{t} d t^{\prime} \hat{H}_{1}\left(t^{\prime}\right)\right) .
$$

Then, the transition probability becomes

$$
\begin{aligned}
p(\infty) & \left.\simeq\left|\langle\uparrow| U_{0}(\infty)\right| \uparrow\right\rangle-\left.i\langle\uparrow| U_{0}(\infty) \int_{-\infty}^{\infty} d t^{\prime} \hat{H}_{1}\left(t^{\prime}\right)|\uparrow\rangle\right|^{2} \\
& =: P_{\mathrm{FP}} .
\end{aligned}
$$

We note that we need to consider up to the second-order perturbation if we approximate the transition probability by the second order of $\hat{H}_{1}$ :

$$
\begin{aligned}
p(\infty) \simeq & P_{\mathrm{FP}}-2 \operatorname{Re}\left(\langle\uparrow| U_{0}(\infty)|\uparrow\rangle^{*}\right. \\
& \left.\times\langle\uparrow| U_{0}(\infty) \int_{-\infty}^{\infty} d t \int_{-\infty}^{t} d t^{\prime} \hat{H}_{1}(t) \hat{H}_{1}\left(t^{\prime}\right)|\uparrow\rangle\right) .
\end{aligned}
$$

However, we assume that the last term is negligible. This assumption is justified in the adiabatic limit because the term contains an exponentially small term in the limit. The above method is called the Furry picture formalism [86].

With this formalism, the transition probability in the adiabatic limit is

$$
\begin{align*}
P_{\mathrm{FP}} \simeq & \left.\left|\langle\downarrow| \int_{-\infty}^{\infty} d t \hat{H}_{1}(t)\right| \uparrow\right\rangle\left.\right|^{2} \\
\simeq & \pi^{2} e^{-2 \pi \tilde{\Delta}^{2}} \mid \eta_{1} \tilde{F}_{1}\left(-i \tilde{\Delta}^{2}, 0, i \tilde{\omega}^{2}\right) \\
& -i \tilde{B} \frac{|\tilde{\Delta}|}{2}\left[1 \tilde{F}_{1}\left(-i \tilde{\Delta}^{2}, 1, i \tilde{\omega}^{2}\right)\right. \\
& \left.+{ }_{1} \tilde{F}_{1}\left(-i \tilde{\Delta}^{2}+1,1, i \tilde{\omega}^{2}\right)\right]\left.\right|^{2}, \tag{4}
\end{align*}
$$

where ${ }_{1} \tilde{F}_{1}(a, b, x)$ is the regularized confluent hypergeometric function of the first kind. We derive the probability in the Appendix and the probability without the adiabatic limit is (A1). The first-order approximation in this method is valid in the region where both $\eta, \tilde{B}$ are small. Unlike perturbation theory, this method does not treat $\tilde{\Delta}$ as small values, but rather assumes that it takes on large values. In this way, this method calculates nonperturbative effects on $\tilde{\Delta}$.

## D. Numerical calculation

In this subsection, we compare the approximate formula (3) and (A1) or (4) with the results of numerical solution of the Schrödinger equation.

First, consider the case of the nonadiabatic limit and the case $\tilde{A}=0$. In this case, only the off-diagonal component has
an oscillating term and the transition probability (3) can be expressed as

$$
\begin{align*}
P_{\mathrm{PT}}= & \exp \left[-2 \pi \tilde{\Delta}^{2}-\frac{\pi}{2} \tilde{B}^{2} \cos ^{2}(\tilde{\omega} \tilde{\varepsilon})\right. \\
& \left.-2 \pi \tilde{B} \tilde{\Delta} \cos \left(\frac{\tilde{\omega}^{2}}{2}\right) \cos (\tilde{\omega} \tilde{\varepsilon})\right] \tag{5}
\end{align*}
$$

The result (5) is also derived in the previous study [93]. We note, however, that a factor of $1 / 4$ is missing in the third term of Eq. (7) in [93].

The numerical results in this case are shown in Fig. 1(a). In the region where $\tilde{B}$ is small, the numerical calculation and the approximate expression (5) are in good agreement. On the other hand, as $\tilde{B}$ increases, the contribution of $O\left(\tilde{B}^{3}\right)$, which is ignored in the approximate expression (5), increases, resulting in deviation from the numerical calculation.

Next, consider the case $\tilde{B}=0$. From (3), the transition probability can be expressed as

$$
\begin{align*}
P_{\mathrm{PT}}= & \exp \left\{-4 \pi \tilde{\Delta}^{2} \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} J_{n}(\eta) J_{m}(\eta)\right. \\
& \left.\times \cos \left[\tilde{\omega}\left(\frac{1}{2}\left(n^{2}-m^{2}\right) \tilde{\omega}-(n-m) \tilde{\varepsilon}\right)\right] \theta(n-m)\right\} . \tag{6}
\end{align*}
$$

The numerical results in this case are shown in Fig. 1(b). Here, the sum was calculated in the range of $-10 \leqslant n, m \leqslant$ 10. In this case, the sum is large enough that even if $\eta=A / \omega$ is not small, the numerical calculation and the approximate expression (6) are in good agreement. In Fig. 1(b), the transition probabilities show a simple behavior as $\tilde{\omega}$ increases. This corresponds to the region where $\eta$ is sufficiently small. In this limit, (6) yields

$$
P_{\mathrm{PT}} \simeq \exp \left[-2 \pi \tilde{\Delta}^{2}\left(1+2 \eta \sin (\tilde{\omega} \tilde{\varepsilon}) \sin \frac{\tilde{\omega}^{2}}{2}\right)\right]
$$

This result is also derived in the previous study [93].
Finally, consider the case $\tilde{A} \neq 0$ and $\tilde{B} \neq 0$. The numerical results for this case are shown in Fig. 1(c). In this case, the numerical calculation and the approximate formula (3) agree well even for large values of $\eta$ because the sums are sufficiently large.

Next, we show the validity of (A1) in the adiabatic process. First, in the case of $\tilde{A}=0$, the results of the numerical calculations are compared with those of the expression (A1) in Fig. 2(a). It can be seen that in the region where $\tilde{B}$ is small, the results are in good agreement with the numerical calculations. The dashed line in the figure represents the LZSM transition probability (1). Although this probability is sufficiently small in the adiabatic limit, it can be seen that there are parameter regions where the transition probabilities are much larger than the LZSM transition probability for $\tilde{B} \neq 0$ due to the effects of the oscillations.

Next, in the case of $\tilde{B}=0$, the results of the numerical calculations are compared with those of (A1) in Fig. 2(b). It can be seen that in the region where $\eta$ is sufficiently small, the results are in good agreement with the numerical calculations. In this case, as in the previous case, there are parameter


FIG. 1. Numerical calculations (solid) and analytical approximate solutions (dotted) are plotted. Inset is a magnified view of the vertical axis. Parameters are (a) $\tilde{\Delta}=0.2, \tilde{\varepsilon}=0.5, \tilde{A}=0$; (b) $\tilde{\Delta}=0.75, \tilde{\varepsilon}=0.5, \tilde{B}=0$; and (c) $\tilde{\Delta}=0.2, \tilde{\varepsilon}=0.5, \tilde{B}=0.2$. In (b) and (c), the sum was calculated in the range of $-10 \leqslant n, m \leqslant$ 10 . We can see that the numerical calculation and the approximate formulas agree well in the region where $\tilde{B}$ is small.


FIG. 2. Numerical calculations (solid), analytical approximate solutions (dotted), and LZSM transition probability $P_{L Z}$ (dashed) are plotted. Inset is a magnified view of the vertical axis. Parameters are (a) $\tilde{\Delta}=0.75, \tilde{\varepsilon}=0.5, \tilde{A}=0$; (b) $\tilde{\Delta}=0.75, \tilde{\varepsilon}=0.5, \tilde{B}=0$; and (c) $\tilde{\Delta}=0.75, \tilde{\varepsilon}=0.5, \tilde{B}=0.3$. We can see that the numerical calculation and the approximate formula agree well in the region where $\eta$ and $\tilde{B}$ are small.


FIG. 3. Numerical calculations (solid), analytical approximate solutions [dotted; (A1)], and analytical approximate solutions in the adiabatic limit [dashed; (4)] are plotted. Inset is a magnified view of the vertical axis. Parameters are $\tilde{\Delta}=1.0, \tilde{\varepsilon}=0.5, \tilde{B}=0.3$. It can be seen that the dotted lines (A1) and the dashed lines (4) agree well, especially in regions where $\eta$ is sufficiently small.
regions where the transition probabilities are much larger than the LZSM transition probability due to the oscillations.

In addition, Fig. 2(c) compares the results of the numerical calculations with those of (A1) in the case of $A \neq 0$ and $B \neq$ 0 . In this case, we can see that (A1) is in good agreement with the numerical calculation in the region where $\eta$ is sufficiently small due to the small value of $\tilde{B}$.

Finally, we check that (4) is consistent with (A1) in the adiabatic limit. The results are shown in Fig. 3. In this case, it can be seen that (A1) is consistent with (4), especially in regions where $\eta$ is sufficiently small.

## III. TRANSVERSE ISING CHAIN WITH TIME-PERIODIC PERTURBATION

Next, we consider the transverse field Ising model which depends linearly on time, with time-periodic perturbations. For this model, there is a previous study that investigated the model numerically [51]. However, this study only shows that the transfer matrix method [94] agrees with the numerical calculations. In the following, we consider the case where the perturbations are uniformly contained in the diagonal or off-diagonal elements.

## A. Perturbation in the diagonal elements

We consider the time-dependent Hamiltonian

$$
\begin{aligned}
H_{D}(t) & =-\sum_{j=1}^{N}\left(\frac{J}{2} \sigma_{j}^{x} \sigma_{j+1}^{x}+g(t) \sigma_{j}^{z}\right), \\
g(t) & =\frac{1}{4}\left[v t+\varepsilon^{\prime}-A \cos (\omega t)\right]
\end{aligned}
$$

where we impose the periodic boundary condition

$$
\sigma_{N+j}^{a}=\sigma_{j}^{a} .
$$



FIG. 4. Time dependence of instantaneous eigenvalues of the Hamiltonian in (7) for $\tilde{J}=7.0, \eta=0.05, \tilde{\omega}=6.0, \tilde{\varepsilon}^{\prime}=0.5$. It is plotted as $N=50$. The two-level system represented by the line (orange, red) corresponds to a nonadiabatic region with a narrow gap, while the line (green, purple) corresponds to an adiabatic region with a wide gap.

This Hamiltonian has $\mathbb{Z}_{2}$ symmetry and only the space to which the ground state belongs will be considered from now on. Here, we introduce the spinless fermion operators $c_{j}$ using the Jordan-Wigner (JW) transformation

$$
\sigma_{j}^{z}=1-2 c_{j}^{\dagger} c_{j}, \quad \sigma_{j}^{x}=\left(c_{j}^{\dagger}+c_{j}\right) \prod_{l<j}\left(-\sigma_{l}^{z}\right),
$$

and we consider the Fourier expansion of the operators

$$
c_{j}=\frac{1}{\sqrt{N}} e^{-i \frac{\pi}{4}} \sum_{q} e^{i q j} c_{q},
$$

where $q= \pm(2 n-1) \pi / N, n \in\{1, \ldots, N / 2\}$. In the Heisenberg picture, these operators satisfy

$$
\begin{align*}
i \frac{d}{d t}\binom{c_{q}(t)}{c_{-q}^{\dagger}(t)} & =\left(\begin{array}{cc}
E_{q}(t) & \delta_{q} \\
\delta_{q} & -E_{q}(t)
\end{array}\right)\binom{c_{q}(t)}{c_{-q}^{\dagger}(t)}, \\
E_{q}(t) & =J \cos q+\frac{1}{2}\left[v t+\varepsilon^{\prime}-A \cos (\omega t)\right], \\
\delta_{q} & =-J \sin q . \tag{7}
\end{align*}
$$

The eigenvalues of the Hamiltonian in (7) are shown in Fig. 4. It can be seen that when $q \simeq 0, \pm \pi$, the energy gap is small, corresponding to the nonadiabatic region where nonadiabatic transitions occur, while in the other region, the energy gap is large, corresponding to the adiabatic region.

The initial state is set to be the ground state at $t=-\infty$ $:|\psi(-\infty)\rangle=|\downarrow\rangle^{\otimes N}$. The final time is set to $t=t_{F}$ and we calculate the expectation value

$$
\begin{aligned}
\langle\mathcal{N}\rangle & =\frac{1}{2}\langle\psi(-\infty)| \sum_{j}\left[1-\sigma_{j}^{z}\left(t_{F}\right)\right]|\psi(-\infty)\rangle \\
& =\sum_{j=1}^{N}\langle\psi(-\infty)| c_{j}^{\dagger}\left(t_{F}\right) c_{j}\left(t_{F}\right)|\psi(-\infty)\rangle \\
& =\sum_{q}\langle 1(q)| c_{q}^{\dagger}\left(t_{F}\right) c_{q}\left(t_{F}\right)|1(q)\rangle
\end{aligned}
$$

where $c_{q}^{\dagger}(-\infty) c_{q}(-\infty)|1(q)\rangle=|1(q)\rangle$ and we used the fact that the initial state can be written as $\bigotimes_{q}|1(q)\rangle$. The solution of (7) can be expressed as

$$
\binom{c_{q}(t)}{c_{-q}^{\dagger}(t)}=\left(\begin{array}{cc}
u_{q}(t) & -v_{q}^{*}(t) \\
v_{q}(t) & u_{q}^{*}(t)
\end{array}\right)\binom{c_{q}(-\infty)}{c_{-q}^{\dagger}(-\infty)}
$$

where $\left|u_{q}(t)\right|^{2}+\left|v_{q}(t)\right|^{2}=1$ holds. Then, the expectation value becomes

$$
\begin{aligned}
\langle\mathcal{N}\rangle & \left.=\sum_{q}\langle 1(q))\left|c_{q}^{\dagger}\left(t_{F}\right) c_{q}\left(t_{F}\right)\right| 1(q)\right\rangle \\
& =\sum_{q}\left|u_{q}\left(t_{F}\right)\right|^{2} .
\end{aligned}
$$

In the thermodynamic limit, the normalized expectation value can be expressed as

$$
n\left(t_{F}\right)=\frac{\left\langle\mathcal{N}\left(t_{F}\right)\right\rangle}{N} \rightarrow \int_{-\pi}^{\pi} \frac{d q}{2 \pi}\left|u_{q}\left(t_{F}\right)\right|^{2}
$$

In the model considered in this study, the phase transition points exist at times satisfying $g(t)= \pm J / 2$. However, as shown in (7), these phase transition points do not produce interference effects as discussed in previous studies [37]. Therefore, we will assume that $t_{F}=\infty$ for the current discussion.

First, we consider a nonadiabatic region. The nonadiabatic region corresponds to the situation $\kappa_{q} \ll 1$, where $\kappa_{q}=$ $\tilde{J}^{2} \sin ^{2} q$. In this region, we obtain from (6)

$$
\begin{equation*}
\left|u_{q}(\infty)\right|^{2} \simeq \exp \left\{-4 \pi \kappa_{q} \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} J_{n}(\eta) J_{m}(\eta) \cos \left[\tilde{\omega}\left(\frac{1}{2}\left(n^{2}-m^{2}\right) \tilde{\omega}-(n-m)\left(\tilde{\varepsilon}^{\prime}+2 \tilde{J} \cos q\right)\right)\right] \theta(n-m)\right\} \tag{8}
\end{equation*}
$$

where we define $\eta=A / \omega$. In the adiabatic limit where $\tilde{J}$ is sufficiently large, there is a nonadiabatic region only near $q=0, \pm \pi$. In the vicinity of $q=0$, we obtain

$$
\left|u_{q}(\infty)\right|^{2} \simeq \exp \left\{-2 \pi \tilde{J}^{2} q^{2}-4 \pi \tilde{J}^{2} q^{2} \sum_{n>m} J_{n}(\eta) J_{m}(\eta) \cos \left[\tilde{\omega}\left(\frac{1}{2}\left(n^{2}-m^{2}\right) \tilde{\omega}-(n-m)\left(\tilde{\varepsilon}^{\prime}+2 \tilde{J}\right)\right)\right]\right\}=e^{-\alpha q^{2}}
$$

and in the vicinity of $q= \pm \pi$, we get

$$
\left|u_{q}(\infty)\right|^{2} \simeq \exp \left\{-2 \pi \tilde{J}^{2}(q \mp \pi)^{2}-4 \pi \tilde{J}^{2}(q \mp \pi)^{2} \sum_{n>m} J_{n}(\eta) J_{m}(\eta) \cos \left[\tilde{\omega}\left(\frac{1}{2}\left(n^{2}-m^{2}\right) \tilde{\omega}-(n-m)\left(\tilde{\varepsilon}^{\prime}-2 \tilde{J}\right)\right)\right]\right\}=e^{-\beta(q \mp \pi)^{2}}
$$

We note that $\left|u_{q}(\infty)\right|^{2}$ has the finite value near $q=0, \pm \pi$ in this region if $\alpha, \beta \propto \tilde{J}^{2}$ is large enough.

Next, in the adiabatic region $\kappa_{q} \gg 1$, we obtain

$$
\begin{align*}
\left|u_{q}(\infty)\right|^{2} & \left.\left.\simeq \pi^{2} \eta^{2} e^{-2 \pi \kappa_{q}}\right|_{1} \tilde{F}_{1}\left(-i \kappa_{q} ; 0 ; i \tilde{\omega}^{2}\right)\right|^{2} \\
& =: P_{\mathrm{FP}}(q) \tag{9}
\end{align*}
$$

from (4).
The distribution of $\left|u_{q}(\infty)\right|^{2}$ is shown in Fig. 5. This figure shows that in addition to the transitions at $q=0, \pi$ predicted by the KZ mechanism, other transitions occur around them, which is the result from the time-periodic perturbation. We note that if $\tilde{J}$ is larger, the transitions in the adiabatic region occur closer to these vicinities as long as $\tilde{\omega}$ and $\eta$ are fixed.

From the above discussion, we obtain the expectation value approximately,

$$
\begin{align*}
n(\infty) & \simeq \int_{-\infty}^{\infty} \frac{d q}{2 \pi}\left(e^{-\alpha q^{2}}+e^{-\beta q^{2}}\right)+\int_{-\pi}^{\pi} \frac{d q}{2 \pi} P_{\mathrm{FP}}(q) \\
& =\frac{1}{2 \sqrt{\pi}}\left(\frac{1}{\sqrt{\alpha}}+\frac{1}{\sqrt{\beta}}\right)+n_{\mathrm{FP}}  \tag{10}\\
n_{\mathrm{FP}} & =\int_{-\pi}^{\pi} \frac{d q}{2 \pi} P_{\mathrm{FP}}(q)
\end{align*}
$$



FIG. 5. Comparison of numerical calculations and approximate expressions of $\left|u_{q}(\infty)\right|^{2}$ for $\tilde{J}=7.0, \eta=0.05, \tilde{\omega}=6.0, \tilde{\varepsilon}^{\prime}=0.5$. It is plotted as $N=200$. The solid line shows the numerical calculation of $\left|u_{q}(\infty)\right|^{2}$, while the green dotted line is the result of plotting the approximate expression in the nonadiabatic region (8). The pink dash-dotted line shows the result without oscillation: $A=0$. The instantaneous eigenvalues corresponding to the maximum value in (8) are represented by orange and red lines in Fig. 4. The orange dashed line is the result of plotting the approximate expression in the adiabatic region (9). The instantaneous eigenvalues corresponding to the maximum value in (9) are represented by green and purple lines in Fig. 4.

From (10), we see that the first term is proportional to $\tilde{J}^{-1}$. This corresponds to the part of the QKZM where perturbative oscillatory effects are added to the nonadiabatic transition. The second term $n_{\mathrm{FP}}$ is the contribution from the nonperturbative effect. In fact, this term is also proportional to $\tilde{J}^{-1}$. This can be seen as follows. First, for sufficiently large $\tilde{J}, P_{\mathrm{FP}}(q)$ has a value of only $q \simeq 0, \pm \pi$, so $n_{\mathrm{FP}}$ can be transformed to

$$
\left.\left.n_{\mathrm{FP}} \simeq 2 \pi \eta^{2} \int_{0}^{\pi / 2} d q e^{-2 \pi \tilde{J}^{2} q^{2}}\right|_{1} \tilde{F}_{1}\left(-i \tilde{J}^{2} q^{2}, 0, i \tilde{\omega}^{2}\right)\right|^{2}
$$

Transforming to $\tilde{J} q=x$ and changing the upper bound of the integral to $\infty$ because the integrand function has no value at $q=\pi / 2$, we obtain

$$
\begin{equation*}
\left.\left.n_{\mathrm{FP}} \simeq \frac{2 \pi \eta^{2}}{\tilde{J}} \int_{0}^{\infty} d x e^{-2 \pi x^{2}}\right|_{1} \tilde{F}_{1}\left(-i x^{2}, 0, i \tilde{\omega}^{2}\right)\right|^{2} \tag{12}
\end{equation*}
$$

This approximation and the original definition (11) are plotted in Fig. 6. The fact that both agree where $\tilde{J}$ is large indicates that this approximation is correct and that the nonperturbative contribution also shows a scaling of $\tilde{J}^{-1}$. It can also be seen numerically that the peak of $n_{\mathrm{FP}}$ appears where $\tilde{\omega}=2 \tilde{J}$ is satisfied. This can be interpreted as a result of the resonance phenomenon. Figure 7 shows the dependence of the coefficient of $\tilde{J}^{-1}$ in (12) on $\tilde{\omega}$. It can be seen that the contribution of this nonperturbative term increases as the frequency and the amplitude increase.

To confirm that the derived equation (10) is correct as an approximation, we finally check it with numerical calculation when $N$ is finite as shown in Fig. 8. Because the contribution


FIG. 6. Comparison of the numerical calculation of (11) (solid) and the approximate expression (dashed) for $\eta=0.05, \tilde{\varepsilon}^{\prime}=0.5$. The dashed lines represent (12). It can be seen that (12) is an approximation where $\tilde{J}$ is sufficiently large and agrees well with the numerical calculation. This shows that the spin number density due to the nonperturbative effect $n_{\mathrm{FP}}$ also scales with $\tilde{J}^{-1}$.


FIG. 7. The dependence of the coefficient of $\tilde{J}^{-1}$ in (12) on $\tilde{\omega}$. The coefficient increases as $\tilde{\omega}$ and $\eta$ increase. This means that the effect of perturbative oscillation becomes dominant as $\tilde{\omega}$ and $\eta$ increase.
of $n_{\mathrm{FP}}$ is large, it can be seen that the density of defects behaves differently from the case of no oscillations. As discussed, however, the scaling of $\tilde{J}^{-1} \propto \sqrt{v}$ does not change because this is the same in the nonadiabatic and adiabatic regions. This means that the QKZM is robust to the timeperiodic perturbations. To verify that the finite $N$ discussed here is sufficiently large, we compared the integral (11) with


FIG. 8. Comparison of numerical calculations and approximate expressions of the density of defects in case $N \in\{50,100,200\}, \eta=$ $0.05, \tilde{\omega}=6.0, \tilde{\varepsilon}^{\prime}=0.5$. The solid line is the result of solving the Schrödinger equation numerically, the dotted line (square) corresponds to the approximate expression (10), and the pink dashed line corresponds to the result of the QKZM which is the same in $A=0$. When solving the Schrödinger equation numerically, the initial and final times are set to $\tau=-500,500$, respectively. It can be seen that the numerical and approximate results are in good agreement. Moreover, even when $N$ is sufficiently large, the density of defects differs from that without oscillation. However, with or without oscillation, both are found to be scaled by $\tilde{J}^{-1} \propto \sqrt{v}$. This means that the QKZM is robust to the time-periodic perturbation.


FIG. 9. Comparison of the integral result for the density of defects due to the nonperturbative effect with the approximate calculation by summing over a finite $N$ for $\eta=0.05, \tilde{\omega}^{\prime}=6.0, \tilde{\varepsilon}^{\prime}=0.5$. The solid line corresponds to the sum and the dashed line to the integral numerically. The sum for $N=200$ is consistent with the integral result and is sufficiently large to be considered as the thermodynamic limit.
the sum of (9) and the result is shown in Fig. 9. It can be seen that $N=200$ is sufficient to be regarded as the thermodynamic limit.

## B. Perturbation in the off-diagonal elements

Next, we consider another time-dependent Hamiltonian

$$
\begin{aligned}
H_{O}(t) & =-\sum_{j=1}^{N}\left[J(t) \sigma_{j}^{x} \sigma_{j+1}^{x}+g(t) \sigma_{j}^{z}\right] \\
g(t) & =\frac{1}{4}\left(v t+\varepsilon^{\prime}\right) \\
J(t) & =\frac{1}{2} \Delta^{\prime}+\frac{B^{\prime}}{4} \cos \omega t
\end{aligned}
$$

where we impose the periodic boundary condition.
As before, introducing spinless fermions by the JW transformation yields

$$
\begin{aligned}
i \frac{d}{d t}\binom{c_{q}(t)}{c_{-q}^{\dagger}(t)} & =\left(\begin{array}{cc}
E_{q}(t) & \delta_{q}(t) \\
\delta_{q}(t) & -E_{q}(t)
\end{array}\right)\binom{c_{q}(t)}{c_{-q}^{\dagger}(t)}, \\
E_{q}(t) & =2 J(t) \cos q+\frac{1}{2}\left(v t+\varepsilon^{\prime}\right), \\
\delta_{q}(t) & =-2 J(t) \sin q .
\end{aligned}
$$

First, we consider a nonadiabatic region: $\kappa_{q}=$ $\tilde{\Delta}^{\prime 2} \sin ^{2} q \ll 1$. In this region, the transition amplitude becomes

$$
\begin{aligned}
\left|u_{q}(\infty)\right|^{2} \simeq & \exp \left\{-4 \pi \sin ^{2} q \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty}\left(\tilde{\Delta}^{\prime} J_{n}\left(\eta_{B} \cos q\right)\right.\right. \\
& \left.+\frac{\tilde{B}^{\prime}}{4} J_{n+1}\left(\eta_{B} \cos q\right)+\frac{\tilde{B}^{\prime}}{4} J_{n-1}\left(\eta_{B} \cos q\right)\right)
\end{aligned}
$$



FIG. 10. Comparison of numerical calculations and approximate expressions of $\left|u_{q}(\infty)\right|^{2}$ for $\tilde{\Delta}^{\prime}=7.0, \quad \tilde{B}^{\prime}=0.05, \quad \tilde{\omega}=5.0, \quad \tilde{\varepsilon}^{\prime}=$ 0.5 . It is plotted as $N=200$. The solid line shows the numerical calculation of $\left|u_{q}(\infty)\right|^{2}$, while the green dotted line is the result of plotting the approximate expression in the nonadiabatic region (13) and the orange dashed line is the result of plotting the approximate expression in the adiabatic region (14). The pink dash-dotted line shows the result without oscillation: $B^{\prime}=0$.

$$
\begin{align*}
& \times\left(\tilde{\Delta}^{\prime} J_{m}\left(\eta_{B} \cos q\right)+\frac{\tilde{B}^{\prime}}{4} J_{m+1}\left(\eta_{B} \cos q\right)\right. \\
& \left.\times \frac{\tilde{B}^{\prime}}{4} J_{m-1}\left(\eta_{B} \cos q\right)\right) \\
& \times \cos \left[\tilde { \omega } \left(\frac{1}{2}\left(n^{2}-m^{2}\right) \tilde{\omega}-(n-m)\right.\right. \\
& \left.\left.\left.\times\left(\tilde{\varepsilon}^{\prime}+2 \tilde{\Delta}^{\prime} \cos q\right)\right)\right] \theta(n-m)\right\} \tag{13}
\end{align*}
$$

where we define $\eta_{B}=B^{\prime} / \omega$. We note that this expression becomes the same with (8) in the adiabatic limit if the amplitude is small enough. On the other hand, in the adiabatic region $\kappa_{q}=\tilde{\Delta}^{\prime 2} \sin ^{2} q \gg 1$, we obtain

$$
\begin{align*}
\left|u_{q}(\infty)\right|^{2} \simeq & \pi^{2} e^{-2 \pi \kappa_{q}} \mid \eta_{B} \cos q_{1} \tilde{F}_{1}\left(-i \kappa_{q}, 0, i \tilde{\omega}^{2}\right) \\
& -i \tilde{B}^{\prime} \sin q \frac{\sqrt{\kappa_{q}}}{2}\left({ }_{1} \tilde{F}_{1}\left(-i \kappa_{q}, 1, i \tilde{\omega}^{2}\right)\right. \\
& \left.+{ }_{1} \tilde{F}_{1}\left(-i \kappa_{q}+1,1, i \tilde{\omega}^{2}\right)\right)\left.\right|^{2} \tag{14}
\end{align*}
$$

These expressions of $\left|u_{q}(\infty)\right|^{2}$ have values only at $q \simeq$ $0, \pm \pi$ if $\tilde{\Delta}^{\prime}$ is sufficiently large (Fig. 10), which is easy to see from the asymptotic expansion of $\kappa_{q}$. Furthermore, the first term in the absolute value in (14) is the largest contribution compared to the others because we focus on the regions at $q \simeq 0, \pm \pi$. This shows that the integral of $\left|u_{q}(\infty)\right|^{2}$ scales with $\tilde{\Delta}^{\prime-1}$, as in $H_{\mathrm{D}}(t)$. From the above discussion, the analytical expression for the density of defects $n(\infty)$ can be expressed as in (10).


FIG. 11. Comparison of numerical calculations and approximate expressions of the density of defects in case $N \in$ $\{50,100,200\}, \tilde{B}^{\prime}=0.3, \tilde{\omega}=5.0, \tilde{\varepsilon}^{\prime}=0.5$. The solid line is the result of solving the Schrödinger equation numerically, the dotted line (square) corresponds to the approximate expression (10), and the dashed line (pink) corresponds to the result of the QKZM which is the same in $B=0$. When solving the Schrödinger equation numerically, the initial and final times are set to $\tau=-500,500$, respectively. It can be seen that the numerical and approximate results are in good agreement. As in the diagonal oscillation, the density of defects differs from that without oscillation. However, with or without oscillation, both are found to be scaled by $\tilde{J}^{-1}$ $\propto \sqrt{v}$. This means that the QKZM is robust to the time-periodic perturbation.

We check it with a numerical calculation when $N$ is finite. In Fig. 11, we compared the density of defects obtained by numerically solving the Schrödinger equation with an approximate analytical expression. As in the previous subsection, $N=200$ can be regarded as the thermodynamic limit. This figure shows that the density of defects behaves differently compared to the case without oscillations. However, the scaling of the nonperturbative contribution is $\tilde{\Delta}^{\prime-1} \propto \sqrt{v}$, which is not different from the scaling predicted by the QKZM, indicating the robustness of the scaling. In addition, the resonance phenomenon was observed in the diagonal oscillation, but when there was oscillation in the off-diagonal elements, the resonance phenomenon was canceled out by the contribution of the second term in the absolute value of (14).

## IV. CONCLUSION

The QKZM is currently attracting attention, and scaling laws for models beyond the simple setting of an isolated system and linear sweep are also of interest. In this paper, we consider a model in which an oscillating external field is perturbatively added in addition to the usual linear linear sweep. In such a setting, it was found that it is necessary to consider not only a perturbative correction term for transitions in the nonadiabatic region, as in the usual QKZM, but also a nonperturbative correction in the adiabatic region. Moreover, although the power spectrum of transition probability is different between with and without oscillation, the nonperturbative correction term also scales as $\sqrt{v}$ in the adiabatic limit, as in
the usual QKZM, indicating the robustness of the QKZM with respect to the scaling law.

In the present study, the high symmetry in the model allows for the analytical discussion. The scaling laws of the QKZM have also been investigated for other models such as the spin glass model [105-107]. The relation between symmetry and the effect of time-periodic perturbations on the QKZM is a subject for future work. Furthermore, we need to investigate
the robustness of other quantities, such as kink-kink correlations [16,36, 108-111].
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## APPENDIX: FURRY PICTURE

In this Appendix, we use the FP to obtain the transition probability (4). In the following discussion, we use these relations,

$$
\begin{aligned}
\int_{-\infty}^{\infty} d \tau e^{i \tilde{\omega} \tau} D_{v_{1}}\left(e^{i \frac{\pi}{4}} \tau\right) D_{v_{2}}\left(e^{-i \frac{\pi}{4}} \tau\right)= & \frac{2 \pi}{\Gamma\left(-v_{1}\right)} e^{-i \frac{\pi}{4}\left(v_{1}-v_{2}\right)} e^{-i \frac{\tilde{\omega}^{2}}{2}} \tilde{\omega}^{-v_{1}-v_{2}-1} U\left(-v_{2},-v_{1}-v_{2}, i \tilde{\omega}^{2}\right), \\
\int_{-\infty}^{\infty} d \tau e^{i \tilde{\omega} \tau} D_{v_{1}}\left(e^{i \frac{\pi}{4}} \tau\right) D_{v_{2}}\left(e^{i \frac{\pi}{4}} \tau\right)= & \frac{\sqrt{2 \pi} \Gamma\left(v_{2}+1\right)}{\Gamma\left(-v_{1}\right)} e^{-i \frac{\pi}{4}\left(v_{1}+3 v_{2}+1\right)} e^{-i \frac{\tilde{\omega}^{2}}{2}} \tilde{\omega}^{-v_{1}+v_{2}} U\left(v_{2}+1,-v_{1}+v_{2}+1, i \tilde{\omega}^{2}\right) \\
& +\sqrt{2 \pi} \Gamma\left(v_{2}+1\right) e^{-i \frac{\pi}{4}\left(v_{1}-v_{2}+1\right)} e^{-i \frac{\tilde{\omega}^{2}}{2}} \tilde{\omega}^{-v_{1}+v_{2}} \tilde{F}_{1}\left(v_{2}+1,-v_{1}+v_{2}+1, i \tilde{\omega}^{2}\right), \\
\int_{-\infty}^{\infty} d \tau e^{i \tilde{\omega} \tau} D_{v_{1}}\left(e^{-i \frac{\pi}{4}} \tau\right) D_{v_{2}}\left(e^{-i \frac{\pi}{4}} \tau\right)= & \sqrt{2 \pi} e^{i \frac{\pi}{4}\left(v_{1}+3 v_{2}+1\right)} e^{-i \frac{\tilde{\omega}^{2}}{2}} \tilde{\omega}^{-v_{1}+v_{2}} U\left(-v_{1},-v_{1}+v_{2}+1, i \tilde{\omega}^{2}\right),
\end{aligned}
$$

where $D_{v}(z)$ is the parabolic cylinder function, ${ }_{1} \tilde{F}_{1}(a, b, x)$ is the regularized confluent hypergeometric function of the first kind, and $U(a, b, x)$ is the confluent hypergeometric function of the second kind. We note that these relations are derived from the integral expressions of the special functions [112] and applicable only when $\tilde{\omega}>0$.

We consider the dimensionless Hamiltonian

$$
H(\tau)=\frac{1}{2}(\tau-\tilde{A} \cos \tilde{\omega} \tau+\tilde{\varepsilon}) \sigma_{z}+\left(\tilde{\Delta}+\frac{\tilde{B}}{2} \cos \tilde{\omega} \tau\right) \sigma_{x}
$$

where we define $\tau=\sqrt{v} t$ and $\tilde{o}=\circ / \sqrt{v}$. The time-evolution operator for the LZSM Hamiltonian $(\tilde{A}=\tilde{B}=0)$ is

$$
\begin{aligned}
U_{0}\left(\tau, \tau_{0}\right) & =\left(\begin{array}{cc}
f\left(\tau, \tau_{0}\right) & -g^{*}\left(\tau, \tau_{0}\right) \\
g\left(\tau, \tau_{0}\right) & f^{*}\left(\tau, \tau_{0}\right)
\end{array}\right), \\
f\left(\tau, \tau_{0}\right) & =e^{-\frac{\pi}{2} \kappa} D_{i \kappa}\left(e^{-\frac{\pi}{4} i}\left(\tau_{0}+\tilde{\varepsilon}\right)\right) D_{-i \kappa}\left(e^{\frac{\pi}{4} i}(\tau+\tilde{\varepsilon})\right)+e^{-\frac{\pi}{2} \kappa} \kappa D_{-i \kappa-1}\left(e^{\frac{\pi}{4} i}\left(\tau_{0}+\tilde{\varepsilon}\right)\right) D_{i \kappa-1}\left(e^{-\frac{\pi}{4} i}(\tau+\tilde{\varepsilon})\right) \\
& =f_{1}\left(\tau_{0}\right) D_{-i \kappa}\left(e^{\frac{\pi}{4} i}(\tau+\tilde{\varepsilon})\right)+f_{2}\left(\tau_{0}\right) \sqrt{\kappa} D_{i \kappa-1}\left(e^{-\frac{\pi}{4} i}(\tau+\tilde{\varepsilon})\right), \\
g\left(\tau, \tau_{0}\right) & =e^{-\frac{\pi}{2} \kappa} e^{\frac{\pi}{4} i} \sqrt{\kappa} D_{i \kappa}\left(e^{-\frac{\pi i}{4} i}\left(\tau_{0}+\tilde{\varepsilon}\right)\right) D_{-i \kappa-1}\left(e^{\frac{\pi}{4} i}(\tau+\tilde{\varepsilon})\right)-e^{-\frac{\pi}{2} \kappa} e^{\frac{\pi}{4} i} \sqrt{\kappa} D_{-i \kappa-1}\left(e^{\frac{\pi}{4} i}\left(\tau_{0}+\tilde{\varepsilon}\right)\right) D_{i \kappa}\left(e^{-\frac{\pi}{4} i}(\tau+\tilde{\varepsilon})\right) \\
& =g_{1}\left(\tau_{0}\right) \sqrt{\kappa} D_{-i \kappa-1}\left(e^{\frac{\pi}{4} i}(\tau+\tilde{\varepsilon})\right)+g_{2}\left(\tau_{0}\right) D_{i \kappa}\left(e^{-\frac{\pi}{4} i}(\tau+\tilde{\varepsilon})\right) .
\end{aligned}
$$

We note that

$$
g_{1}\left(\tau_{0}\right)=e^{i \frac{\pi}{4}} f_{1}\left(\tau_{0}\right), \quad g_{2}\left(\tau_{0}\right)=-e^{i \frac{\pi}{4}} f_{2}\left(\tau_{0}\right)
$$

hold.
From this, the perturbation term can be written as

$$
\begin{aligned}
\hat{H}_{1}(\tau) & =U_{0}^{\dagger}\left(\tau, \tau_{0}\right) H_{1}(\tau) U_{0}\left(\tau, \tau_{0}\right) \\
& =\frac{1}{2} \cos \tilde{\omega} \tau\left(\begin{array}{cc}
f^{*}\left(\tau, \tau_{0}\right) & g^{*}\left(\tau, \tau_{0}\right) \\
-g\left(\tau, \tau_{0}\right) & f\left(\tau, \tau_{0}\right)
\end{array}\right)\left(-\tilde{A} \sigma_{z}+\tilde{B} \sigma_{x}\right)\left(\begin{array}{cc}
f\left(\tau, \tau_{0}\right) & -g^{*}\left(\tau, \tau_{0}\right) \\
g\left(\tau, \tau_{0}\right) & f^{*}\left(\tau, \tau_{0}\right)
\end{array}\right) \\
& =-\frac{\tilde{A}}{2} \cos \tilde{\omega} \tau\left(\begin{array}{cc}
|f|^{2}-|g|^{2} & -2 f^{*} g^{*} \\
-2 f g & |g|^{2}-|f|^{2}
\end{array}\right)+\frac{\tilde{B}}{2} \cos \tilde{\omega} \tau\left(\begin{array}{cc}
2 \operatorname{Re}\left(f g^{*}\right) & -\left(g^{*}\right)^{2}+\left(f^{*}\right)^{2} \\
f^{2}-g^{2} & -2 \operatorname{Re}\left(f g^{*}\right)
\end{array}\right),
\end{aligned}
$$

where the argument ( $\tau, \tau_{0}$ ) was omitted. To obtain the transition probability, we need to calculate

$$
\int_{-\infty}^{\infty} d \tau \hat{H}_{1}(\tau)
$$

Hereafter, the argument $\left(\tau_{0}\right)$ is omitted. When $\tilde{B}=0$, the diagonal part of the integral becomes

$$
\begin{aligned}
\int_{-\infty}^{\infty} d \tau\left[\hat{H}_{1}(\tau)\right]_{11} & =-\sqrt{2 \pi} \eta\left\{\left(\left|f_{1}\right|^{2}-\left|f_{2}\right|^{2}\right) K_{1}(\kappa, \tilde{\omega})+\sqrt{\kappa} \operatorname{Re}\left[i f_{1} f_{2}^{*} K_{2}(\kappa, \tilde{\omega})\right]\right\}, \\
K_{1}(\kappa, \tilde{\omega}) & =\sqrt{2 \pi} e^{-\frac{\pi \kappa}{2}} \operatorname{Re}\left(\frac{e^{-i \Omega}}{\Gamma(i \kappa)} U\left(-i \kappa, 0, i \tilde{\omega}^{2}\right)\right), \\
K_{2}(\kappa, \tilde{\omega}) & =e^{-\pi \kappa} e^{i \Omega} U\left(i \kappa, 0,-i \tilde{\omega}^{2}\right)+e^{-i \Omega} \Gamma(-i \kappa)\left(\frac{e^{-\pi \kappa}}{\Gamma(i \kappa)} U\left(-i \kappa, 0, i \tilde{\omega}^{2}\right)-{ }_{1} \tilde{F}_{1}\left(-i \kappa, 0, i \tilde{\omega}^{2}\right)\right), \\
\Omega & =\tilde{\omega} \tilde{\varepsilon}+\frac{\tilde{\omega}^{2}}{2} .
\end{aligned}
$$

Similarly, the off-diagonal part of the integral becomes

$$
\int_{-\infty}^{\infty} d \tau\left[\hat{H}_{1}(\tau)\right]_{21}=\sqrt{2 \pi} \eta e^{i \frac{\pi}{4}}\left\{-2 f_{1} f_{2} K_{1}(\kappa, \tilde{\omega})+\frac{i}{2} \sqrt{\kappa}\left[f_{2}^{2} K_{2}^{*}(\kappa, \tilde{\omega})+f_{1}^{2} K_{2}(\kappa, \tilde{\omega})\right]\right\} .
$$

In the adiabatic limit $\left.\left|\langle 0| U_{0}(\infty)\right| 0\right\rangle\left.\right|^{2}=e^{-2 \pi \kappa} \simeq 0$, the off-diagonal part can be written more simply as

$$
\int_{-\infty}^{\infty} d \tau\left[\hat{H}_{1}(\tau)\right]_{21} \simeq \sqrt{\frac{\pi \kappa}{2}} \eta e^{-i \frac{\pi}{4}} f_{2}^{2} e^{i \Omega} \Gamma(i \kappa)_{1} \tilde{F}_{1}^{*}\left(-i \kappa, 0, i \tilde{\omega}^{2}\right)
$$

Next, we consider the case $\tilde{A}=0$. In this case, the integrals of the diagonal part and off-diagonal part become

$$
\begin{aligned}
\int_{-\infty}^{\infty} d \tau\left[\hat{H}_{1}(\tau)\right]_{11} & =\frac{\tilde{B}}{2} \operatorname{Re}\left[e^{-i \Omega} K_{3}(\kappa, \tilde{\omega})+e^{i \Omega} K_{6}(\kappa, \tilde{\omega})\right] \\
\int_{-\infty}^{\infty} d \tau\left[\hat{H}_{1}(\tau)\right]_{21} & =\frac{\tilde{B}}{4}\left[e^{-i \Omega} K_{4}(\kappa, \tilde{\omega})+e^{i \Omega} K_{7}(\kappa, \tilde{\omega})-e^{-i \Omega} K_{5}(\kappa, \tilde{\omega})-e^{i \Omega} K_{8}(\kappa, \tilde{\omega})\right],
\end{aligned}
$$

where we define

$$
\begin{aligned}
K_{3}(\kappa, \tilde{\omega})= & -i\left(\left|f_{1}\right|^{2}-\left|f_{2}\right|^{2}\right) \sqrt{\kappa} \frac{2 \pi e^{-\frac{\pi}{2} \kappa}}{\Gamma(i \kappa)} U\left(-i \kappa+1,1, i \tilde{\omega}^{2}\right) \\
& +\left(f_{1} f_{2}^{*} \frac{\Gamma(-i \kappa)}{\Gamma(i \kappa)}-f_{2} f_{1}^{*}\right) \kappa \sqrt{2 \pi} e^{-\pi \kappa} U\left(-i \kappa+1,1, i \tilde{\omega}^{2}\right)+i f_{1} f_{2}^{*} \sqrt{2 \pi} \Gamma(-i \kappa+1)_{1} \tilde{F}_{1}\left(-i \kappa+1,1, i \tilde{\omega}^{2}\right), \\
K_{4}(\kappa, \tilde{\omega})= & \left(f_{1}^{2} \frac{\Gamma(-i \kappa)}{\Gamma(i \kappa)}-f_{2}^{2}\right) e^{-i \frac{3 \pi}{4}} \kappa \sqrt{2 \pi} e^{-\pi \kappa} U\left(-i \kappa+1,1, i \tilde{\omega}^{2}\right) \\
& +f_{1}^{2} \sqrt{2 \pi} \Gamma(-i \kappa+1) e^{-i \frac{\pi}{4}}{ }_{1} \tilde{F}_{1}\left(-i \kappa+1,1, i \tilde{\omega}^{2}\right)+4 \pi f_{1} f_{2} \sqrt{\kappa} \frac{e^{-\frac{\pi}{2} \kappa} e^{-i \frac{\pi}{4}}}{\Gamma(i \kappa)} U\left(-i \kappa+1,1, i \tilde{\omega}^{2}\right), \\
K_{5}(\kappa, \tilde{\omega})= & -f_{1}^{2} \sqrt{2 \pi} \Gamma(-i \kappa+1) e^{-\frac{i \pi}{4}}{ }_{1} \tilde{F}_{1}\left(-i \kappa, 1, i \tilde{\omega}^{2}\right) \\
& -4 i \pi f_{1} f_{2} \sqrt{\kappa} \frac{e^{-\frac{\pi}{2} \kappa} \kappa e^{-i \frac{\pi}{4}}}{\Gamma(i \kappa+1)} U\left(-i \kappa, 1, i \tilde{\omega}^{2}\right)+\left(f_{2}^{2}+f_{1}^{2} \frac{\Gamma(-i \kappa)}{\Gamma(i \kappa)}\right) \sqrt{2 \pi} e^{-\pi \kappa} e^{i \frac{3 \pi}{4}} U\left(-i \kappa, 1, i \tilde{\omega}^{2}\right), \\
K_{6}(\kappa, \tilde{\omega})= & -i\left[\left(\left|f_{1}\right|^{2}-\left|f_{2}\right|^{2}\right) \sqrt{\kappa} \frac{2 \pi e^{\frac{-\pi}{2} \kappa}}{\Gamma(i \kappa+1)} U\left(-i \kappa, 1, i \tilde{\omega}^{2}\right)\right. \\
& \left.+\sqrt{2 \pi} e^{-\pi \kappa}\left(-f_{1}^{*} f_{2}+f_{2}^{*} f_{1} \frac{\Gamma(-i \kappa)}{\Gamma(i \kappa)}\right) U\left(-i \kappa, 1, i \tilde{\omega}^{2}\right)+f_{2}^{*} f_{1} \sqrt{2 \pi} \Gamma(-i \kappa+1)_{1} \tilde{F}_{1}\left(-i \kappa, 1, i \tilde{\omega}^{2}\right)\right] \\
K_{7}(\kappa, \tilde{\omega})= & {\left[\left(\left(f_{1}^{2}\right)^{*}+\left(f_{2}^{2}\right)^{*} \frac{\Gamma(-i \kappa)}{\Gamma(i \kappa)}\right) \sqrt{2 \pi} e^{* \pi \kappa} e^{i \frac{\pi}{4}} U\left(-i \kappa, 1, i \tilde{\omega}^{2}\right)\right.} \\
& \left.+4 \pi f_{1}^{*} f_{2}^{*} \sqrt{\kappa} \frac{e^{-\frac{\pi}{2} \kappa} e^{i \frac{\pi}{4}}}{\Gamma(i \kappa+1)} U\left(-i \kappa, 1, i \tilde{\omega}^{2}\right)+\left(f_{2}^{2}\right)^{*} \sqrt{2 \pi} \kappa \Gamma(-i \kappa) e^{-\frac{i \pi}{4}}{ }_{1} \tilde{F}_{1}\left(-i \kappa, 1, i \tilde{\omega}^{2}\right)\right],
\end{aligned}
$$

$$
\begin{aligned}
K_{8}(\kappa, \tilde{\omega})= & {\left[\kappa \sqrt{2 \pi} e^{-\pi \kappa} e^{i \frac{3 \pi}{4}}\left(\left(f_{1}^{2}\right)^{*}+\left(f_{2}^{2}\right)^{*} \frac{\Gamma(-i \kappa)}{\Gamma(i \kappa)}\right) U\left(-i \kappa+1,1, i \tilde{\omega}^{2}\right)\right.} \\
& \left.+4 i \pi f_{1}^{*} f_{2}^{*} \sqrt{\kappa} \frac{e^{-\frac{i \pi}{4}} e^{-\frac{\pi}{2} \kappa}}{\Gamma(i \kappa)} U\left(-i \kappa+1,1, i \tilde{\omega}^{2}\right)-i\left(f_{2}^{2}\right)^{*} \sqrt{2 \pi} \Gamma(-i \kappa+1) e^{-\frac{i \pi}{4}}{ }_{1} \tilde{F}_{1}\left(-i \kappa+1,1, i \tilde{\omega}^{2}\right)\right]^{*}
\end{aligned}
$$

In the adiabatic limit, the off-diagonal part becomes

$$
\int_{-\infty}^{\infty} d \tau\left[\hat{H}_{1}(t)\right]_{21} \simeq \frac{\tilde{B}}{4} f_{2}^{2} e^{i \Omega} \sqrt{2 \pi} \kappa \Gamma(i \kappa) e^{i \frac{\pi}{4}}\left[{ }_{1} \tilde{F}_{1}\left(-i \kappa, 1, i \tilde{\omega}^{2}\right)+{ }_{1} \tilde{F}_{1}\left(-i \kappa+1,1, i \tilde{\omega}^{2}\right)\right]^{*}
$$

From the above discussion, the transition probability in the adiabatic limit under $A \neq 0, B \neq 0$, and $t_{0} \rightarrow-\infty$ becomes

$$
\begin{align*}
|\langle\uparrow| U(\infty)| \uparrow\rangle\left.\right|^{2} & \left.\left.\simeq\left|\langle\uparrow| U_{0}(\infty)\right| \uparrow\right\rangle-\left.i\langle\uparrow| U_{0}(\infty) \int_{-\infty}^{\infty} d t \tilde{H}_{1}(t)|\uparrow\rangle\right|^{2} \simeq\left|\langle\downarrow| \int_{-\infty}^{\infty} d t \tilde{H}_{1}(t)\right| \uparrow\right\rangle\left.\right|^{2} \\
& \simeq \frac{\pi \kappa}{2} e^{-\pi \kappa}|\Gamma(i \kappa)|^{2}\left|\eta_{1} \tilde{F}_{1}^{*}\left(-i \kappa, 0, i \tilde{\omega}^{2}\right)+i \tilde{B} \sqrt{\kappa} \frac{1}{2}\left({ }_{1} \tilde{F}_{1}\left(-i \kappa, 1, i \tilde{\omega}^{2}\right)+{ }_{1} \tilde{F}_{1}\left(-i \kappa+1,1, i \tilde{\omega}^{2}\right)\right)^{*}\right|^{2} \\
& \simeq \pi^{2} e^{-2 \pi \kappa}\left|\eta_{1} \tilde{F}_{1}\left(-i \kappa, 0, i \tilde{\omega}^{2}\right)-i \tilde{B} \frac{\sqrt{\kappa}}{2}\left({ }_{1} \tilde{F}_{1}\left(-i \kappa, 1, i \tilde{\omega}^{2}\right)+{ }_{1} \tilde{F}_{1}\left(-i \kappa+1,1, i \tilde{\omega}^{2}\right)\right)\right|^{2} \tag{A1}
\end{align*}
$$

where we use these relations,

$$
\begin{aligned}
& f_{1}\left(\tau_{0}\right) \rightarrow e^{-\frac{5 \pi}{4} \kappa} e^{\frac{i}{4}\left|\tau_{0}\right|^{2}}\left|\tau_{0}\right|^{i \kappa}, \\
& f_{2}\left(\tau_{0}\right) \rightarrow e^{-\frac{\pi}{4} \kappa} \sqrt{1-e^{-2 \pi \kappa}} e^{i \arg \Gamma(1-i \kappa)} e^{\frac{i}{4}\left|\tau_{0}\right|^{2}}\left|\tau_{0}\right|^{i \kappa},
\end{aligned}
$$

which hold in $\tau_{0} \rightarrow-\infty$.
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