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Hall viscosity and hydrodynamic inverse Nernst effect in graphene
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Motivated by Hall viscosity measurements in graphene sheets, we study hydrodynamic transport of electrons
in a channel of finite width in external electric and magnetic fields. We consider electric charge densities
varying from close to the Dirac point up to the Fermi-liquid regime. We find two competing contributions to
the hydrodynamic Hall and inverse Nernst signals that originate from the Hall viscous and Lorentz forces. This
competition leads to a nonlinear dependence of the full signals on the magnetic field and even a cancellation
at different critical field values for both signals. In particular, the hydrodynamic inverse Nernst signal in the
Fermi-liquid regime is dominated by the Hall viscous contribution. We further show that a finite channel width
leads to a suppression of the Lorenz ratio, while the magnetic field enhances this ratio. All of these effects are
predicted in parameter regimes accessible in experiments.
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Introduction. In the last two decades, electronic fluids
have become a main research object in condensed matter
physics, allowing for the realization of new transport effects.
The main platform for electron hydrodynamics studies and
applications is graphene [1–11], for which hydrodynamic
behavior can be experimentally accessed both close to the
Dirac point as well as in the Fermi-liquid regime [12–14].
In particular, graphene allows the investigation of new trans-
port effects induced by the Hall viscosity ηH , which was
recently measured to be of the same order of magnitude as
the shear viscosity η [9] and thus strongly affects the hydro-
dynamic properties of graphene. More precisely, both η and
ηH determine the transport properties of electronic fluids in
finite sample geometries [3,4,15]. This was observed exper-
imentally in GaAs [16–18], graphene [3,4,7,9], and PdCoO2

compounds [1]. Moreover, the full ballistic-to-hydrodynamic
crossover [16,17] as well as a negative magnetoresistance
due to viscous effects [19–22] were observed in channel
geometries.

The Hall viscosity ηH breaks parity and time-reversal
symmetries [23–25], and is generated in a parity-invariant
electronic fluid by an external magnetic field [9,20]. In GaAs
Fermi liquids, there is a competition of the Hall viscous
and Lorentz forces acting on the fluid [26]. In contrast, the
relativistic Dirac spectrum in graphene enables new hydrody-
namic transport effects.

In this Letter, we find different contributions to the ther-
moelectric transport of the electronic fluid in graphene in
the presence of an external magnetic field. We predict that
the hydrodynamic inverse Nernst effect consists of contri-
butions stemming from the Lorentz and Hall viscous forces

that arise both close to charge neutrality as well as in the
Fermi-liquid regime. Moreover, close to the Dirac point [27],
we find that the quantum critical (or incoherent) conductivity
σQ [12,28], originating from momentum-conserving scatter-
ing between electrons and holes, crucially contributes to the
hydrodynamic inverse Nernst signal as well. In addition, we
show a cancellation between the Hall viscous and Lorentz
force contributions in both the hydrodynamic Hall and inverse
Nernst signals at different critical magnetic fields of the order
of 10 mT. The critical fields increase with increasing μ/kBT .
Let us emphasize that our hydrodynamic inverse Nernst effect
scales differently with the system size and out-of-plane mag-
netic field in comparison with Nernst/inverse Nernst effects
in ballistic or diffusive regimes of metals, ferromagnets, and
spin-orbit systems [29–31].

Finally, we calculate the thermal and electric conduc-
tivities and show their ratio violates the Wiedemann-Franz
law [2,32,33]. We predict that the magnitude of the violation
is a monotonically increasing function of both the external
magnetic field and the width of the channel. We predict these
effects based on our innovative theoretical approach involv-
ing a fully relativistic analysis, and implementing boundary
conditions that include the fluid’s thermodynamics.

Hydrodynamics in a graphene channel. We consider a
graphene channel of width W and length L � W subjected to
an electric field E = Exex and a magnetic field B = Bzez (see
Fig. 1). The electrons with charge −e are pumped through the
channel by E and are deflected towards the channel bound-
aries by the Lorentz force density f B and the Hall viscous
force density f ηH

defined in Eqs. (2e) and (2f) below. The
Hall viscous force density f ηH

is induced by the Hall viscosity
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FIG. 1. Velocity profile of an electron fluid in a graphene channel
of width W , with applied electric field E and magnetic field B. ls is
the slip length and leff

G is the effective Gurzhi length. f B and f ηH
are

the Lorentz and Hall force densities, respectively.

ηH , defined in the Supplemental Material (SM) [34], which
is a parity-breaking dissipationless transport coefficient in
the hydrodynamic expansion of the stress tensor [23,24,35].
These forces trigger the transverse temperature gradient �T
(inverse Nernst effect) and the Hall voltage �V across the
channel [36]. To avoid excessive Joule heating and to stay in
the linear response regime, we consider small electric fields.
We consider |Bz| � 1 T to avoid the formation of Landau
levels.

For the validity of electron hydrodynamics in the graphene
channel, the electron fluid should reach local equilibrium
via fast scattering compared to other effects, such as mo-
mentum relaxation, energy relaxation, and the effect of a
finite channel width. We maintain the hierarchy between
the corresponding characteristic times by considering rea-
sonable parameters, such as μ/kBT > 0.1 and 100 K <

T < 300 K (see SM [34] and Ref. [37]). Within this re-
gion, the electron-electron scattering characterized by the
dimensionless coupling α ≈ 0.5 leads to the electron-electron
scattering time τee ∼ 0.1 ps [12]. The momentum relaxation
time τMR and energy relaxation time τER are of the order
of 1 ps [8,28,38–40] and 100 ps [41–47], respectively, for
our range of parameters. Finally, the “ballistic” time is τB ∼
W/vF , where W is the width of the channel and vF � 106 m/s
is the Fermi velocity in graphene [21]. To avoid ballistic
effects, we consider a width of the order W ∼ 1 µm for which
τB ∼ 1 ps. For the range of parameters we consider (i) we
are always in the hydrodynamic regime and (ii) momentum
relaxation must be taken into account. Since τER is much
larger than all other timescales, neglecting energy relaxation
does not lead to qualitative changes of our results.

The hydrodynamic fluid variables are the flow velocity v,
the electrochemical potential μtot, and the total temperature
Ttot. At global equilibrium and vanishing external sources,
these are the usual velocity, chemical potential, and tem-
perature characterizing a thermal state. This changes when
external sources are turned on. In particular, within linear
response, a nonzero electric field Ex and temperature gra-
dient ∇xT can be incorporated into μtot and Ttot. Thus, we
consider small fluctuations (δμ, δT, vx, vy) around the global
equilibrium at zero velocity, constant chemical potential μ,
and temperature T ,

v = (vx(y), vy(y)), (1a)

μtot = μ + δμ(y) + exEx, (1b)

Ttot = T + δT (y) + x∇xT . (1c)

Linear response requires δμ � μ and δT � T . The x-
translation invariance along the channel implies the fluctu-
ation fields can depend only on y. δμ can be further split
into two contributions as δμ(y) = δμT (y) − eφV (y), where
δμT is the deviation from thermal equilibrium and φV is the
Vlasov potential generated by the backreaction of the fluid on
the electric field [13,20,48].

Due to the relativistic dispersion relation of graphene,
the hydrodynamic variables are fixed by relativistic hy-
drodynamics at linear order in the velocities [24,49–51],
with a limit velocity vF and an effective electrical field
(c/vF )E. Following Eq. (1), the hydrodynamic equations
read [34]

w∂yvy = wv′
y = 0, (2a)

enE1 − ηv′′
x − f ηH ,x

= − Px

τMRv2
F

+ f B,x, (2b)

δp′ − f ηH ,y
− ηv′′

y − enφ′
V = − Py

τMRv2
F

+ f B,y, (2c)

∂yJy = 0, (2d)

f B = 1

n
εi jeiJ jBz, (2e)

f ηH
= ηH

n
εi jeiv

′′
j . (2f)

Equations (2a)–(2d) correspond to the conservation of energy,
longitudinal momentum, transversal momentum, and charge,
respectively. The transport coefficients η and ηH are the shear
and Hall viscosities, which are both positive in our setup
(see Fig. S2 of the SM [34]). Moreover, n, nE , p, w, and s
are the equilibrium particle number density, energy density,
pressure, enthalpy, and entropy density, respectively. They are
all known functions of μ and T satisfying w = nE + p =
3nE/2 = μT n + sT [34]. The deviation of the pressure away
from equilibrium is related to the hydrodynamic variables
by δp = n δμT + s δT . A central ingredient of our analysis
is that the Lorentz force density f B and the Hall viscous
force density f ηH

have opposite signs. The relative and overall
signs of the force densities stem from the following consider-
ations: The origin of the relative sign is the opposite signs
of the Poiseuille flow, vx > 0, and its curvature, v′′

x (y) < 0,
in the coordinate system of Fig. 1. The overall sign is set by
eBz, which enters both force densities in the same way. The
forces point in exactly opposite directions since the dominant
vx and v′′

x generate f B and f ηH
, respectively. These forces

are in turn responsible for creating the velocity profile vy,
whose magnitude is much smaller than vx, |vx| � |vy|. To
summarize, the antiparallel configuration of the forces gives
rise to the unconventional thermoelectric response we find
below.

The charge currents Jx,y and momenta Px,y entering the
conservation equations (2) are

Jx = −envx + σQ(Bzvy + E2), (3a)

Jy = −envy + σQ

[
−Bzvx + 1

e

(
δμ′ − μ

T
δT ′

)]
, (3b)

Px = wvx, Py = wvy. (3c)
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To simplify notation, we have recombined the sources
into E1 = Ex + s∇xT/(en) and E2 = Ex − μ∇xT/(eT ). From
Eq. (3), we see that E1 drives the momentum density Px

and E2 the quantum critical current density JQ = σQE2. In
principle, we should also consider the electrostatic Poisson
equation to calculate the Vlasov field and close our system
of equations. However, since the problem is linear, we can
combine φ′

V and δμ′
T to δμ′ in Eq. (2c) and solve Eq. (2)

for the variables vx, vy, δμ, and δT . Note that the above
considerations are valid for an electron-dominated flow. A
hole-dominated one is obtained by replacing e → −e and
ηH → −ηH in Eqs. (2b) and (2c) [19,52]. In this case, both the
Lorentz and Hall viscous forces change signs but the relative
sign is preserved, leading only to an overall opposite Hall
signal.

The transport coefficients σQ, η, and ηH are known func-
tions of μ/kBT and Bz [48,52,53] (see also SM [34]). Their
most important features pertinent to our analysis are that η

and ηH decrease for increasing |Bz|, while σQ decreases with
increasing μ/kBT .

Finally, we fix the boundary conditions of v by requiring a
vanishing current outflow in the y direction and a finite current
along the channel boundaries. That is,

vx(±W/2) ± lsv
′
x(±W/2) = vy(±W/2) = 0, (4)

with the slip length ls (cf. Fig. 1) parametrizing the diffusivity
of the channel [54]. The boundary conditions for δμ and δT
are fixed through the conservation of the total charge and
energy within the channel, which implies

∫ W/2
−W/2 dy δn = 0 =∫ W/2

−W/2 dy δnE .
Inserting Eq. (4) in Eqs. (2a) and (2d), one finds Jy = Py =

vy = 0. With this, the velocity profile reads

vx = −enE1l2
G

η

(
1 − leff

G cosh y
lG

lG sinh W
2lG

)
, (5)

while δμ and δT are presented in the SM [34]. We have
defined the Gurzhi length lG = vF

√
ητMR/w [12,55–57] and

the effective Gurzhi length leff
G = lG[coth(W/2lG) + ls/lG]−1,

which takes into account the effect of the channel geometry
and the slip length on the flow. As sketched in Fig. 1, leff

G
reflects the effective segmentation of the channel of width
W into two boundary segments of width leff

G and an interior
segment of width W − 2leff

G . For our range of parameters
lG > 0.5 µm at Bz = 0 and lG decreases as Bz increases.

Some comments on vx are in order: At Bz = 0, lee < W <

lG, the system is in the Poiseuille regime and vx exhibits a
parabolic dependence on y. Due to the large curvature of
the flow, the Hall viscous effect becomes more important in
this regime, as seen from Eq. (2c). When we increase the
magnitude of Bz, the Gurzhi length lG decreases and drives
the system into the porous region lee < lG < W [3]. The ve-
locity vx then exhibits a plateau with a maximum vx,max =
−enE1v

2
F τMR/w in the interior of the channel [34], rendering

the Hall viscous effect negligible.
We now draw our attention to the generalized Ohm’s law

for the conductivity matrix. Substituting Eq. (5) into Eq. (3)

and imposing Jy = Py = vy = 0, we obtain the average charge
and heat currents along the channel,(

Javg
x

Qavg
x

)
=

∫
dy

W

(
Jx

Qx

)
=

(
σ α

ᾱT κ̄

)(
Ex

−∇xT

)
,

(
σ α

ᾱT κ̄

)
=

(
σQ + e2n2v2

F
w

τ
avg
MR

μσQ

eT − ensv2
F

w
τ

avg
MR

μσQ

e − ensT v2
F

w
τ

avg
MR

μ2σQ

e2T + s2T v2
F

w
τ

avg
MR

)
, (6)

with the heat current Qx = PxvF − μJx/(−e), the electrical
conductivity σ , the thermoelectric conductivities α and ᾱ,
and the thermal conductivity κ̄ . We have also defined the
average momentum relaxation time τ

avg
MR = τMR(1 − 2leff

G /W ),
which showcases the effect of finite boundaries on mo-
mentum relaxation. We note that 0 < τ

avg
MR � τMR holds for

finite W, lG, ls. In the SM [34], we show that Eq. (6)
agrees with the Onsager relation in the boundaryless limit
W → ∞ [50,58].

Hall voltage and hydrodynamic inverse Nernst effect. Given
the solution for δμ and δT , we can calculate explicitly both
the total Hall voltage �V and temperature gradient �T across
the channel. Furthermore, the linear response assumption al-
lows us to split both into two contributions: one due to the
Lorentz force, �VB and �TB, and another one due to ηH

and the Hall viscous force, �VηH and �TηH . Namely, �V =
[δμ(W/2) − δμ(−W/2)]/(−e) = �VB + �VηH , where

�VB = −W Bz

ew

(
e2nv2

F τ
avg
MRE1 + μσQE2

)
,

�VηH = −2μnηH leff
G

ηw
E1, (7)

and �T = δT (W/2) − δT (−W/2) = �TB + �TηH , where

�TB = W BzT σQ

w
E2, �TηH = 2enT ηH leff

G

ηw
E1. (8)

The decomposition in Eq. (7) showcases that the Hall vis-
cous voltage �VηH is generated from the curvature of the
flow within the two boundary segments of size leff

G . In con-
trast, �VB = −W BzJ

avg
x takes the traditional form expected

from the Hall effect. In our case, the current is given by
Eq. (6) and contains two contributions: one from the quan-
tum critical conductivity σQ and another one from a Drude
conductivity proportional to τ

avg
MR and renormalized by the

finite channel width and shear viscosity. Remarkably, �TB

does not receive a contribution from momentum relaxation
due to the vanishing momentum density in the y direction
[cf. Eq. (6)].

Most notably for electrons, sgn(ηH ) = −sgn(Bz ) results in
�VB (�TB) and �VηH (�TηH ) having opposite sign. Thus, the
total Hall voltage or temperature gradient can become zero if
the two contributions become equal. We can see from their
ratio �VηH /�VB and �TηH /�TB at ∇xT = 0 (i.e., E1,2 = Ex)
that both are comparable to unity only for small ls, W , and
Bz, which restricts ourselves to ls � W ∼ 1 µm. For increas-
ing ls, W , and Bz, the velocity vx becomes flatter and as a
result the force induced by ηH becomes smaller. Hence, while
�VηH and �TηH saturate according to Eqs. (7) and (8), |�VB|
and |�TB| keep growing with increasing |Bz| and, eventually,
�V and �T are dominated by �VB and �TB, respectively.

L201403-3



ZHUO-YU XIAN et al. PHYSICAL REVIEW B 107, L201403 (2023)

FIG. 2. Hall voltage �V and temperature gradient �T as func-
tions of the magnetic field Bz. The other parameters are T =
120 K, Ex = −1000 V/m, ∇xT = 0, W = 2 µm. The dashed (dot-
ted) lines show �VB (�VηH ) for μ = 2kBT and �TB (�TηH ) for
μ = kBT .

This leads to the nonmonotonic behavior in Fig. 2 and in
particular to a zero of both �V and �T at certain finite
Bz. Note that the nonmonotonic behavior appears only in the
regime μ � kBT , but is absent or very weak for μ < kBT . In
the limit μ/kBT � 1, the ratios �VηH /�VB and �TηH /�TB

become equal and much less than 1 since n → 0 [see Eqs. (7)
and (8)]. However, the nonmonotonic behavior of �V is dif-
ferent from the one of �T due to the Drude contribution
in �VB. First, the critical magnetic field for �V is smaller
than that for �T . Second, since σQ is small at μ � kBT ,
the ratio �TηH /�TB is enhanced and the Hall viscous effect
dominates the inverse Nernst effect, which is different for
�VηH /�VB [34].

Suppression of the Lorenz ratio. Our simulations predict
a violation of the Wiedemann-Franz law in the Dirac regime
which increases with increasing magnetic field and channel
width. The Lorenz ratio is

L = κ

σT
= L0

[1 + (n/n0)2]2
, (9)

with L0 = wv2
F τ

avg
MR/(T 2σQ), n2

0 = wσQ/(e2v2
F τ

avg
MR ), and κ the

thermal conductivity defined by Qavg
x = −κ∇xT at Javg

x = 0.
The Wiedemann-Franz law LWF = π2k2

B/(3e2) [32], valid for
noninteracting systems, was found to be violated for strongly
correlated systems [2,59]. As shown in Fig. 3, L implicitly
depends on Bz and W via τ

avg
MR. By increasing W or Bz such

that τ
avg
MR → τMR, L approaches its hydrodynamic form L∞ in

boundaryless graphene.
Conclusion. By considering a channel geometry of

graphene subjected to electric and magnetic fields, we have
shown that the electronic fluid is characterized by two effec-
tive scales due to the finite channel width, i.e., the effective
Gurzhi length leff

G and average momentum relaxation time
τ eff

MR. The generated Hall voltage in Eq. (7) and tempera-
ture gradient in Eq. (8) exhibit a nonmonotonic dependence
on the magnetic field that reflects the competition between
the Hall viscous and Lorentz effects, where the former is
dominant at small and the latter at large magnetic field.
Furthermore, one can directly relate the hydrodynamic in-
verse Nernst signal in the Fermi-liquid regime to its Hall
viscous contribution since the Lorentz contribution is sup-
pressed by small σQ. Finally, we find that the Lorenz ratio

FIG. 3. The Lorenz ratio L in units of LWF as a function of the
width W and the magnetic field Bz at μ = 0.5kBT and T = 120 K.
When W → ∞, it approaches L∞/LWF ≈ 4.9.

in Eq. (9) is suppressed by a finite width W through τ eff
MR,

while a magnetic field leads to an enhancement of Lorenz
ratio. Our results have significant implications for the hy-
drodynamics of electrons in graphene and we expect them
to also be relevant for further strongly coupled hexagonal
materials.

Possible extensions of this work include calculating the
Hall signal via kinetic theory [60], investigating the effect
of out-of-plane magnetic fields and the Hall viscosity on the
preturbulent vortex shedding in graphene [61] as well as on
fully developed turbulence in kagome metals [62], analyz-
ing the interplay of parity-breaking Hall viscosity with the
parity anomaly present, e.g., in quantum anomalous Hall sys-
tems [63–65], an analysis of the ac version of the Poiseuille
flow [66] including the Hall viscosity, as well as investigating
the inverse Nernst effect in multiterminal [7,15] or Corbino
geometries [67].

Finally, it was recently suggested that collective effects
due to plasmons may also modify thermoelectric transport
in graphene [68,69]. The contribution of plasmons to the
electrical conductivity and Seebeck coefficient is known to
be small without a magnetic field [68]. They mainly affect
the thermal conductivity above μ/(kBT ) > 1 and are negli-
gible for the Lorenz ratio considered in Fig. 3 at Bz = 0.
However, it will be interesting to consider hydrodynamic plas-
mon dynamics to our results at finite magnetic field in future
studies.
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