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A predominant ubiquitous feature of strongly correlated oxides is the possible presence of oxygen vacan-
cies, which has recently been shown to have profound effects on their electronic phase transitions. Here, we
formulate a comprehensive phase-field model of intercoupled insulator-metal transitions and oxygen vacancy
redox reactions, taking into account the valence electron state of oxygen vacancies. We use the model to study
the voltage self-oscillation phenomenon in a prototypical strongly correlated oxide, VO2, and discover the
mutual activation of the insulator-metal transition and oxygen vacancy redox reactions leading to systematic
enhancement of the oscillation frequency. The established methodology and the mutual activation mechanism
are generally applicable to understanding any insulator-metal transition dynamics in oxygen-deficient correlated
oxides and improving the performance of voltage self-oscillation-based artificial neurons.
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Strongly correlated oxides are often characterized by the
presence of multiple distinct electronic phases that can be
manipulated by thermal, mechanical, electrical, magnetic, and
photonic stimuli. They have an important ubiquitous fea-
ture, the possible presence of oxygen vacancies, which has
recently been shown to enable reversible electronic phase
transitions on a nanoscale [1–7]. The amount of oxygen va-
cancies can be controlled not only by chemical doping but also
by electric fields [1–4], which is of great relevance to device
applications.

While oxygen vacancy migration is generally slow com-
pared to electronic phase transitions, the redox reactions of
oxygen vacancies, i.e., the ionization of oxygen vacancies
and the recombination of ionized oxygen vacancies with free
electrons, are fast and take place concurrently with electronic
phase transitions. To our knowledge, there has been no com-
putational model for understanding the coupled electronic
phase transitions and oxygen vacancy redox reactions. There-
fore, one of the main objectives of this work is to develop
a phase-field methodology for such intercoupled electronic
phase transitions and oxygen vacancy redox reactions based
on our prior works on concurrent insulator-metal and struc-
tural phase transitions [8,9]. We distinguish the ionized and
neutral oxygen vacancies to allow for the dynamical reactions
of oxygen vacancies and charge carriers, taking into account
the valence electron state of oxygen vacancies and the low-
energy effective band structure of the oxide.

We take the prototypical strongly correlated oxide, VO2, as
an example and study its voltage self-oscillation phenomenon
[10–20], which is a manifestation of the nonlinear elec-
tronic dynamics of spontaneously repeating insulator-metal
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transitions. The voltage self-oscillation is easily realized in
compact capacitor-free and inductor-free circuits, which con-
sist of only a VO2 film connected to a direct bias voltage
through a series resistor. It can naturally emulate neural
behavior and thus has important potential applications in neu-
romorphic engineering [21]. We discover that the oxidation
(reduction) of oxygen vacancies and the insulator-to-metal
(metal-to-insulator) transition activate each other in a positive
feedback loop, accelerating both the charge carrier evolution
and the insulator-metal transition. We show that this mecha-
nism can systematically increase the voltage self-oscillation
frequency, which is highly desirable for neuromorphic
computing.

We start with a brief introduction of the existing phase-
field model of the noncapacitive phase self-oscillation of
VO2 [22]. It employs a structural order parameter η

and a singlet-pairing order parameter ψ to characterize
the coupled structural and insulator-metal phase transi-
tions. The evolution of the mesoscale system is governed
by the nonequilibrium free energy of the system, which
is a functional of all the relevant physical fields, G =∫

g(T (x), φ(x), η(x), ψ (x), n(x), p(x)) dx1dx2dx3, where g is
the free energy density, x ≡ (x1, x2, x3, t ) the spatiotemporal
coordinates, T (x) the temperature field, φ(x) the electrical
potential, n(x) the free electron density field, and p(x) is the
free hole density field. The relaxation of the system’s state
is driven by the thermodynamic driving force that can be
computed from the variation of free energy functional with
respect to the field variables.

To incorporate oxygen vacancies into the existing model,
we add to g the nonequilibrium free energy density of oxygen
vacancies, gVO , as a function of the ionized oxygen vacancy
concentration [V··

O] and the neutral oxygen vacancy concentra-
tion [V×

O] (see Supplemental Material [23] for the derivation),
to form the total free energy, Gt = ∫

(g + gVO ) d3r. The evo-
lution of ionized and neutral oxygen vacancy concentration

2469-9950/2023/107(20)/L201110(5) L201110-1 ©2023 American Physical Society

https://orcid.org/0000-0002-7023-7754
https://orcid.org/0000-0003-3359-3781
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.107.L201110&domain=pdf&date_stamp=2023-05-15
https://doi.org/10.1103/PhysRevB.107.L201110


SHI, GOPALAN, AND CHEN PHYSICAL REVIEW B 107, L201110 (2023)

fields on mesoscale is described by the diffusion-reaction
equations,

∂[V··
O]

∂t
= ∇ ·

(
D[V··

O]

kBT
∇ δGt

δ[V··
O]

)
+ S·· − S×, (1)

∂[V×
O]

∂t
= ∇ ·

(
D[V×

O]

kBT
∇ δGt

δ[V×
O]

)
− S·· + S×, (2)

where D is the diffusion coefficient matrix assumed to be
the same for ionized and neutral oxygen vacancies. S·· and
S× are source terms reflecting the redox reactions of oxygen
vacancies,

V×
O �V··

O + 2e′, (3)

V··
O �V×

O + 2h·, (4)

respectively. The chemical equilibrium constants of reactions
(3) and (4) are (see Supplemental Material [23] for the deriva-
tion)

K ·· = N2
c F2

(
−Eg/2 − eφ − μe

eq

kBT

)
e(2εd−2eφ−2μe

eq )/(kBT ), (5)

K× = N2
v F2

(
−Eg/2 + eφ + μe

eq

kBT

)
e(−2εd+2eφ+2μe

eq )/(kBT ),

(6)

respectively. Here Nc and Nv are the effective densities of
states of the conduction and valence bands, respectively. Eg =
Eg0ψ

2 as a function of the electronic order parameter is the
energy gap where Eg0 is the gap of the insulating M1 phase
(at the transition temperature). e is the magnitude of the el-
ementary charge and kB is the Boltzmann constant. μe

eq is
the electron chemical potential at equilibrium. F (·) is the
Fermi integral of order 1/2 which can be approximated to an
analytical function [24]. εd is the defect level. Then we can
write down the source terms (see Supplemental Material [23]
for a detailed description),

S·· = α··(K ··[V×
O

] − [V··
O]n2), (7)

S× = α×(K×[V··
O] − [V×

O]p2), (8)

where α·· and α× are prefactors. The redox reactions of
oxygen vacancies (3) and (4) generate or eliminate charge
carriers so they also add source terms 2S·· and 2S× to the
diffusion-reaction equations of free electrons and free holes,
respectively. The Gauss law for the electrical potential should
include the charge density from ionized oxygen vacancies,
+2[V··

O], into the total charge density.
The parameter values used in the simulations are described

in the Supplemental Material [23] (see also Ref. [25] therein).
It is noted that compared to their redox reactions, oxygen
vacancies migrate much more slowly and could barely move
within milliseconds, so their (electro-) migration should not
be an underlying mechanism of any phenomena observed in
this study (only focusing on evolution within 1 µs).

We use the finite element method implemented in the
FEniCS open-source C + + library [26–28] to solve the
equations of evolution [22] including Eqs. (1) and (2).
The boundary conditions for Eqs. (1) and (2) are the Neumann
condition with zero flux, meaning the total number of oxygen
vacancies in the system is conserved. The initial distribution

of oxygen vacancies is homogeneous. Other details of solving
the equations of evolution were summarized in Ref. [22].

Figure 1(a) is a schematic of the system we are simulating.
A VO2 thin film is in series connection with a resistor Rs for
limiting the current and is supplied with a direct bias voltage
Vb. The voltage drop across the film V can self-oscillate for
certain ranges of Vb and Rs, which is indicated by the voltage
waveform monitored by the oscilloscope. The film contains
oxygen vacancies so it is formally VO2−δ with δ being the
concentration of oxygen vacancies measured per formula
unit (f.u.). Other details of the system were presented in
Ref. [22].

Figure 1(b) shows the voltage self-oscillation frequency
f as a function of the oxygen vacancy concentration δ at
different pairs of the bias voltage and series resistance. δ is
tuned by the variation of μe

eq. First, for all pairs of Vb and Rs,
the frequency increases as oxygen vacancies are gradually in-
troduced into VO2 and then it decreases a bit until the voltage
self-oscillation ceases. The frequency reaches a maximum of
27.3 MHz for Vb = 9 V and Rs = 500 k	, which is a 39%
enhancement compared to the frequency in the absence of
oxygen vacancies, 19.64 MHz [22]. Second, the frequency
curves as functions of the oxygen vacancy concentration for
the same Vb/Rs ratio are almost identical, while the curve for
a smaller Vb/Rs ratio climbs up more steeply.

We then examine how the frequency changes with respect
to the defect level εd. Although the defect level of oxygen
vacancies in VO2 is fixed, varying εd can be thought of as
doping VO2 with different donors. This will provide useful
insights into the strategy of choosing donors to maximally
promote the voltage self-oscillation frequency. Figure 1(c)
shows the frequency and oxygen vacancy concentration as
functions of the defect level. As εd increases to the con-
duction band bottom, the frequency increases monotonically
until it reaches a saturation value of 28.5 MHz, meanwhile δ

decreases monotonically. The frequency saturates effectively
at εd/Eg0 ≈ 0.3. The saturation frequency is higher than the
maximal frequency achieved with εd/Eg0 = 0.14 for oxygen
vacancies, indicating that a donor with a shallower defect level
tends to enhance the frequency more strongly.

Figure 2 shows the self-oscillation waveforms of the con-
centrations of ionized and neutral oxygen vacancies averaged
over the VO2−δ film. It has been shown that during the voltage
self-oscillation, not the whole film but only a filament [nucle-
ated at the defect region; see Fig. 1(a)] switches between the
insulating and metallic states [22]. Therefore, the changes in
these concentrations are localized in the conductive filament.
This is actually an example of oscillating chemical reactions
[29], which is driven by and interacts with the insulator-metal
transition of the host material.

The mechanism of the frequency enhancement due to
oxygen vacancies can be understood from the chemical equi-
librium constants (5) and (6), which reflect the rates of the
redox reactions of oxygen vacancies (3) and (4). The redox
reactions impose driving forces 2S·· and 2S× to the evolution
of the free electron density n and free hole density p, respec-
tively. This is the origin of why the state evolution could be
accelerated by the introduction of oxygen vacancies, which
underlines the importance of taking into account the dynamic
ionization of defects for such nonequilibrium phenomena in

L201110-2



PHASE-FIELD MODEL OF COUPLED INSULATOR-METAL … PHYSICAL REVIEW B 107, L201110 (2023)

FIG. 1. Enhancement of the voltage self-oscillation frequency due to the presence of oxygen vacancies. (a) A schematic of the system.
The defect region is a metallic phase nucleation site with an effectively lower transition temperature to imitate the realistic situation where
the first-order insulator-metal transition always starts from localized nucleation sites. (b) Frequency as a function of the oxygen vacancy
concentration at various bias voltages and series resistances. The crosses mark the termination of the voltage self-oscillation. Throughout
this work, the defect level and chemical potentials are all measured from the midpoint of the energy gap. (c) Frequency and oxygen
vacancy concentration as functions of the defect level. The black dotted vertical line marks the equilibrium chemical potential of free
electrons.

strongly correlated materials. Figure 3 presents the chemical
equilibrium constants as functions of the conduction band
bottom Ec = Eg/2 (measured from the midpoint of the gap),
equilibrium chemical potential of free electrons, and defect
level. As Ec decreases, i.e., the gap closes, K ·· dramatically
increases after Ec passes the defect level, meanwhile K×
remains small although it also increases. This means that
the insulator-metal transition activates the oxidation of oxy-
gen vacancies, which suddenly releases many additional free

FIG. 2. Self-oscillation waveforms of the ionized oxygen va-
cancy concentration (upper panel) and neutral oxygen vacancy
concentration (lower panel) averaged over the film.

electrons. An intuitive way of interpreting this is that as Ec

becomes lower than εd, the defect level is suddenly in the
conduction band thereby freeing all electrons on it. Mathe-
matically speaking, the activation of the ionization induces
a large driving force for the evolution of n. The resulting
faster evolution of n in turn accelerates the phase transition
itself because additional charge carriers are known to assist
the collapse of the energy gap [30], a collective effect that
has been naturally accounted for in the phase-field model
[9,22,31]. This procedure is thus an avalanche process, re-
sulting in the enhancement of the operation frequency of the
voltage self-oscillation.

The middle panel of Fig. 3 shows weak dependence of
K ·· and K× on μe

eq. On the other hand, an increase in μe
eq

will lead to an exponential increase in the neutral oxygen
vacancy concentration at equilibrium, so more electrons will
be released as the gap closes, promoting the frequency.

The monotonic increase in the frequency as εd increases
[Fig. 1(c)] is counterintuitive at the first glance because the
shallower the defect level is, the less neutral oxygen vacancies
are left as a reservoir of electrons. However, increasing εd

has another effect which is to enhance the reaction rate of
the ionization of oxygen vacancies, reaction (3). This can be
seen clearly through the pure exponential dependence of K ··

on εd as in Eq. (5) and the right panel of Fig. 3, and it reflects
the decreasing activation energy for the ionization of oxygen
vacancies. These two effects combined eventually lead to the
increase in the frequency. To explain it quantitatively, we plot
in the right panel of Fig. 3 the quantity S··/α·· [see Eq. (7)]
as a function of εd but at a fixed Ec and μe

eq (marked by
vertical lines) and a quasichemical potential of neutral oxy-
gen vacancies μ× = εf − μe

eq with charge neutrality, where
εf is the formation energy of a V··

O. S··/α·· is proportional to
the rate of the ionization of oxygen vacancies at the given
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FIG. 3. Chemical equilibrium constants of the redox reactions of oxygen vacancies at φ = 0, as functions of the conduction band bottom
Ec (left panel), equilibrium electron chemical potential (middle panel), and defect level (right panel), respectively. In the right panel, we also
plot to the right y axis the quantity S··/α·· proportional to the rate of the ionization of oxygen vacancies (see text). The fixed quantities are
marked by black dotted vertical lines.

moment marked by Ec and μ×. Indeed, S··/α·· increases as
εd increases and it saturates near εd/Eg0 = 0.25, which is the
precise reason for the monotonic increase and early saturation
of the frequency with increasing εd [Fig. 1(c)].

In conclusion, we developed a phase-field model of in-
tercoupled insulator-metal transitions and oxygen vacancy
redox reactions. By investigating the voltage self-oscillation
in the prototypical correlated oxide, VO2, we predicted a
self-oscillating redox reaction of oxygen vacancies and found
that the insulator-metal transition and oxygen vacancy re-
dox reactions mutually promote each other, leading to ∼40%

enhancement in the operation frequency compared to the
pristine case. The established methodology and discovered
mechanism are general because they are based only on the
fundamental irreversible thermodynamics and the universal
property (charge-carrier induced melting of the localized
state) of Mott transitions.

This work was supported as part of the Computational
Materials Sciences Program funded by the U.S. Department
of Energy, Office of Science, Basic Energy Sciences, under
Award No. DE-SC0020145.
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