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We compare the accuracy of the ghost rotationally invariant slave-boson (g-RISB) theory and dynamical
mean field theory (DMFT) on the single-band Hubbard model, as a function of the number of bath sites in
the embedding impurity Hamiltonian. Our benchmark calculations confirm that the accuracy of g-RISB can be
systematically improved by increasing the number of bath sites, similar to DMFT. With a few bath sites, we
observe that g-RISB is systematically more accurate than DMFT for the ground-state observables. On the other
hand, the relative accuracy of these methods is generally comparable for the quasiparticle weight and the spectral
function. As expected, we observe that g-RISB satisfies the variational principle in infinite dimensions, as the
total energy decreases monotonically towards the exact value as a function of the number of bath sites, suggesting
that the g-RISB wave function may approach the exact ground state in infinite dimensions. Our results suggest
that the g-RISB is a promising method for first-principles simulations of strongly correlated matter, which can
capture the behavior of both static and dynamical observables, at a relatively low computational cost.
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I. INTRODUCTION

Quantum embedding approaches have recently attracted
significant attention in condensed matter physics, material
science, and quantum chemistry [1-11]. The common idea
of these approaches consists in mapping the original interact-
ing lattice to an embedded quantum impurity model, whose
parameters are determined self-consistently by matching the
properties of the impurity model and the lattice. The dy-
namical mean field theory (DMFT) is the first example of
these approaches [1], which has become a standard method
for strongly correlated materials [2]. Nevertheless, the calcu-
lations of the dynamical Green’s function in DMFT can be
time-consuming for realistic multiorbital systems. Therefore
significant effort has been put into developing more efficient
quantum embedding techniques [4,5,8,12—15].

The rotationally invariant slave-boson (RISB) mean field
theory and other related approaches are among the most effi-
cient methodologies for studying strongly correlated systems
[4,7,8,13,14,16-20]. Unlike DMFT, these frameworks are of-
ten classified as static quantum embedding approaches, as the
embedded impurity-model parameters are determined self-
consistently by matching the lattice and the impurity density
matrix, instead of the local Green’s function and self-energy.
These static quantum embedding approaches are particularly
successful in capturing the static observables and low-energy
spectral functions in strongly correlated systems in qualitative
agreement with more sophisticated DMFT [7,8,13].

Recently, the ghost RISB (g-RISB) extension has been in-
troduced, where auxiliary ghost degrees of freedom are added
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to the noninteracting lattice model and the bath of the impurity
model [21]. It has been shown that g-RISB with additional
ghost orbitals can capture reliably both the spectral and the
static observables of the infinite-dimensional Hubbard and
Anderson lattice models [21-25]. At the same time, a similar
approach has been developed in the density matrix embedding
theory [26-28] and the ancilla qubits technique [29].

The idea of increasing the bath size to improve the ac-
curacy in g-RISB is reminiscent of the bath discretization
of dynamical mean field theory with exact-diagonalization
impurity solver (DMFT-ED) [1,30,31]. In DMFT-ED, the con-
tinuous bath of the Anderson impurity model is fitted by a
small number of bath orbitals such that the impurity model
can be solved by ED. In the past decade, DMFT-ED has been
extensively applied to the cluster extensions of DMFT and
multiorbital realistic materials [32—40]. Highly efficient exact-
diagonalization techniques have also been developed [41-46].

Since the Hilbert space of the embedded impurity model
grows exponentially with the number of the bath degrees of
freedom in all the quantum embedding approaches, it is im-
portant to assess which method is more accurate and efficient
at smaller bath sizes. Indeed, this is particularly important for
frontier problems in strongly correlated materials or chemi-
cal systems, which generally involve multiple orbitals and/or
large clusters [32—40]. Nevertheless, the accuracy and the
convergence behavior of g-RISB observables as a function of
the bath size have not been systematically investigated yet.

In this Research Letter, we study the convergence behavior
of g-RISB as a function of the number of bath orbitals in the
single-band Hubbard model and compare it with DMFT-ED.
Our results indicate that g-RISB generally provides us with
more accurate energy and ground-state properties at small
bath sizes, while the relative accuracy of these methods is
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comparable in the spectral properties. Moreover, we verify
numerically that g-RISB satisfies the variational principle in
the limit of infinite coordination number, i.e., that the energy
decreases monotonically towards the exact value, suggesting
that the g-RISB wave function may approach the exact ground
state in infinite dimensions.

II. MODEL AND METHODS

We consider a single-orbital Hubbard model on the Bethe
lattice in the limit of infinite coordination number [1]:

H = Z Zekdclockd + ZUni,Tnu, M
k o i
+

where ¢, = and cy, are the electron creation and annihilation
operators for momentum k and spin o, n;; = c;cw is the
number operator on site i, and U is the Coulomb interaction.
The energy unit is set to D = 1, where D is the half bandwidth

of the semicircular density of states on the Bethe lattice.

A. Ghost rotationally invariant slave-boson theory

The g-RISB approach is utilized to study the static observ-
ables and the dynamical spectral function of the single-orbital
Hubbard model. The detailed derivations of g-RISB are
shown in Refs. [21-23]. Here, we briefly review the g-RISB
formalism.

The g-RISB formalism is entirely encoded in the following
Lagrangian [23]:

L[D,ER, D, A5 A, Wy, E]
! Jap
= N(‘IlolH [R, A]|Wo)

+E(1 = (WolWo)) + > [(D:l A™[D, 11| D;)

1

+ES(— (@]0)] — [Z [ + 2], [ Al

i ab

+ 3 (Do [Rleo [AL = ADL + c.c.):|, )

cao

where Hg, is the quasiparticle Hamiltonian and Hepy is the
embedding Hamiltonian, and |W,) and |®;) are their wave
functions, respectively. The quasiparticle Hamiltonian is as
follows:

HP=Y"%" [Z Rusei o R}, + Aab}fl;fkb, 3)
k ab o

where o € {1, |} is the physical spin degrees of freedom
and a, b corresponds to the auxiliary quasiparticle degrees
of freedom f,, whose size can be systematically increased
to improve the accuracy of g-RISB. The matrices [R;],, =
S (Dilel cip| @Al — A)i]b_al/2 and A correspond to the
quasiparticle renormalization matrix and the renormalized
potential, respectively. The A; corresponds to the local
quasiparticle density matrix. In this Research Letter, we
use up to seven auxiliary quasiparticle spin-orbitals, i.e.,
a,be{l1,1],...,71,7]}. Note that the minimal single
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FIG. 1. Schematic representation of the (a) original Hubbard
model H, (b) noninteracting quasiparticle Hamiltonian H, and
(c) interacting embedding impurity model H°™. We use three bath
sites, including the ghost orbitals, to illustrate the structure.

quasiparticle orbital, a, b € {1 1,1 |}, recovers the original
RISB approach.
The embedding Hamiltonian is as follows:

~ emb

H; " = Unyhyy — Z Uiy
+ Z ([Di]aaé;rgﬁa + HC) + Z [A;]abﬁbﬁz’ 4
ao ab

where D and A€ describe the hybridization and the bath po-
tential, respectively. The schematic representation of the two
Hamiltonians is shown in Fig. 1. Note that the g-RISB H,y, is
similar to the DMFT impurity model with the discretized bath
orbitals.

The two Hamiltonians are coupled with each other through
the following self-consistent g-RISB equations:

1
N[Z ne (RecR" + A)} = [Aila. ©)
k

ba
1 ; ; 1
¥ [Z xR np (RexR' + x)} =Y DIl A = ADLic,
k oa
(6)

aco

0 1 .
; AL (1A= A2, DgoRey +c.c.) + [A + 21y =0,
()
HE™| D) = E€|®;), ®)
(@ilc], fral®) — Y IAA = ADLlR1w =0, (9)

(Dilfinfii |P;) — [Ailuy = O, (10)

where nrg is the Fermi function and the variables R, A, D, and
A€ are determined self-consistently. With the converged R and
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X, one can compute the Green’s function from
Go(k, ) =R} [0+ i0" — RexR" + Al R, (11)

and the self-energy can be determined from the Dyson equa-
tion
0 -1 -1
T, (@) =[Gy (k, )] =[Gy (k, @)] . 12)
Note that the self-energy is momentum independent in g-

RISB [21,22]. The quasiparticle renormalization weight is
determined from
-1
i| . (13)
w—0

7, = |:1 _ 9ReX; (@)
ow

In this Research Letter, we will focus on the paramagnetic

solution, and so the spin index o will be suppressed.

B. Dynamical mean field theory

We apply the DMFT-ED algorithm with the discretized
bath orbitals to address the convergence of the bath size on the
single-orbital Hubbard model [30,35,39,47,48]. In particular,
we use the Lanczos algorithm to solve for the ground-state
wave function and Green’s function [30,33]. For the bath
discretization algorithm, we introduce a fictitious inverse tem-
perature B =200 to fit the hybridization function on the
Matsubara frequency. For number of bath orbitals N, = 1, we
use the weight function 1/w, to obtain better occupancy and
fitting [39]. For N, > 1, we use the uniform weight function.
The number of frequency points used for the hybridization
function fitting is N, = 200, and the conjugate-gradient
method is utilized for the minimization. In our calculations,
we found that the hybridization function fitting is essential
to obtain reasonable total energy for N, < 3. This feature is
not reported in the literature, where most studies focus on
the spectral function, the quasiparticle weight, and the double
occupancy [30,35,39,47,48].

We also performed DMFT calculations with a continuous-
time quantum Monte Carlo (CTQMC) solver [49], which
gives us numerically exact solutions on the Bethe lattice. The
maximum entropy method is utilized for the analytic continu-
ation of Green’s functions [50].

III. RESULTS
A. Half-filled Hubbard model

The double occupancy (n4n, ), total energy Ey, Kinetic en-
ergy Eyin, and quasiparticle weight Z as a function of Coulomb
interaction U with increasing numbers of bath orbitals N,
are shown in Fig. 2. Our results indicate that both methods
converge with less than 5% error at N, = 5 for all the static
physical quantities. For all sizes of the bath, we found that
g-RISB generally produces a more accurate double occupancy
and total energy closer to the converged value.

Figure 3 provides us with a closer look into the conver-
gence behavior of the double occupancy, total energy, kinetic
energy, and quasiparticle weight at U = 2.4 in the metallic
phase. Our results show that the g-RISB energy and double
occupancy converge rapidly at N, = 3 with less than 1% error,
while DMFT-ED requires N, =5 to reach the same level
of convergence. The quasiparticle weight requires N, = 5 to
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FIG. 2. (a) Double occupancy (n;n,), (b) total energy E, (c) ki-
netic energy Eyi,, and (d) quasiparticle weight Z as a function of
Coulomb interaction U with increasing bath size N, at half filling.
The g-RISB and DMFT are shown as solid lines and dashed lines,
respectively.

converge to less than 5% error in both methods. All the ob-
servables converge to the DMFT solutions with the CTQMC
solver at inverse temperature 8 = 200, indicated by the black
horizontal line, where the small discrepancy is originated from
the finite-temperature effect.

The convergence behavior in the insulating phase at
U = 3.5 is shown in Fig. 4. We found that both methods give
reliable energy and double occupancy and that N, = 3 yields
values with errors lower than 1% with respect to the CTQMC
value, indicated by the black horizontal line.

We now discuss the g-RISB spectral function with increas-
ing bath size shown in Fig. 5. For N, = 1, corresponding to
the standard RISB approach, the spectral function is normal-
ized following the Brinkman-Rice scenario [51], where the
incoherent Hubbard bands are absent. Therefore the density of
states vanishes in the Mott insulating phase where Z = 0. On
the other hand, with N, = 3, g-RISB can capture reliable Mott
insulator solutions where the spectral function shows two in-
coherent Hubbard bands. The incoherent Hubbard bands also
emerge in the metallic spectral functions, and the quasiparticle
renormalization is significantly improved, as shown in Fig. 2.
For N, > 3, we see that the additional bath orbitals introduce
more peaks in the spectral functions. The position of the peaks
is close to the poles in the DMFT spectral function shown in
Fig. 5 with ED and N, = 7. The DMFT spectral functions with
the CTQMC solver are also shown for comparison.
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FIG. 3. (a) Double-occupancy (n;n,), (b) total energy Ey, (c) ki-
netic energy Eyi,, (d) and quasiparticle weight Z as a function of bath
size N, for U = 2.4 at half filling. The black horizontal line indicates
the infinite-bath limit with the CTQMC solver at inverse temperature
B = 200.

B. Doped Hubbard model

The double occupancy, total energy, kinetic energy, and
quasiparticle weight of the doped Hubbard model as a func-
tion of filling n at U = 2.4 are shown in Fig. 6. We found that
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FIG. 4. (a) Double occupancy (n4n,), (b) total energy E, and
(c) kinetic energy Eyi, as a function of bath size N, for U = 3.5 at
half filling. The black horizontal line indicates the infinite-bath limit
with the CTQMC solver at inverse temperature 8 = 200.
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FIG. 5. Density of states on the Bethe lattice for different values
of Coulomb interaction U and bath size N,, (including bath and ghost
orbitals) at half filling. The right column shows the DMFT density of
states with ED (bath size N, = 7) and the CTQMC solver.

g-RISB again produces more accurate energies and double
occupancy for all electron fillings, which are converged at
N, = 3 with less than 1% error. On the other hand, DMFT-ED
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FIG. 6. (a) Double occupancy (n;n,), (b) total energy Ey, (c) ki-
netic energy Ey,, and (d) quasiparticle weight Z as a function of
electron filling n with increasing bath size N, at U = 2.4. The
g-RISB and DMFT are shown as solid lines and dashed lines,
respectively.
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FIG. 7. (a) Double occupancy (n;n,), (b) total energy E, (c) ki-
netic energy Eyi,, and (d) quasiparticle weight Z as a function of
bath size N, for U = 2.4 at electron filling n = 0.75. The black
horizontal line indicates the infinite-bath limit with the CTQMC
solver at inverse temperature § = 200.

requires N, = 5 to reach the same level of convergence. Both
methods converge all physical quantities to less than 5% error
at N, = 5.

Figure 7 shows a closer look into the convergence be-
havior as a function of bath size N, for U = 2.4 and filling
n = 0.75. Our results show again that g-RISB’s energy con-
verges rapidly with N, = 3, while DMFT-ED requires N, = 5
to reach the same accuracy. Also, there are small differences
in the kinetic energy between the DMFT-ED and the g-RISB
energy, where the g-RISB converges to the CTQMC values
indicated by the horizontal black line. This discrepancy is
due to the fictitious temperature introduced in DMFT-ED for
the bath fitting [30,52]. On the other hand, the two methods’
double occupancy and the quasiparticle weight converge to
the CTQMC values.

Finally, we report the spectral functions for different fill-
ings and bath sizes in Fig. 8. For N, = 1, we again see that
g-RISB reduces to the standard RISB approach where the
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FIG. 8. Density of states on the Bethe lattice for different elec-
tron filling n and bath size N, (including bath and ghost orbitals) at
U = 2.4. The right column shows the DMFT density of states with
ED (bath size N, = 7) and the CTQMC solver.

incoherent Hubbard bands are absent, and the band renor-
malization is of the Brinkman-Rice scenario. For N, = 3,
g-RISB can capture both the quasiparticle peak and the Hub-
bard bands, while the higher-energy incoherent bands are not
captured. For N, > 5, we see that the high-energy incoherent
peaks are included and gradually shifted towards positions in
agreement with the spectral function obtained with DMFT-
CTQMC (and with DMFT-ED with N, = 7 bath sites).

C. Variational property

It is important to note that the g-RISB approach [23] can
also be formulated as a variational extension of the Gutzwiller
approximation [21,22]. From this perspective, the total en-
ergy is evaluated by computing the expectation value of the
Hamiltonian with respect to a variational wave function.
Therefore the g-RISB is variational in the limit of infinite
coordination; that is, the g-RISB approximation to the total
energy provides us with an upper bound to the exact value.
Indeed, this variational behavior is observed numerically in all
of our calculations. As an example, we illustrate this in Table I
for a few cases, where we see that the total energy converges
towards the exact DMFT values from above as a function of
the total number of bath sites N,,.

IV. CONCLUSIONS

We have compared the accuracy of g-RISB and DMFT on
the single-band Hubbard model, as a function of the number of

TABLE I. The g-RISB total energy at U = 2.4 and filling n = 1 and n = 0.75 with different numbers of bath orbitals N,. The DMFT

energy at 8 = 200 with the CTQMC solver is shown for comparison.

n N, =1 N, =3 N,=5 N, =7 CTQMC
1 —0.03637 —0.06155 —0.06189 —0.06199 —0.0621 = 0.0001
0.75 —0.21829 —0.23158 —0.23189 —0.23190 —0.2319 £ 0.0001
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bath sites in the embedding impurity Hamiltonian. Our bench-
mark calculations showed that the accuracy of g-RISB can
be systematically improved by increasing the number of bath
sites, similar to DMFT. Moreover, we observed that g-RISB is
systematically more accurate than DMFT for the ground-state
observables with a few bath sites, while the relative accuracy
of these methods is generally comparable for the quasiparticle
weight and the spectral function. In addition, we observed that
g-RISB satisfies the variational principle in infinite dimen-
sions, as the total energy decreases monotonically towards
the exact value as a function of the number of bath sites,
suggesting that the g-RISB wave function may approach the
exact ground state in infinite dimensions.

The g-RISB only requires the ground-state static den-
sity matrix for self-consistency calculations. Therefore it
circumvents the problem of evaluating the excited states
(which are necessary for computing the impurity Green’s
function in DMFT) and opens the possibility of employ-
ing efficient ground-state wave-function-based techniques as
impurity solvers [41-46,53—62]. Our results, which were
obtained for a wide range of parameters, indicate that the
g-RISB provides us with accurate energies and ground-state
properties at small bath sizes, and it has a relatively low
computational cost compared with other methods. For ex-

ample, one iteration in g-RISB takes 0.3 s on one CPU for
N, = 7, while it takes 10 s in DMFT-ED.

Future research could explore the limitations and poten-
tial improvements of the g-RISB theory and compare it with
other quantum embedding approaches for more realistic sys-
tems. Overall, our results suggest that g-RISB is a promising
method for first-principles simulations of strongly correlated
matter, which can capture the behavior of both static and
dynamical observables with high accuracy, at a relatively low
computational cost.
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