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Supercurrent reversal in ferromagnetic hybrid nanowire Josephson junctions
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We report supercurrent transport measurements in hybrid Josephson junctions comprising semiconducting
InAs nanowires with epitaxial ferromagnetic insulator EuS and superconducting Al coatings. The wires display
a hysteretic superconducting window close to the coercivity, away from zero external magnetic field. Using a
multi-interferometer setup, we measure the current-phase relation of multiple magnetic junctions and find an
abrupt switch between π and 0 phases within the superconducting window. We attribute the 0-π transition to the
discrete flipping of the EuS domains and provide a qualitative theory showing that a sizable exchange field can
polarize the junction and lead to the supercurrent reversal. Both 0 and π phases can be realized at zero external
field by demagnetizing the wire.
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Unexpected quantum behavior often appears in hybrid
devices made from materials with competing electrical
properties [1–3]. For instance, Josephson junctions with fer-
romagnetic barriers can develop a superconducting phase
difference of π giving rise to supercurrent reversal [4,5] and
spontaneous currents in superconducting loops [6]. The super-
conducting phase shift in metallic samples typically originates
from the oscillatory damping of the pairing amplitude in
the junction [7,8]. However, it can also arise from spin-flip
scattering via magnetic impurities [9,10] or an alternating
magnetization in multidomain junctions [11]. The dependence
of the superconducting parameters on the magnetic domain
structure has been investigated in samples with metallic [12]
and insulating [13,14] ferromagnetic components, but the im-
pact of domain configuration on the π -junction formation
remains largely unexplored.

Spin-active scattering at an interface between a su-
perconductor and a ferromagnetic insulator can induce a
Zeeman-like splitting [15,16] and give rise to spin-polarized
Andreev bound states (ABSs) [17]. Superconducting junc-
tions with large interfacial exchange interactions are predicted
to develop a π phase shift [18–20] with intrinsically low
quasiparticle dissipation [21,22], making them attractive for
both classical and quantum applications [23–25]. Previ-
ously, supercurrent transport through spin-dependent barriers
showed signatures of unconventional superconductivity [26]
and an incomplete 0-π transition [27] associated with the
multidomain structure in the junction.

An alternative route to Josephson π junctions is to couple
a semiconducting quantum dot [28–30] or superconducting
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hybrid island [31,32] to superconducting leads, where adding
or removing a single electron spin can result in a supercur-
rent reversal. The transition between the 0 and π phases in
such junctions can be controlled electrostatically [33–35] or
by an external magnetic field [36,37]. Recently developed
semiconducting InAs nanowires with epitaxial supercon-
ducting Al and ferromagnetic insulator EuS shells [38–40]
showed the coexistence of induced superconductivity and fer-
romagnetism, and signatures of spin-polarized bound states
[41,42]. The latter were investigated theoretically in the con-
text of topological superconductivity [43–50]. Here, we study
triple-hybrid Josephson junctions containing components of
spin-dependent transport and gate-voltage controlled barriers.

To demonstrate the emergence of π junctions in ferro-
magnetic hybrid nanowires, we studied a multi-interferometer
device consisting of ferromagnetic (target) and nonmagnetic
(reference) wires. The two wires, denoted A and B, were
placed next to each other on a Si substrate with 200-nm
SiOx capping. The middle and the ends of both wires were
connected by ex situ Al contacts, forming multiple loops
[Fig. 1(a)]. The main wire A comprised a hexagonal InAs core
with epitaxial two-facet EuS and three-facet in situ Al shells,
with the Al fully covering both EuS facets and one InAs facet.
The reference wire B with an InAs core and three-facet Al
shell did not include EuS. Four junctions, denoted jF

1 , jF
2 on

the ferromagnetic wire A, and j3, j4 on the reference wire
B, were formed by selectively removing ∼100 nm of in situ
Al in the segments between the Ohmic contacts. Top gates
were fabricated over all four junctions after the deposition of a
thin HfOx dielectric layer, allowing independent electrostatic
control of each junction.

The phase across a particular junction relative to a ref-
erence junction was measured by depleting the other two
junctions, thus forming a single superconducting interferome-
ter. Three triple-hybrid junctions, from two different devices,
were investigated and showed similar results. We report data
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FIG. 1. (a) Color-enhanced micrograph of a representative multi-
interferometer device comprising ferromagnetic (target) and non-
magnetic (reference) nanowires. The insets show the schematic
device layout and wire cross sections. (b) and (c) Differential re-
sistance R as a function of current bias I and parallel external
magnetic field H‖ measured for the jF

2 junction sweeping H‖ from
(b) negative to positive and (c) positive to negative. R is suppressed
in a narrow, sweep-direction-dependent window away from H‖ = 0.
(d) Disorder-averaged induced magnetization 〈M〉ξ calculated using
the random-field Ising model. h‖ is a model parameter representing
an external magnetic field. The junction superconducts only in a
narrow hysteretic window (gray) around the coercive field ±hC and
is otherwise normal.

from a representative junction in the main text and present
supporting data from the other two junctions in the Supple-
mental Material [51]. Measurements were carried out using
standard ac lock-in techniques in a dilution refrigerator with a
three-axis vector magnet and base temperature of 20 mK.

We begin by exploring the magnetotransport properties of
a single ferromagnetic junction jF

2 while keeping the other
junctions depleted. Four-terminal differential resistance, R =
dV/dI , of the junction was measured as a function of current
bias I and external magnetic field H‖ applied parallel to wire
A [Figs. 1(b) and 1(c)]. Sweeping from negative to positive
field, R(I ) remains finite and featureless throughout the mea-
sured range, except between μ0H‖ = 15 and 25 mT, where
R(I ) decreases abruptly for |I| � 5 nA [Fig. 1(b)]. Reversing
the sweep direction of H‖ shifts the low-resistance window
to around −20 mT [Fig. 1(c)]. A similar hysteretic dip in
resistance has been reported in uninterrupted EuS/Al bilayer
films [52].

We interpret the observed behavior as the recovery of
the superconductivity near the coercive field HC, where
the induced magnetization 〈M〉ξ averaged over the super-
conducting coherence length ξ decreases below a critical
value MC. To verify this picture, we calculate disorder-
averaged 〈M〉ξ using the kinetic random-field Ising model (see
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FIG. 2. Left panels: Schematics of the multi-interferometer de-
vice in various open and closed junction configurations with
highlighted effective loop areas. Right panels: Corresponding
current-phase relations represented by differential resistance R mea-
sured as a function of current bias I and flux-threading perpendicular
magnetic field H⊥ for (a) two ferromagnetic, (b) one ferromag-
netic and one nonmagnetic, and (c) two nonmagnetic junctions.
All junction configurations show effective-area-dependent, periodic
switching current modulations in H⊥.

Supplemental Material [51] and Refs. [53,54] therein). The
resulting hysteresis curves [see Fig. 1(d)] are asymmetric
around the coercive field. In this regime the EuS domain size
is shorter than ξ , which leads to a reduced 〈M〉ξ compared
to the saturation value MS (see Supplemental Material [51]
and Refs. [55–60] therein). Realistic hysteresis curves are
typically not as smooth as depicted in Fig. 1(d); instead,
they display irreversible jumps between discrete magnetiza-
tion values [41,61,62].

We note that the magnetic junctions in the superconducting
state display residual resistance at I = 0, which we tentatively
attribute to the supercurrent suppression due to the uncertainty
in the phase difference across a junction with low Josephson
energy [63]. Such phase diffusion can be stabilized by inte-
grating the junction into a superconducting loop [64].

Having established the magnetic-field response of an indi-
vidual magnetic junction, we next examine the current-phase
relations (CPRs) of various junction pairs. To ensure that wire
A was superconducting, μ0H‖ was first ramped to −100 mT
and then tuned to 21 mT, close to HC, where R(I ∼ 0) is
suppressed. Three example measurements of distinct super-
conducting interferometers, formed by opening either two
ferromagnetic, mixed, or nonmagnetic junctions, are dis-
played in Fig. 2. In all three configurations, the device shows
periodic switching current ISW, and modulations as a function
of the flux-threading perpendicular magnetic field H⊥. The
oscillation period changes for different junction combinations
due to the different effective loop areas, corresponding to the
superconducting flux quantum, �0 = h/2e (Fig. S1 in Supple-
mental Material [51]). The zero-flux offset of the magnet was
calibrated using the CPR of the loop with two nonmagnetic
junctions ( j3 and j4).
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FIG. 3. (a) Differential resistance R of jF
2 as a function of current

bias I and parallel external magnetic field H‖ showing the supercon-
ducting window of the junction centered around −21 mT. The data
were taken with jF

1 , j3, and j4 depleted. (b) Switching current ISW as a
function of flux-threading perpendicular magnetic field H⊥ measured
for the jF

2 - j3 interferometer at decreasing H‖ values. The magnetic
junction switches abruptly from the π to 0 phase around −18 mT
as H‖ is lowered. (c) Current-phase relation measured at μ0H‖ =
−17 mT exhibits ISW minimum at H⊥ = 0, suggesting a π junction.
(d) Similar to (c) but in the 0-junction regime at μ0H‖ = −19 mT.
All the data were taken after polarizing the wire at μ0H‖ = 100 mT.

At μ0H‖ = 21 mT, ISW is maximal at zero flux (H⊥ = 0)
for all configurations, indicating a homogeneous supercon-
ducting phase across the device. However, we find that the
loops with magnetic junctions show characteristic π -shifted
CPRs at the onset of the superconducting window, before HC

is reached (Fig. 3). We study the transition between the two
regimes in jF

2 by measuring CPRs (using j3 as a reference,
while keeping jF

1 and j4 depleted) over a range of H‖ span-
ning the superconducting window [Fig. 3(a)]. The deduced
evolution of ISW with H⊥ and H‖ is shown in Fig. 3(b).
Outside the superconducting window, ISW is independent of
H⊥, indicating that jF

2 is not superconducting (Fig. S2 in
Supplemental Material [51]). Moving to more negative H‖,
jF
2 displays a π -shifted CPR in the range between −16 and

−18 mT [Fig. 3(c)], but then switches abruptly to a state
without a phase shift [Fig. 3(d)]. The average ISW is ∼10 nA
in both cases, but its modulation amplitude increases from
around 3 to 6 nA as the CPR phase switches from π to 0 [see
Figs. 3(c) and 3(d)]. The superconducting phase remains un-
changed throughout the rest of the superconducting window,
whereas the amplitude of ISW oscillations shrinks abruptly
at −25 mT and once again at −26 mT as the supercurrent
through jF

2 gets suppressed. This is likely because of the
sweep-direction-dependent, discrete jumps of 〈M〉ξ through
MC (see Supplemental Material [51]). The transition features
were qualitatively the same around positive HC, after revers-
ing H‖ direction, and did not depend on the gate voltages
V2 and V3 (see Figs. S3–S5 in Supplemental Material [51]).
The transition-field value shifted by a fraction of a millitesla
between different runs, presumably due to the magnetic noise
from the stochastic domain switching [65]. Furthermore, the
superconducting phase shift of π within the superconducting
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FIG. 4. (a) Schematic illustration of the modeled junction and
the corresponding density of states with the induced superconducting
gap in the wire leads � and a discrete state in the junction at energy
ε, both spin split by an exchange field h. (b) Calculated supercurrent
IS as a function of the superconducting phase difference across the
junction ϕ and h, showing a 0-π transition for h � �. (c) Energy
of Andreev bound states (ABSs) in the junction as a function of ϕ

in the 0 (left) and the π (right) regimes. (d) ABS and continuum
contributions to the total IS as a function of h at ϕ = π/2 and ε =
0. The two contributions have opposite signs for h � �, while the
ABS contribution vanishes in the π phase. Inset: IS dependence on ε,
where the white line is an analytic expression for the 0-π transition
given in the Supplemental Material [51].

window was observed also for the other two measured fer-
romagnetic junctions, with jF

1 showing hints of a second
0-π transition at the end of its superconducting window (see
Figs. S6 and S7).

These experimental observations suggest that the 0-π tran-
sition is driven by a discrete flipping of the EuS domains
affecting 〈M〉ξ and changing the effective spin splitting of
the ABSs in the junction. We propose a simple transport
model demonstrating that a sizable exchange field, arising
from 〈M〉ξ , can polarize the junction, resulting in the π phase
shift. The model describes a nanowire proximity-coupled to
a ferromagnetic insulator and an interrupted superconductor,
forming a Josephson junction [Fig. 4(a)]. The magnetic insu-
lator induces an exchange field with amplitude h(x), where x
is the position along the wire. The superconductor induces a
pairing potential, �(x) = |�|e±iϕ/2, in the lateral wire regions
defining the leads, where ϕ denotes the superconducting phase
difference across the junction. Assuming the short-junction
limit, we describe the coupling between the leads by a sin-
gle state, whose two spin-split levels are at energies ε ± h.
The extension to the long-junction limit including spin-orbit
coupling yields qualitatively similar results and is discussed
in Ref. [66].

We calculate the supercurrent through the junction IS, pro-
portional to ISW, using the Green’s function formalism (see
Supplemental Material [51]). In the tunneling regime, IS dis-
plays a π phase shift for h � � [Fig. 4(b)]. The supercurrent
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FIG. 5. (a) Differential resistance R as a function of current bias
I and flux-threading magnetic field H⊥ measured for a jF

2 - j3 interfer-
ometer at zero parallel external field (H‖ = 0) showing a π -shifted
current-phase relation. The data were taken after polarizing the
wire at μ0HS = 100 mT and demagnetizing it at μ0HD

‖ = −23 mT.
(b) Similar to (a) but taken after demagnetizing the wire at μ0HD

‖ =
−25 mT, showing 0-junction behavior. (c) Calculated disorder-
averaged induced magnetization 〈M〉ξ illustrating the experimental
demagnetization scheme. After saturating 〈M〉ξ , the parameter rep-
resenting the external magnetic field h‖ is swept to the variable
demagnetization value hD

‖ , and then back to 0. Depending on hD
‖ , the

junction can either relax to the π or 0 phase.

reversal can be understood by considering the field evolution
of ABSs in the junction [Fig. 4(c)]. A finite h lifts the spin
degeneracy of the ABSs. For large h, one ABS can cross
zero energy, thus changing the junction ground state from an
antialigned to an aligned spin configuration. As a result, the
ABS contribution to the supercurrent is suppressed, leaving
only the subdominant transport via the continuum states with
lower magnitude and opposite sign [Fig. 4(d)]. This can be un-
derstood by noting that the Josephson current is proportional
to the product of the energy-dependent superconducting pair-
ing in the leads ∼�2/(�2 − E2), which becomes negative for
energies E > � [67]. In the experiment, the discrete domain
flips lead to discontinuous jumps in the phase diagram.

In case of a single barrier in a tunneling regime, the field
value of the 0-π transition shows a relatively weak depen-
dence on ϕ and ε [see Fig. 4(b) and the inset in Fig. 4(d)]. This
is distinct from the interaction-driven supercurrent reversal in
the quantum-dot regime [29,33,68,69], where the transition
can be smoothly tuned by an electrostatic gate changing the
occupancy of the junction. The quantum-dot scenario can
be excluded since the π phase shows no dependence on the

junction-gate voltage (see Fig. S5 in Supplemental Material
[51]). Increasing the coupling rates to the leads results in
a skewed CPR and a larger h range where 0 and π phases
coexist (see Supplemental Material [51]).

Finally, we demonstrate experimentally that the π phase
can be realized at zero external magnetic field by demag-
netizing EuS with the following procedure (Fig. 5). First, a
saturating magnetic field, μ0HS = +100 mT, was applied to
fully polarize the EuS. The field was then gradually swept
through zero to a demagnetizing (negative) value HD

‖ before
returning to zero. Carrying out the demagnetization loop for
different HD

‖ values, we find that jF
2 transitions from a π to 0

phase as μ0HD
‖ is changed from −23 to −25 mT [Figs. 5(a)

and 5(b), and S8 in Supplemental Material [51]]. This is simi-
lar to the behavior observed at the finite external field (Fig. 3),
but now measured at H‖ = 0. Qualitatively the same phe-
nomenology was observed for jF

1 (see Fig. S9 in Supplemental
Material [51]). We ascribe this behavior to the H‖-controlled
EuS domain relaxation into a configuration with the remanent
〈M〉ξ < MC as H‖ is ramped back and forth. The calculated
demagnetization loops for two different demagnetization val-
ues support this picture [Fig. 5(c)].

In summary, we have studied the current-phase relation
of triple-hybrid Josephson junctions comprising semiconduct-
ing (InAs) nanowires with epitaxial ferromagnetic insulator
(EuS) and superconductor (Al) shells. The magnetic junctions
showed a 0-π phase transition within a hysteretic supercon-
ducting window in the parallel magnetic field. We interpret
the results in the context of magnetic domains and provide
a simple theoretical model demonstrating that an induced
average magnetization can account for the transition. By de-
magnetizing the EuS layer, the π phase can be realized at
zero magnetic field, making the triple-hybrid junctions an
attractive component for quantum and classical applications
in superconducting circuitry.
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