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Optical classification of excitonic phases in molecular functionalized atomically-thin semiconductors
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The excitonic insulator is an elusive electronic phase exhibiting a correlated excitonic ground state. Materials
with such a phase are expected to have intriguing properties such as excitonic high-temperature superconductiv-
ity. However, compelling evidence on the experimental realization is still missing. Here, we theoretically propose
hybrids of two-dimensional semiconductors functionalized by organic molecules as prototypes of excitonic
insulators, with the exemplary candidate WS2-F6TCNNQ. This material system exhibits an excitonic insulating
phase at room temperature with a ground state formed by a condensate of interlayer excitons. To address an
experimentally relevant situation, we calculate the corresponding phase diagram for the important parameters:
temperature, gap energy, and dielectric environment. Further, to guide future experimental detection, we show
how to optically characterize the different excitonic phases via far-infrared to terahertz spectroscopy valid also
for monolayer materials.

DOI: 10.1103/PhysRevB.107.L041401

Introduction. The excitonic insulator (EI) is a charge neu-
tral, strongly interacting insulating phase that arises from
spontaneous formation of excitons [1,2]. The insulating phase
is anticipated to appear in semiconductors at thermodynamic
equilibrium, as long as the predicted exciton binding energy
exceeds the band gap. It presents an interesting platform for
realizing many-body ground states of condensed bosons in
solids. Although the concept has been known for almost 60
years, to date compelling experimental evidence of the exci-
tonic insulator is still missing. Since the EI phase is predicted
to host many novel properties, such as superfluidity [3,4],
excitonic high-temperature superconductivity [5,6], and exci-
ton condensation, breakthroughs in finding this new class of
insulators has attracted great attention over the past decades
[6–11].

There are a few materials, which are suspected to possess
EI ground states in a solid state, among others 1T-TiSe2,
WTe2, Ta2NiSe5, or TmSe0.45Te0.55 [11–20]. However, it has
been difficult to establish whether the EI state has been re-
alized, because the expected electronic phase transition is
accompanied by a structural phase transition, which makes
it difficult to distinguish between EI and normal insulator
or Peierls transition [21–24]. Just recently, the discussion
started about EIs in TMDC heterostructures [16,25–27]. A
promising candidate is a combination of WSe2 monolayer
and WSe2/WS2-moiré bilayer suggested by Gu et al. [28].
However, also for these recent TMDC heterostructures the
experimental observables leave room for interpretation con-
cerning the nature of the suspected phase.

In this Letter, we present a blueprint for the realiza-
tion of an EI based on the interlayer excitons of hybrid
inorganic-organic systems (HIOS) and present an unambigu-
ous characterization of the EI phase via linear absorption

spectroscopy. HIOS is a growing field with increasing tech-
nological importance because it combines the best of two
worlds: the strong light-matter interaction/tunability of the
transition energies of organic molecules with the high carrier
mobility of inorganic semiconductors [29–32]. For the con-
struction of an EI, the low dielectric constant of the molecular
lattices [33] and the strong localization of their electrons
are excellent conditions for large exciton binding energies of
HIOS interface excitons. By that, the investigated HIOS re-
sembles the suggested monolayer/moiré-bilayer system [28].
In particular, the functionalization of atomically-thin semi-
conductors with organic molecules allows one to choose a
material combination with a band gap in an appropriate range
[34,35] and the spatial indirect character of the exciton allows
for static dipoles and thus unambiguous fine-tuning via static
Stark shifts [36]. At the same time, the energy level tunability
of the molecular layer has advantages over TMDC bilayer or
heterobilayers, where the EI phase is still under discussion
[16,25–27].

Figure 1(a) depicts the investigated HIOS with interlayer
dispersion close to the K point. The relevant electronic in-
terlayer transition for the EI built up occurs between TMDC
valence and molecular conduction band highlighted by the
dashed line box. Due to the direct-gap character of the het-
erostructure dispersion, we also circumvent the formation of
Peierls charge density waves. Depending on the interlayer
band gap three different excitonic phases can be expected:
semimetal, semiconductor, and EI; cf. Figs. 1(b)–1(d). Most
importantly, we will show that all three phases can be dis-
tinguished by far-infrared/ terahertz (THz) absorption: the
semimetal phase exhibits a vanishing or negative band gap
with a free electron gas as ground state; cf. Fig. 1(b). The
optical response will then be determined by the Drude model
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FIG. 1. (a) HIOS consists of monolayers of WS2 and F6-
TCNNQ molecules with level alignment in the free-particle picture.
(b)–(d) The interlayer gap dispersion of the dashed boxed for the
three possible excitonic phases and the character of their optical
excitation.

known from metals [37]. The semiconducting phase, cf.
Fig. 1(c), is determined by an exciton binding energy smaller
than the free-particle band gap resulting in a filled valence
band as ground state. The optical response is given as Lorentz
response, however, due to the interlayer character of the tran-
sition with considerably small oscillator strength [38,39]. In
contrast, the excitonic insulating phase, cf. Fig. 1(d), occurs
if the expected exciton binding energy is larger than the band
gap. We will exploit that the far-infrared response of such EIs
are characterized by transitions in the exciton ladder [40,41]
of condensed ground state excitons to higher bound states.
With this, we suggest a simple and easy to interpret experi-
ment to characterize the EI built up, which is applicable to
monolayers and heterostructures.

In the following, even without applied electric field for
energy band fine-tuning, we predict an EI from a hybrid
structure of a WS2 monolayer and a self-assembled layer
of F6-TCNNQ molecules. The organic molecules form a
periodic two-dimensional lattice, where we investigate the
realistic ratio of one molecule per 16 WS2 unit cells due to
the weak molecule-WS2 interaction [42]. From first-principles
calculations we find a type-II band alignment heterostruc-
ture with an interlayer gap between the WS2 valence band
and the F6-TCNNQ lowest unoccupied molecular orbital of
EG = 0.12 eV [43]. The naively calculated interlayer exciton
binding energy, using well documented methods [44], with
completely filled valence band as ground state is 0.14 eV.
This is on the same order of magnitude as the band gap
of 0.12 eV, indicating the possibility of forming a strongly
correlated insulating phase to minimize energy.

Ground state of EI. To calculate the EI ground state,
we diagonalize the field-independent part of the mean-field
Hamiltonian (cf. the Supplemental Material SM [45]) by a
Bogoliubov transformation [46,47] with α

†
k = u∗

kv
†
k − w∗

kc†
k

and β
†
k = wkv

†
k + ukc†

k [2,48,49]. The fermionic operators α
†
k

and β
†
k create an electron in a linear combination of valence

v
(†)
k and conduction c(†)

k bands in analogy to the Bogoliubov
particle operators from BCS superconductivity theory. The

diagonalized Hamiltonian reads H = ∑
n={α,β},k En,kn†

knk
with the hybridized bands Eα/β,k = (ε̃c,k + ε̃v,k )/2 ∓√

�2
k + �2

k. The excitation spectrum of the new quasiparticles

corresponds to the Bogoliubov dispersion Ek =
√

�2
k + �2

k,
where the gap dispersion is defined as �k = (ε̃c,k − ε̃v,k )/2.
The quantity �k is determined via the transcendental gap
equation [50–52]

�k = 1

2

∑
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Vk−k′
�k′√

�2
k′ + �2

k′

( fα,k′ − fβ,k′ ), (1)

2�k = εc,k − εv,k +
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Vmol
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(
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)

−
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k′
VWS2

k−k′
(
u2

k′ fα,k′ + w2
k′ fβ,k′

)
. (2)

The quantity �k can be identified as ordering parameter
determining the phase of the heterostructure. A finite value
accounts for a finite probability to create electron-hole pairs,
which designates the excitonic instability. In the limit �k → 0
the dipolar excitonic insulator [28,53,54] converts to the con-
ventional phases of semiconductor or semimetal depending
on the band gap. In Eqs. (1) and (2) we defined the ma-
trix element V l

k−k′ = V l
0 − V l

k−k′ − V0 + Vk−k′ with intralayer
Coulomb potential V l

k (l = {molecule,WS2}) and interlayer
potential Vk [55]. Equations (1) and (2) depend on the occupa-

tions of the hybridized bands fn,k = 〈n†
knk〉. The temperature

T = 0 K limit of the gap equation, i.e., fα,k − fβ,k = 1, can
also be obtained from a minimization of the energy [51,52].
Clearly, the magnitude of the ordering parameter �k depends
on band gap and temperature, which enters via the Fermi
functions fα/β,k of the hybridized bands Eα/β,k. The chemical
potential is chosen such that the charge density is a conserved
quantity as function of temperature and band gap. In our case,
we consider a charge neutral structure, i.e., the density of holes
in WS2 equals the density of electron in the molecule. Because
the ordering parameter enters also in the gap dispersion �k
via the Fermi functions fn,k(En,k ), both quantities have to
be solved simultaneously and form a temperature-dependent
extension of the EI gap equation from literature including
now electron and hole Coulomb band renormalizations. If not
stated otherwise we use an hBN substrate (ε = 4.5) entering
the Coulomb potential and a surrounding of air (ε = 1) for the
numerical evaluation.

Figure 2(a) displays the numerical solution of �k and
�k at room temperature and the resulting Bogoliubov dis-
persion Ek with the original band gap of 0.12 eV . The
ordering parameter �k is symmetric to k = 0 and displays a
monotonous decrease with the wave number, comparable to
the gap function of s-wave superconductors [56–58]. Together
with �k it yields a sombrerolike Bogoliubov dispersion. We
stress that Fig. 2(a) displays the results for 300 K already
suggesting that the excitonic condensate is stable up to room
temperature. Finally, Fig. 2(a) displays also the gap dispersion
�k. For the discussion of the gap dispersion, it is conve-
nient to introduce the spontaneously forming inversion f (0)

k ≡
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FIG. 2. (a) Numerical solution of the ordering parameter �k and
gap dispersion �k as function of wave number at room temperature.
Both quantities constitute the Bogoliubov dispersion Ek. (b) The EI
exhibits a nonvanishing coherence and an intrinsic inversion. The
coherence and occupations peak in the pocket of the Bogoliubov
dispersion.

f (0)
v,k − f (0)

c,k = �k/

√
�2

k + �2
k( fα,k − fβ,k ) and the macro-

scopic coherence p(0)
k = 〈v†

kck〉(0) = 1
2�k/

√
�2

k + �2
k( fα,k −

fβ,k ) forming without external source and plotted in Fig. 2(b).
Here, in contrast to a conventional semiconductor (�k = 0)
for �k 	= 0, the ground state coherence p(0)

k has a nonvanish-
ing value and the occupation inversion deviates from unity
clarifying why �k is referred to as ordering parameter. Due
to the Hartree-Fock renormalizations the gap dispersion �k
turns negative; cf. Fig. 2(a). This leads to an intrinsic inversion
f (0)
k < 0 close to the band extremum. From Fig. 2(b) we see

that the ground state coherence and occupations peak within
the pockets of the Bogoliubov dispersion, which we can iden-
tify with the Fermi wave number kF .

Phase diagram. Depending on the two external parameters
temperature and band gap affecting the ordering parameter we
can expect three different excitonic phases: EI, semiconduc-
tor, and semimetal; cf. Figs. 1(b)–1(d). While the EI phase
is present for a finite ordering parameter �k, the other two
phases reveal a vanishing �k. However, semimetal and semi-
conductor can be distinguished via the inversion f (0)

k : while
for a conventional semiconductor the inversion is one in the
ground state, the value is smaller than one for a semimetal
reflecting the presence of a free electron gas. Figure 3(a)
shows the calculated phase diagram of a WS2-F6TCNNQ
stack on hBN substrate as a function of temperature and band
gap. As guidance we include the coexistence lines between the
different phases. We find that the excitonic insulating phase is
stable for temperatures up to 350 K underlining the ability of
our proposed structure as high-temperature EI. The EI phase
appears in the band gap range of 0.04 eV to 0.38 eV . We
see that by increasing the band gap the heterostructure enters
its semiconducting phase. When decreasing the band gap we
approach the semimetal limit. Interestingly, we find no coex-
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FIG. 3. (a) Phase diagram of a WS2-F6TCNNQ stack on hBN
and air surrounding. The EI phase is separated from the semimetal
by the semiconducting phase. The numbers denote the position for
the absorption spectra in Fig. 4. Number 3 corresponds to zero
applied field. (b) Phase diagram of the WS2-F6TCNNQ stack on
hBN and altering supstrate, characterized by the dielectric constant.
Environments with low dielectric constant are favorable to stabilize
the excitonic insulating phase at higher temperature.

istence line between EI and semimetal, but the heterostructure
traverses the semiconducting phase again. This results from
a comparably fast decrease of the ordering parameter, van-
ishing prior to a negative band gap, due to the coupling of
Eqs. (1) and (2) via the Coulomb renormalizations. The cor-
responding separating area between EI and semimetal could
be understood as an excited semiconducting phase (�k = 0,
Ek = ε̃c,k − ε̃v,k > 0 as in the semiconducting phase but with
fc,k 	= 0, f (0)

k < 1). Therefore, the transition from the EI in
this region of the phase diagram shows similarities with a
Mott transition. To change between all three phases a band
gap change of 0.12 eV is necessarily possible with an applied
voltage of around 5 V [36]. Finally, we see a sublimation
line at high enough temperature—a direct transition from
semiconductor to semimetal. The billiard balls in Fig. 3(a) are
discussed later together with Fig. 4.

We stress that the phase diagram strongly depends on the
dielectric environment influencing the interlayer Coulomb po-
tential [55]: in Fig. 3(b) we show the phases for the fixed
original band gap of 0.12 eV with altering temperature and di-
electric surrounding. The WS2-F6TCNNQ stack is still placed
on top of an hBN substrate, but the dielectric constant of
a top layer is changed from vacuum to hBN encapsulation:
the stability of the condensate for higher temperature rapidly
decreases with increasing dielectric constant. Obviously, a
dielectric environment with low mean dielectric constant is
favorable to stabilize the EI phase at high temperatures.
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FIG. 4. Absorption spectrum at 100 K along the dotted line in
Fig. 3(a). The Drude response in the semimetal phase is modulated
by a p-exciton Rydberg series for the EI phase. In the semiconducting
phase the terahertz response vanishes.

Optical response. Based on the ground state calculations,
we can now calculate the frequency-dependent absorption
coefficient via a self-consistent coupling of material and wave
equation [59–61]. The linear absorption with respect to the
dynamical field E(t ) is determined by the susceptibility de-
scribed by the microscopic polarization pk and occupations
fk. Both quantities are expanded up to first order in the
exciting electric field [52,62,63]. The initial conditions arise
from the ground state (initially calculated p(0)

k and f (0)
k ). The

dynamical correction to first order in E(t ) is denoted by p(1)
k

and f (1)
k . The Heisenberg equation of motion for the micro-

scopic polarization p(1)
k can be diagonalized exploiting the

Bogoliubov-Wannier equation [25,62,64]. After diagonaliza-
tion, based on a 1s ground state, it describes transitions to
higher lying excitonic states μ with their excitonic energy
Eμ and wave function ϕμ,k. Consequently, the microscopic
polarization can be expressed as excitonic polarization pμ =∑

k ϕ∗
μ,k p(1)

k [40,65,66] (details in the SM [67]). A direct
solution of the Heisenberg equations of motion for exci-
tonic polarization and excited occupation in frequency domain
yields the susceptibility, detectable in far-infrared/THz exper-
iments:

χ (ω) = − 1

ε0

∑
μ

dμ ⊗ dμ + jμ ⊗ jμ
h̄ω − Eμ + iγ

+ e2
0

ε0h̄

∑
k

vk ⊗ ∇k f (0)
v,k

ω2 + iγω/h̄
, (3)

with the particle velocity vk = h̄k/m, elementary charge e0,
and valence electron mass m. The excitonic interband ma-
trix element reads dμ = d

∑
k f (0)

k ϕ∗
μ,k with electronic dipole

moment d. The second summand is driven by the excitonic
intraband matrix element jμ = e0 · ∑

k ϕ∗
μ,k∇k p(0)

k . Both con-
tributions exhibit resonances at the exciton energy Eμ. For an
EI with s-symmetric ground state the first excited exciton is
of p symmetry, that we can expect the 1s-2p transition as
the energetically lowest resonance [40,41]. For a p-excited
state [μ = p in Eq. (3)], the interband source vanishes be-
cause of its uneven parity. In contrast, the intraband source
jμ is finite. When entering the semiconducting phase, the

Bogoliubov-Wannier equation yields as lowest excited state
1s excitons. In this phase, the optical source is of interband
nature from a fully occupied valence band as ground state;
cf. Fig. 1(c). In contrast the intraband source vanishes due to
symmetry reasons. Additionally, f (0)

v,k = 1 (full valence band)
now holds that the third term in Eq. (3), which resembles the
conductivity tensor of a plasma, vanishes. Finally, for zero or
negative band gap the heterostructure is in its semimetallic
phase and the optical matrix elements dμ and jμ are zero due
to the corresponding ground state coherence and inversion.
The optical response is now solely described by the third
term in Eq. (3). We can perform a partial integration to bring
the third term in the susceptibility into the form χDrude(ω) =
ω2

pl/(ω2 + iγω/h̄), which corresponds to the plasma response
in a Drude model for a free electron gas; cf. Fig. 1(b). It stems
from intraband transitions of the microscopic occupation with
the plasma frequency ω2

pl = e2
0

∑
k f (0)

v,k/ε0m. Also for the EI
phase the Drude response is present, since the ground state
valence band occupation f (0)

v,k exhibits a Fermi edge. In order
to account for the broadening of the response, we include a
phenomenological dephasing γ [68–70]. A detailed investi-
gation of the exciton lifetime in the insulating phase would
require an evaluation of exciton-phonon interaction into the
HIOS Bloch equations.

Figure 4 displays the calculated absorption along the enu-
merated line in Fig. 3(a). In the semimetal phase (dot 1)
with overlapping valence and conduction band we observe
the well-known Drude response for a free electron gas. Due
to the infinite mass of the conduction band electrons in the
molecules the response stems solely from the half filled WS2

valence band. Opening the gap (dot 2) an additional feature
arises, which stems from the intraband matrix element in
Eq. (3). The rising macroscopic coherence p(0)

k is convoluted
with the excitonic wave function, which interpolates between
s and p state. When entering the EI phase (dot 3) the Drude
response is modulated by a p-excitonic Rydberg series in
the far-infrared/THz regime stemming from the transitions
from 1s ground state to p-excited states. Since the optical
source of the observed 1s-2p transition is of intraband nature,
it has sufficient oscillator strength (dots 3 and 4) to be ob-
served in optical experiments. With further gap opening we
observe a blueshift of the exciton and a decreasing oscilla-
tor strength since the ordering parameter and the connected
ground state functions f (0)

k and p(0)
k decrease. Finally, for a

band gap of 0.4 eV (dot 5) the wave function of the low-
est excited state changes to s symmetry and the intraband
source vanishes, marking the transition to the semiconducting
phase. The interlayer exciton is now driven by the inter-
band dipole matrix element. Because of the large detuning of
intra- and interlayer exciton, the hybridization is small yield-
ing an extremely small electronic dipole element [36,38,39].
Also the Drude response vanishes due to f (0)

k = 1. Therefore,
the interlayer exciton is not observable in absorption, the
far-infrared/THz response vanishes, and the heterostructure
becomes transparent for these wavelength. For the situation at
room temperature a similar picture emerges characterized by
a generally weaker oscillator strength since the ground states
acting as sources are less populated. Finally, we briefly want
to address the possibility on an electron-hole liquid (EHL).
We estimate the exciton density to be na2

X = 0.02 with spatial
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exciton extension aX [71]. Although this value lies below
the Mott transition [72,73], the density is comparably high
[74] not ruling out an EHL formation [73,75]. However, the
appearance of an EHL or EI can be distinguished in the optical
experiment. While the EI shows a linear response due to a
substantial oscillator from intraband transitions, the spectral
signature of the EHL should be vanishing small due to inter-
band transitions. In any case the EHL response should also be
strongly blueshifted to the EI signal due to Pauli blocking and
Coulomb shifts. A critical discussion on EHLs is found in the
SM [76].

Conclusion. In summary, we propose HIOS as a candidate
for the realization of an EI exploiting interlayer excitons.
Additional static fields can be used for fine-tuning or to
induce different excitonic phases. We show that Coulomb
renormalizations have a drastic influence on the excitonic
ordering and should always be considered. The occurring
optical far-infrared/THz response can be used to character-

ize the excitonic phases: while the conventional interlayer
semiconductor exhibits an s-like Rydberg series with minimal
oscillator strength, the EI’s Rydberg series has p character
with strong oscillator strength including a Drude-like response
from the ground state occupation. Concluding, the optical
response provides a clear signature of the nature of the re-
spective excitonic phase. Finally, we want to stress that an
extension beyond the Hartree-Fock limit allows a more pre-
cise estimation of the critical temperature. However, this has
no influence on the optical response.
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