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Importance of kink energy in calculating the formation energy of a graphene edge
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The formation energy of an arbitrary graphene edge or that of other 2D materials has been estimated as
a summation of the armchair (AC) and zigzag (ZZ) edge sites. Such an estimation assumes that each site is
independent from its neighboring sites, which is unlikely due to the overlap of electron densities. Here, we show
that to accurately calculate the formation energy of graphene edges with various functional groups the energy
of the junction between AC and ZZ sites, the “kink energy,” is essential. It is significant that the kink energies
of graphene edges with different functional groups are all negative, namely, kink formation stabilizes the chiral
graphene edges.
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I. INTRODUCTION

Computational simulation in various fields, including
physics, chemistry, astronomy, materials science, and biology,
offers predictions of properties, behaviors, and processes in a
physical and chemical manner. To obtain the desired level of
accuracy in simulation results, the method of calculation must
be chosen with care. It is well established that the highest level
of accuracy can be achieved through quantum-mechanical
calculation; however, the computational cost is constrained by
the electronic degrees of freedom [1–5].

Ab initio molecular dynamics (AIMD) simulations dif-
fer from classical molecular dynamics (MD) [6–9] and
Monte Carlo (MC) simulations [10–12] by using a quantum-
mechanical approach to determine atomic forces from
electronic structure calculations. While AIMD simulations
provide a more accurate description of the electronic structure,
they are limited to systems containing hundreds of atoms [13].

MD and MC simulations require the calculation of the
system’s energy as a function of its configuration. The use of
quantum-mechanical approximations and analytic potential-
energy functions allows for the determination of the total
energy and the force on each particle. However, the com-
plexity of the system results in a wide range of analytic
potential-energy functions.

One limitation of using analytic potential-energy functions
is the difficulty in scaling to larger systems, due to the problem
of transferability caused by model complexity. Additionally,
models created for specific systems may be inaccurate for
others. Therefore, proper analytic potential-energy functions
with several adjustable fitting parameters are needed to model

various materials and qualitatively describe a range of phe-
nomena.

There have been many simulation studies on 2D mate-
rials. Among the diverse 2D materials, graphene has many
astounding characteristics which have drawn huge attention
from researchers [14,15]. Especially the edges of graphene
have an enormous diversity, which cause distinctive growth
dynamics and unique electronic properties [16–19] similar to
that of nanotubes [20,21].

One of the simplest models of graphene nanoribbons
(GNRs) describes the formation energy of a graphene edge
as a summation of the edge energies of all armchair (AC) and
zigzag (ZZ) sites appearing at the edge [22]:

γ ′ = 2γAC sin(θ ) + 2γZZ sin(30◦ − θ ), (1)

Here γAC and γZZ denote the formation energy of an AC
and ZZ site, respectively, and θ is the chiral angle of the
graphene edge. Such a simple model implies that each AC
or ZZ site of a graphene edge is independent or the inter-
actions between neighboring sites are negligible. Obviously,
such an approximation is questionable because two neigh-
boring sites and their functional groups have overlapping
electron densities, such that the aromaticity of a graphene
edge is configuration dependent, which means that altering
the arrangement of the edge sites will change the stability
of the edge or its formation energy [22–24]. The junc-
tion between AC and ZZ sites is generally ignored in most
studies, such as the theoretical research on the edge stabil-
ity of graphene [25–29] and other 2D materials including
hexagonal boron nitrides (h-BN) [30–36], transition-metal
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dichalcogenides [37–39], etc. [40–42], even though there are
some exceptional studies [43–45].

There have been many attempts of modification on the
edge of 2D materials for altering the characteristics of pristine
characteristics. And, the functionalization with organic and
inorganic molecules through the variety of covalent and non-
covalent interactions is one of those modifications [46–53]. In
addition, the edge formation energy varies in the presence of
functionalization, especially at the edge sites [54–56]. There
exists a diverse variety of functionalizations, such as hydro-
genation, halogenation (-F, -Cl, -Br, and -I), sulfur (-S), thiol
(-SH), and other functional groups i.e., methyl group (-CH3)
or hydroxyl group (-OH). When the system is functionalized,
out-of-plane distorted rippling occurs at the functionalized
edges due to the relief the mechanism upon the structural
deformation causes by the steric hindrance between two
neighboring pairs of functional groups as the response of a 2D
layered system to 1D edge strain [57–59]. The bonds formed
between the carbon atoms and the terminated atoms such as H,
F, and Cl indicates that there is a change in hybridization from
sp2 to sp3 depending on the adsorption of termination atoms.
This causes large alternations in the structural and electronic
and magnetic properties of graphene edges or GNRs, such
as the transition from semimetal to an insulator [48,60–62].
Hydrogenation and halogenation, which are simplest and the
most manageable adsorption processes, are known to be one
of the most efficient chemical modification strategies, result-
ing in numerous donors and acceptors [63].

In addition, fluorination is one of the renowned halogena-
tions with strong bonding between carbon and fluorine atoms
[64] and strong hybridization of the 2p orbitals, which causes
buckled structures with severe changes in bonding, significant
distortion of the Dirac cone, and the absence of energy bands
[65]. This applies to the other halogenations as well, for in-
stance chlorination or methylation on account of the bonding
between carbon and halogen atoms or functional groups [66].

In this study, we show that the kink energy contributes sig-
nificantly to the stability of graphene edges, especially those
with functional groups. Theoretical models that include the
kink energy are essential for acquiring accurate results, such
as the equilibrium shape of graphene flakes with the different
functional groups. In conclusion, considering kink terms leads
to the better understanding of the graphene edge.

II. MODEL

Density-functional theory (DFT) calculations of formation
energies for different graphene edges were conducted by using
the Vienna Ab initio Simulation Package (VASP) with spin
polarization [68–70]. The generalized gradient approximation
parametrized by Perdew, Burke, and Ernzerhof was used as
exchange-correlation potential [71]. The interaction between
valence electrons was characterized by projector-augmented
wave method [72,73] and the maximum energy cutoff for
the plane waves was set to 400 eV. Graphene nanoribbons
of different chiralities were used to model various graphene
edges. The length of a GNR unit cell was on average 20 Å
along the in-plane direction and the vacuum spacing asso-
ciated with the out-of-plane direction was larger than 15 Å,
to avoid the interaction between the periodic images. The

FIG. 1. Number of kinks on an arbitrary edge of graphene.
(a) Kinks of a graphene edge near the zigzag direction
(0◦ <θ <19.107◦), where h is the height of the kinks. (b) Kink forma-
tion of a graphene edge near armchair direction (19.107◦� θ <30◦),
where h is the height of the kinks. (c) Kink density as a function of
the chiral angle of the edge.

Brillouin zone of models sampled at the � point and self-
consistent field iterations were converged to a tolerance of
10−4 eV. Relaxation of both atomic and lattice degrees of
freedom was performed until the maximum force on all the
atoms was smaller than 0.01 eV/Å.

The formation energy of a graphene edge can be obtained
from DFT calculations as

Eγ = E − NCεC − Ntμt

2L
, (2)

where E is the DFT-calculated energy of the GNR. NC and Nt

are the numbers of carbon atoms and functional groups of the
GNR, respectively. εC denotes the energy of a carbon atom in
graphene, μt is the chemical potential of the functional group,
and L as the length of the GNR [54]. The kink energy of a
graphene edge can then be calculated as follows:

εk = (2LEγ − NZZεZZ − NACεAC)

Nk
, (3)

In this expression, Eγ and L are the edge formation energy
and the length of GNR, respectively. NZZ and NAC denote the
number of ZZ and AC, and Nk is the number of kink sites. The
energy per AC and ZZ site is denoted by εZZ and εAC and is
obtained through the formation energy divided by the number
of either AC or ZZ.

III. RESULTS AND DISCUSSION

In general, the kink density is given as ρk = Nk/L, where
Nk is the number of kinks for an edge of length L, where
the largest kink density occurs at θ = tan−1

√
3

5 ≈ 19.107◦
[25,44]. The number of kinks for a straight edge of length L
can be calculated as follows Nk = H

h , where H and h are the
height of the two triangles formed by the edge and the step,
respectively. H and h will vary depending on the chirality of
the edge as shown in Fig. 1. For a graphene edge close to
the zigzag direction (0◦ < θ < 19.107◦) [Fig. 1(a)], the height
of the step is h = 3

2 a, where a = 0.142 nm is the C–C bond
length in graphene and the height of the edge is H = L sin θ .
For a graphene edge near armchair direction (19.107◦ � θ <

30◦) [Fig. 1(b)], the kink height becomes smaller, h =
√

3
2 a,

and the height of the edge is H = L sin(30◦−θ ). Thus, the
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FIG. 2. Edge formation energy plots from DFT data, Eq. (1),
and Eq. (5) and (4,3) (near AC) and (7,1) (near ZZ) structures of
(a) pristine graphene nanoribbons and (b) hydrogenated graphene
nanoribbons (H-GNRs). Magenta, and azure colors in models in-
dicate armchair and zigzag sites, respectively. Hydrogen atoms are
displayed as white balls and the green lines indicate the chiralities
and the purple lines imply kink sites.

kink density for an edge of any chirality can be calculated as

ρk =
⎧⎨
⎩

2 sin(θ )
3a 0◦ < θ < 19.107◦

2sin(30◦−θ )√
3a

19.107◦ � θ < 30◦ . (4)

Figure 1(c) shows the density of kinks of an arbitrary graphene
edge, from which we can see that the edge along the direction
of θ = 19.107◦ has the largest kink density. It is important to
note that here we assume that the graphene edges are straight
and thus all the kinks are single-height kinks.

By considering the contribution of kinks to the edge stabil-
ity, the formation energy of a graphene edge, Eq. (1), can be
rewritten as

γ = 2γAC sin(θ ) + 2γZZ sin(30◦ − θ ) + ρk εk, (5)

where ρk is the kink density, which is be calculated by Eq. (4)
or (5), and εk is the kink energy from Eq. (3). γAC and γZZ

are the formation energy for an AC and ZZ edge, respectively,
calculated used Eq. (2).

DFT-calculated edge formation energies, Eγ , of pristine,
and hydrogen-terminated GNRs with different chiralities are
shown in Fig. 2 together with the fitted models γ ′ and γ . Here,
it is clear that the inclusion of the kink energy is important
to accurately reproduce the DFT-calculated edge formation
energies. For pristine graphene edges the simple model γ ′
has a maximum deviation from the DFT-calculated values
of ∼0.2 eV/nm, a significant error, while the kink-energy
corrected model γ fits the DFT data almost perfectly. The
fitted kink energy εk = −0.1271 eV per kink, which implies
that the interaction between neighboring AC and ZZ sites
lowers the energy; consequently, the simple model, γ , over-
estimates the formation energies of chiral edges as shown

TABLE I. Kink energy (εk) used in the kink terms of Eq. (5),
and edge formation energy of AC and ZZ in pristine-, H-, F-, and
Cl-GNRs.

Types εk (meV) γAC (meV/Å) γZZ (meV/Å)

Pristine GNRs −127.1 1012 1183
H-GNRs −150.0 49.66 94.84
F-GNRs −141.3 594.4 528.5
Cl-GNRs −143.4 596.0 586.7

previously [43]. Because of the very large formation en-
ergy of pristine graphene edges, the kink term contributes
on average only 0.86% of the edge energy (see Supplemen-
tal Material, Table SI [67]) and the magnitude of the kink
energy is only 5.6% of the difference in formation energy
between AC and ZZ edges (see Supplemental Material, Table
SI [67]).

For hydrogen-terminated graphene edges [Fig. 2(b)], the
formation energy is much lower ∼0.5 to 1.0 eV/nm and
the formation energy difference between AC and ZZ edges
is only 0.5 eV/nm. However, the fitted kink energy (−0.15
eV per kink) is close to that of the pristine edge, although
slightly lower. Kink energies for other functional groups are
shown in Table I, where it is clear that they are all similar
to that of the hydrogen-terminated graphene edge. Compar-
ing the two models for the hydrogen-terminated graphene
edge shows that only with the kink energy can the model
correctly predict the energy minima at θ ≈ 19◦; the shapes

FIG. 3. Edge formation energy plots from DFT data, Eq. (1),
and Eq. (5) and (4,3) (near AC) and (7,1) (near ZZ) structures:
(a) rippled fluorinated graphene nanoribbons (F-GNRs) and (b) rip-
pled chlorinated graphene nanoribbons (Cl-GNRs). Magenta and
azure indicate armchair and zigzag sites, respectively. And, fluorine
and chlorine atoms are displayed as cyan and mint balls, sequentially,
and green lines indicate the chiralities and purple lines imply kink
sites.
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FIG. 4. Wulff constructions of the equilibrium shape of graphene based on DFT calculation results. Simple model [Eq. (1)], and including
the kink term [Eq. (5)] of pristine-, H-, F-, and Cl- edges.

of the formation energy curves given by the two different
models are also significantly different. This result clearly
shows that a correct model of edge formation energy must
include the kink energy; this is especially important for pre-
diction of highly stable edges, which are also observed in
experiments.

Figure 3 shows the formation energy of fluorinated and
chlorinated graphene edges as function of edge chiral angle.
For both cases, the model which includes the kink energy,
γ , is significantly more accurate. The fitted kink energies
are −0.1413 and −0.1434 eV per kink, respectively which
are very close to that of hydrogenated graphene edge, while
both the fluorinated and chlorinated graphene edges are rip-
pled due to the repulsive interactions between the terminated
atoms.

To demonstrate the importance of an accurate formation
energy model, we calculated the equilibrium shapes of pristine
graphene islands and those with different edge terminations
(H-, F-, and Cl-) using Wulff construction theory [25,74]. The
resulting equilibrium graphene shapes using the DFT data
and fitted edge formation energies, γ and γ ′ are presented
in Fig. 4. Here, it is clear that the kink energy is required
to reproduce the proper equilibrium shapes of graphene. The
equilibrium shapes predicated by Eq. (1) contain only AC
or ZZ edges, which is a consequence of overestimating the
formation energies of the tilted graphene edges. In contrast,
including the kink term results in predicting the equilibrium
shapes of graphene matching those of DFT, where tilted edges
appear on the circumference of the graphene. The results of

Wulff construction clearly show the importance of the kink
energy. And, the equilibrium shape of acquiring the Wulff
construction through the polar plots and tangents is shown in
Supplemental Material, Fig. S5 [67].

IV. CONCLUSION

In summary, through extensive density-functional theory
calculations, we show that the energy of kinks appearing
at the graphene edge is important. The energy of kinks
on a graphene edge is negative, indicating that the tilted
graphene edges could be more stable than AC or ZZ ones
and, thus, is important to consider for applications. Be-
sides the calculation of formation energies of graphene
edges shown here, the kink energy will also play an im-
portant role in formation energies of other 2D materials,
such as hexagonal boron nitride (h-BN), and transition-metal
dichalcogenides.
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