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Understanding the nature of chemical bonding and lattice dynamics, and their impacts on phonon transport,
is crucial for exploring and designing thermoelectric materials with ultralow lattice thermal conductivity.
Hexagonal TlBiS2 exhibits a low lattice thermal conductivity κl of 0.67 W/mK at room temperature. The
low lattice thermal conductivity is attributed to anharmonic rattling vibration of the weakly bound Tl cations
as well as anharmonic motion of the Bi. The soft anharmonic motions of Tl and Bi arise due to the unique
electronic structure of this material, which includes substantial cross-gap hybridization involving Tl, Bi, and S.
This characteristic leads to a very high dielectric constant, which is favorable for high mobility in the presence of
point defects. Different from the long-standing view that acoustic phonons with long mean-free paths invariably
are the primary heat carriers contributing to κl , we show that 59% of κl of TlBiS2 is contributed by optical
phonons. We explicitly analyze the mechanism by which optical phonons in TlBiS2 contribute to heat transport.
These optical phonons have large Grüneisen parameters and high anharmonic scattering rate, but in TlBiS2 they
also have high group velocities, resulting in significant contributions in this low thermal conductivity material.
We find that intrinsic point defects can be utilized to improve the thermoelectric properties of TlBiS2. The Tl
vacancy is found to be the dominant defect and can be introduced to improve the band degeneracy and transport
properties. Calculations demonstrate that VTl is a shallow acceptor. Adjusting the Fermi level using Tl vacancies
to increase the carrier concentration of p-type TlBiS2 is one important strategy to improve its thermoelectric
performance. Our paper provides one method for studying and exploring applications with ultralow lattice
thermal conductivity and improving thermoelectric properties using intrinsic point defects.
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I. INTRODUCTION

Thermoelectrics are an important energy technology, par-
ticularly in their potential to reduce fossil fuel usage by
waste heat recovery [1–3]. A key aspect is the scalable,
solid state nature of thermoelectric devices. This enables
energy recovery from a wide variety of otherwise unusable
heat sources. The achievable efficiency for direct thermal to
electrical energy conversion is limited by the thermoelec-
tric materials properties, and, in particular, the dimensionless
ZT = S2σT /κ , where S is the Seebeck coefficient, σ is the
electrical conductivity, T is the absolute temperature, and κ is
the thermal conductivity, which, in turn, has both electronic
(κe) and the lattice (κl ) contributions [4]. S, σ , and κ are
complex and coupled with each other, typically in ways that
work against each other for the optimization of ZT . Improving
the ZT value is a key challenge for realizing practical thermo-
electric energy technologies. Approaches that overcome these
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countercorrelations are needed, in particular, chemical strate-
gies for simultaneously lowering thermal conductivity and
increasing electrical conductivity [5,6]. Here we present re-
sults for TlBiS2 where cross-gap hybridization both lowers
thermal conductivity and favors electrical conductivity.

As mentioned, the transport properties entering ZT are
countercorrelated. For example, increasing the doping level
generally increases the electrical conductivity in degenerately
doped semiconductors, but decreases the Seebeck coefficient.
Likewise, in a simple parabolic band model, at fixed dop-
ing level, increasing the effective mass leads to increases
in the Seebeck coefficient while decreasing the conductivity.
Considering these countercorrelations, two main approaches
have emerged for discovering new thermoelectrics. One is
to look for thermoelectric materials among semiconductors
with inherently low lattice thermal conductivity and identify
ways of further lowering lattice thermal conductivity. This
includes searching for semiconductors with low frequency an-
harmonic vibrations or other unusual bonding characteristics
that lead to low thermal conductivity. The other is to use band
engineering to find materials with non-trivial band structure
features to improve electrical transport properties by breaking
the countercorrelation between the conductivity and Seebeck
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coefficient [7–10]. This includes a variety of nonparabolic
features, such as reduced dimensionality, nontrivial carrier
pocket shapes, and multiple carrier pockets [7,11–13]. The
challenge is to find mechanisms for low thermal conductivity
as well as favorable electronic structures combined with low
electronic scattering especially as related to the impurities that
are needed to provide doping.

Solids with intrinsically low κl are thus of particular
interest for thermoelectrics, since they enable nearly inde-
pendent control of electrical transport [14]. Such materials
often have complex crystal structures [15]. Examples of low
thermal conductivity semiconductors include clathrates with
large numbers of atoms and rattling atoms [16–20], filled-
skutterudites [21,22], and Zintl compounds [23,24]. There
are also important examples that do not have large complex
unit cells, including high performance thermoelectrics such
as PbTe and Bi2Te3. Mechanisms for low κl include rattling
modes [18,25–27], resonant bonding [28], multicenter bond-
ing [29], strong anharmonicity caused by lone pair electrons
[30], and certain types of layered structures [31]. To identify
such materials, we need to understand their heat transport
mechanisms, particularly the lattice thermal conductivity.

Heat transport in crystals is usually described by the
phonon gas model, where, in principle, both acoustic and
optical phonons can contribute but, in practice, acoustic
phonons, and especially the longitudinal acoustic modes, usu-
ally dominate due to their generally high group velocities
and low scattering rates, which yield long mean-free paths
[32]. However, in some low thermal conductivity materials,
including BaSnS2 and SnS, acoustic phonons may not neces-
sarily be the main contributors to heat conduction, and instead
optical phonons can be important [32,33]. More typically,
optical phonons play a key role by anharmonic scattering
between acoustic and optical modes, which then limits the
mean-free paths of the acoustic modes and reduces thermal
conductivity.

Rattling is an important mechanism for obtaining low
thermal conductivity in thermoelectrics. In materials with
rattling, low-frequency optical branches, typically associated
with guest atoms in cage structures, interact with the acoustic
branches. This lowers the average velocities through har-
monic interactions that lead to anticrossings of the optical
branches associated with the rattler. At the same time, anhar-
monic phonon-phonon scattering between acoustic branches
and these optical branches leads to reduced phonon lifetimes.
In general, enhancing anharmonicity, especially involving
low-frequency optical modes, including rattling modes, is im-
portant for lowering thermal conductivity.

Turning to the electrical conductivity, there are two aspects,
specifically the band structure near the band edges and the
carrier scattering rates. Band-structure-based approaches for
thermoelectrics include finding electronic structures where
one can simultaneously have high Seebeck coefficients and
high conductivity, for example, through reduced dimension-
ality or nonparabolic dispersions [10,11]. Another approach
is the use of degeneracy. Specifically, one seeks materials
with a large number of degenerate carrier pockets, or large
NV , where NV is the number of carrier pockets contributing
to the electrical conduction. This happens when the energy
difference between several bands is extremely small or zero,

or when there are numerous equivalent carrier pockets in
the Brillouin zone [2]. Modifications, including alloying and
the use of intrinsic and extrinsic defects to align the ex-
trema of the bands to activate multiple bands and enhance
S and the power factor (PF = S2σ ) have thus provided a
useful band-engineering-based strategy for improving ther-
moelectric performance [9,34–36]. Nonetheless, it should be
noted that adding carrier pockets, while providing additional
conduction channels at a fixed Fermi level, also provides ad-
ditional phase space for electron scattering. Cases where this
can occur have been discussed and attempts to identify cases
where this strategy is effective have been made [37]. In any
case, while this approach is often very effective, this depends
on the details of the scattering, which in turn depend on the
material in question.

In the present paper, we studied a Tl-based compound,
TlBiS2 [38,39]. We find a very low thermal conductivity
of 0.67 W/mK at 300 K. TlBiS2 exhibits the rattling dy-
namics of Tl cations in cage-like octahedra formed by the
coordinating S atoms. This leads to coupling of the corre-
sponding low-frequency optical phonons and heat-carrying
phonons. In addition, there is a substantial reduction in the
thermal conductivity due to anharmonic motion of the Bi ions.
An analysis of the electronic structure shows that there is
a substantial effect of cross-gap hybridization between S p
states and nominally unoccupied cation states. This leads to
enhanced Born effective charges for both Tl and Bi in this
compound. It explains, in part, the relatively low-frequency Bi
and Tl vibrations and provides anharmonicity that is important
for phonon scattering analogous to PbTe [40]. Importantly,
at the same time it enhances the dielectric constant, which
then may be expected to lead to screening of defects and a
strong reduction in the ionized impurity scattering following
the Brooks-Herring theory [41–43].

The accumulated κl shows that the optical phonons make a
major contribution to the κl . This unusual situation is a conse-
quence of the very strong scattering of acoustic phonons due
to the anharmonic interactions. Analysis of the anharmonic
scattering rates, scattering phase space, group velocities, and
Grüneisen parameters shows that these optical phonons have
relatively high group velocities for optic modes, favoring con-
tributions to thermal conductivity and very short relaxation
times, which work against this.

We additionally investigated the intrinsic point defects
of TlBiS2 and found that the Fermi level is controlled by
the point defects. This paper demonstrates a mechanism
for simultaneous strong reduction of thermal conductivity
and enhancement of electrical conductivity and provides a
useful design strategy for identifying unique thermoelectric
compositions.

II. THEORETICAL METHODOLOGIES

A. Density functional theory calculations

TlBiS2 occurs in a relatively high symmetry centrosym-
metric hexagonal structure, with space group R3̄m (No. 166),
one formula unit per primitive unit cell [38] and lattice con-
stants of a = 4.156 Å, c = 22.291 Å. There are 12 atoms
in the conventional hexagonal setting unit cell. The crystal
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structure, specifically the lattice parameters and internal co-
ordinates of TlBiS2 and the corresponding structures with
intrinsic defects were optimized using the plane-wave pro-
jector augmented-wave (PAW) [44] method implemented in
the Vienna Ab initio Simulation Package (VASP) [45] based on
density functional theory. We used the PAW pseudopotentials
in VASP. These are well tested and widely used. We used the
Perdew-Burke-Ernzerhof generalized gradient approximation
(PBE-GGA) [46], with a plane-wave energy cutoff of 400 eV.
This cutoff is more than 1.5 times the recommended mini-
mum values for the PAW pseudopotentials employed and was
found to be sufficient based on convergence tests for the total
energy. We used a 10 × 10 × 2 Monkhorst-Pack k-point mesh
to sample the Brillouin zone. To calculate various intrinsic
defects of TlBiS2, a (3 × 3×1) supercell of 108 atoms was
used and a 4 × 4 × 2 k-point grid in the folded supercell zone
was employed for this. The electronic self-consistent energy
convergence criterion was 10−6 eV.

We used the temperature-dependent effective potential
(TDEP) method to calculate and extract the harmonic and
anharmonic force constants [47–49]. TDEP can provide stable
and well-constrained interatomic force constants (IFCs) for
anharmonic crystals such as TlBiS2. The TDEP calculation
was based on Born-Oppenheimer molecular dynamics, using
the PAW method at a temperature of 300 K with Nose ther-
mostat temperature control [50,51]. A simulation time of 10
ps, a time step of 1 fs, a plane-wave cutoff of 400 eV, and
a supercell of 108 atoms were used for the TDEP calculation.
We then used the PHONOPY package [52] to obtain the phonon
dispersion and phonon DOS of TlBiS2 from the effective
second-order IFCs and obtained the thermal conductivity from
the second-order IFCs, third-order IFCs with the SHENGBTE
package [53]. The convergence with respect to the reciprocal
space grid was tested, and finally a 21 × 21 × 4 q-point grid
was used to obtain the thermal conductivity.

The dielectric tensor and Born effective charges were ob-
taining using the VASP code including both the electronic and
lattice contributions. For this purpose, the implementation
of density functional perturbation theory in VASP was em-
ployed. For these quantities, the response at the zone center is
needed.

Following the structure optimization, we calculated elec-
tronic structure and transport using the all-electron augmented
plane wave plus local orbitals method (APW+lo) [54] method
as implemented in the WIEN2K code [55]. For this purpose,
we used the modified Becke-Johnson potential [56] to avoid
the typical underestimate of the band gap from the PBE-GGA,
while at the same time allowing a very dense sampling of the
Brillouin zone as needed for transport calculations. Spin-orbit
coupling (SOC) was included in the reported calculations. For
the basis set, we set the cutoff parameter RMT × Kmax = 9
(RMT is the muffin-tin radii, Kmax is the magnitude of the
largest k vector). The APW+lo method in WIEN2K was used
in this calculation because it provides a very accurate im-
plementation of the mBJ electronic structure suitable for the
transport calculations, while the VASP code provides efficient
structure relaxations and molecular dynamics especially for
large cells, and therefore was used for the structure relax-
ations, defect calculations, and molecular dynamics.

B. Electrical transport properties

As mentioned, we find a very low lattice thermal con-
ductivity in semiconducting TlBiS2. This raises the question
of the extent to which this is a compound that deserves ex-
perimental investigation as a potential thermoelectric. This
requires consideration of the electrical transport properties
of the doped material. These can in principle be obtained
from Boltzmann transport theory in the relaxation time
approximation.

There are two ingredients in this theory, specifically the
band structure and the scattering times. Both of these are, in
principle, dependent on temperature and doping level. How-
ever, for the doping levels and temperatures of interest in
thermoelectrics, the band structure is typically very well deter-
mined by the first-principles band structure at zero doping and
temperature. Here we use the first-principles electronic struc-
ture from the mBJ potential with spin orbit for this purpose.
The scattering time τ requires knowledge of the important
scattering mechanisms and is more difficult to obtain from
first principles. As such, various approximations have been
used for τ in literature. These range from the use of a single
assumed constant value of the relaxation time, sometimes
referred to as the constant relaxation time approximation
(CRTA), to the use of full electron-phonon scattering calcula-
tions [57–65]. In most cases of interest for thermoelectrics, it
is thought that electron phonon scattering is important. This is
supported, for example, by the generally increasing resistivity
with temperature in most optimally doped thermoelectrics.
However, full electron-phonon calculations, while starting to
become possible for materials of interest as thermoelectrics,
remain extremely costly from a computational point of view.
On the other hand, the use of an assumed constant relaxation
time does not include the clearly important aspects of material
dependence and doping and temperature dependencies. Here
we adopt a commonly used intermediate approach, deforma-
tion potential theory combined with the constant scattering
time approximation (CSTA).

The CSTA consists of neglecting the energy dependence
of the relaxation time in the transport integrals at a fixed
value of the Fermi level and temperature [66] (note that here
we use the terminology CSTA; in literature, sometimes the
term CRTA is used interchangeably with CSTA, although, as
mentioned, sometimes CRTA is used for a more severe fixed
relaxation time approximation) [67]. Importantly, the CSTA
does not make any assumptions about the dependence of τ on
the Fermi level (i.e., the doping level) or temperature. Due to
the form of the transport integrals, this approximation leads to
a cancellation of τ for the Seebeck coefficient, thus enabling
parameter-free calculations. It has been noted in literature
that different scattering models can affect the values of the
Seebeck and other transport coefficients and that this can be
important [8,57–62,68,69]. Nonetheless, CSTA calculations
of the Seebeck coefficient can be directly compared with ex-
periments and used to help optimize thermoelectric materials
[70,71]. There is, however, no such cancellation for the electri-
cal conductivity, σ . For this purpose, we used the deformation
potential theory to obtain τ as a function of doping level and
temperature, and then used the resulting τ with the transport
formulas and the CSTA to obtain the conductivity. That is,
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we included the deformation potential theory temperature and
Fermi level dependent τ and the first-principles band structure
in the calculation of σ , but we neglected the energy depen-
dence of the scattering time in the transport integrals at fixed
doping level and temperature, consistent with the Seebeck
coefficient calculation.

The BOLTZTRAP code [72] was used to perform the trans-
port integrals and calculate the electrical transport properties
(S, σ/τ ) [73]. As mentioned, in principle, heavy doping can
lead to band-structure distortions that depend on the specific
dopants used. However, these distortions are usually small for
moderate doping levels such as those considered here, and we
used the calculated band structure for the undoped compound
in the electrical transport calculations. It may also be noted
that although the CSTA is being used for both σ and S, due
to the additional factor of (E − EF ) in the expression for S,
where E is the energy in the integrand of the transport integral
and EF is the Fermi energy, S has contributions from a wider
range of energy than σ , and thus the use of the CSTA is
generally more significant for S than for σ [59–61,66].

Thus, the electrical conductivity and Seebeck coefficient
were obtained using the calculated band structure and the
CSTA with τ from deformation potential theory. This is an ap-
proach that has been widely used for thermoelectrics and other
materials [33,74,75]. Here τ was obtained via the deformation
potential theory in the form by Bardeen and Shockley [76].
We then use this τ multiplied by the σ/τ from BOLTZTRAP to
get σ . In this approach, τ is given by

τ = 2
√

2π h̄4ρv2
l

3E2
d (m∗)3/2(kBT )3/2

, (1)

where h̄ is the reduced Planck constant, ρ is the mass density,
vl is the longitudinal sound velocity, Ed is the deforma-
tion potential, and m∗ is the effective mass. Here we use
the transport effective mass, which allows us to treat an
arbitrary band structure and also leads to a doping depen-
dence in τ . The transport effective mass can be calculated
by (m∗)−1 = σ/e2τn, where n is the carrier density [77],
kB is the Boltzmann constant, and T is the temperature.

vl (=
√

B+4/3G
ρ

) can be obtained from bulk modulus (B) and
shear modulus (G) [78]. The deformation potential Ed is
defined as Ed = �E/( �V

V ). The Ed for holes and electrons
is calculated based on the energy changes of valence band
maximum (VBM) and conduction band minimum (CBM)
with volume change �V/V as output from the VASP code.
This a common choice of the reference level. In the case of
TlBiS2, the VBM and CBM shift together so the band gap
is not very sensitive to volume. Using the 1s core level of
Tl as a reference, which is another common choice, yields
smaller shifts of the band edges, and thus a lower Ed and
higher thermoelectric performance. Here, we show results for
the more conservative choice.

It should be noted that this deformation potential the-
ory involves the single parabolic band (SPB) model in that
it assumes an effective mass in its derivation, but we then
introduce a band-structure dependence by including a car-
rier density dependent term σ/τ based on the full band
structure in the expression for m∗ that leads to a carrier
concentration dependent effective mass and τ . This use of

the deformation potential theory combined with the CSTA
is clearly approximate, but it does allow estimation of ZT
including important material dependent effects, particularly
an approximate electron-phonon scattering from material-
dependent properties and the first-principles band structure.
Also, as seen from the T factor in the denominator of Eq. (1),
τ is temperature dependent and decreases with T , as is normal
for thermoelectric materials.

Finally, for the thermal conductivity in ZT , we included
both the calculated lattice thermal conductivity and an elec-
tronic contribution. The electronic contribution was calculated
from the Lorenz formula, κe = LσT , where we used the SPB
Lorenz number,

L =
(

kB

e

)2
⎧⎨
⎩

(
r + 7

2

)
Fr+5/2(

r + 3
2

)
Fr+1/2

−
[(

r + 5
2

)
Fr+3/2(

r + 3
2

)
Fr+1/2

]2
⎫⎬
⎭, (2)

with r = −1/2 and Fx are Fermi integrals.

C. Defect formation energy calculations

We investigated three kinds of intrinsic point defects,
specifically, vacancy, interstitial, and antisite defects. The an-
ticipated ionic nature of TlBiS2 and the large differences in
the radius of the cation or anion might be expected to lead
to high formation energy for antisite defects where cations
and anions are exchanged [34,79,80]. Therefore, the antisite
defects of these cations or anions (such as Tl or Bi on the S
site, and S on the Tl or Bi site) were not calculated. We will
discuss the following intrinsic point defects: donorlike defects
VS (S vacancy), BiTl (Bi on Tl site), TlI (Tl interstitial), and
BiI (Bi interstitial). Acceptorlike defects VTl (Tl vacancy), VBi

(Bi vacancy), TlBi (Tl on Bi site), and SI (S interstitial). The
defect formation enthalpies (�Hf ) were obtained from

�Hα,q(EF , μ) = Eα,q − EH −
∑

i

niμi

+ q(EF + EV + �V ) + Ecorr, (3)

where Eα,q and EH are the total energies of supercells with
and without defects, respectively. ni is the number of atoms
added (ni > 0) or removed (ni < 0), and μi, EF , EV are the
corresponding chemical potentials, the Fermi energy, and the
energy relative to the VBM. �V denotes the average dif-
ference between the local potential in the part of the defect
containing a supercell away from the defect and the corre-
sponding potential in the perfect supercell. Ecorr is a correction
term for the charged supercell, and we use the Lany and
Zunger correction method [81].

III. RESULTS AND DISCUSSION

A. Crystal structure and bonding

TlBiS2 has a hexagonal R3̄m structure, which may be
viewed as a distorted NaCl-type structure. This consists of an
ordering of Tl and Bi in layers along 111 in the NaCl lattice
[82]. As shown in Figs. 1(a) and 1(b), Tl, Bi, and S atoms
are placed in the layers in order (Tl–S–Bi–S) [82], as shown
in Fig. 1(c). The S atoms are closely packed to form a larger
octahedron containing the Tl atoms and a smaller octahedral
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FIG. 1. The crystal structure of TlBiS2 is shown as (a) rhombo-
hedral primitive cell and (b) hexagonal conventional cell. (c) The
blue and red octahedra represent the large TlS6 and small BiS6

geometries, respectively.

cage around the Bi atoms [38]. The interatomic distances are
3.220 Å for Tl–S and 2.866 Å for Bi–S. The sums of the
Shannon crystal ionic radii [83] for octahedrally coordinated
ions assuming the nominal valences, Tl+, Bi3+, and S2− are
3.34 Å and 2.87 Å, for Tl–S and Bi–S, respectively. Thus, the
bond length difference can be ascribed to ionic size effects.
The Tl and Bi atom positions are located at 3̄m, which has
inversion symmetry, while the S atoms are located at 3m sites
[38]. For the hexagonal conventional cell of TlBiS2, the c axis
is along the direction of alternating chains of octahedra for Tl
and octahedra for Bi, and the a, b axes are along the in-plane
direction of the octahedron.

We calculated the electron localization function (ELF) [84]
to better understand the bonding characteristics. The limit
ELF = 0 corresponds no localization, ELF = 0.5 is the value
for a delocalized electron gas, and the opposite limit, ELF = 1
corresponds to full localization. Regions of high ELF can be
used to identify the location of covalent bonds or lone pairs
of electrons [16]. As shown in Fig. 2(a), the ELF values are
relatively low, implying mainly ionic bonding although the
ELF between Bi and S layers reaches approximately 0.35
indicating some covalency.

The calculated maximum value of the IFC for Tl–S is
0.22 eV/Å2, and the maximum value of the IFC for Bi–S

FIG. 3. Projected density of states of TlBiS2. The projections are
onto the LAPW spheres.

is 0.99 eV/Å2. Thus Tl–S interactions are weaker than Bi-S.
This is consistent with the longer bond length and the lower
charge monovalent Tl as compared with trivalent Bi. The
weaker bonding of Tl is also seen in the atomic displacement
parameter (ADP), shown in Fig. 2(b). The ADPs of Tl in
TlBiS2 are anisotropic with the maximum vibration along the
x axis, and the ADP along the x direction is about two times
that of other atoms, such a large ADP indicates that Tl acts as
a rattler in the octahedron.

Turning to the electronic structure, Fig. 3 shows the atom-
projected density of states (PDOS) of TlBiS2. The density of
states is consistent with the primarily ionic nature of TlBiS2,
showing a valence band region from approximately −5.5 eV
to the valence band edge at 0 eV that is primarily derived from
S p states. However, there is substantial Tl and Bi character
mixed with the nominally S derived bands. Similarly, signifi-
cant S character is seen in the conduction band.

The band edges of importance for thermoelectricity are S
p derived with an admixture of Tl and Bi character for the

FIG. 2. (a) Electronic localization function (ELF) projected along the (110) direction. (b) Atomic displacement parameters (ADPs) of
TlBiS2 along the x and z directions.
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TABLE I. Calculated Born effective charge tensor for TlBiS2.

xx yy zz

Tl 1.79 1.79 3.75
Bi 6.61 6.61 2.84
S −4.20 −4.20 −3.31

valence band, and Bi p derived with an admixture of S p states
for the conduction band. However, it is difficult to quantify
the effects of this hybridization from the PDOS because it
involves projection onto necessarily small LAPW spheres,
while the orbitals involved, specifically the unoccupied 6p
metal orbitals are very spatially extended. Therefore, we use
the Born effective charges. These are as given in Table I.
These are very strongly enhanced with respect to the nominal
values of +1 for Tl and +3 for Bi. The average value for Tl
(from the trace) is 2.44, while the average for Bi is 5.35. Large
enhancements of this type are characteristic of materials with
strong cross-gap hybridization between occupied anion states
and unoccupied cation states [43]. The mechanism for the
Born charge enhancement is a modulation of the hybridization
by bond length changes, which then leads to an effective
charge transfer from the anion to the cation when the bond
length is reduced. As mentioned, in TlBiS2 both the Tl and Bi
cations show strongly enhanced Born charges.

Two general consequences of enhanced Born effective
charges are enhanced dielectric constants and softening of
optical phonons with enhanced anharmonicity. The calculated
dielectric tensor is given in Table II.

As may be seen, the lattice contributions to the dielectric
constant are very large, leading to an exceptionally large di-
electric constant in excess of 100. This implies low-frequency
polar modes in the compound, which can be understood as a
nearness to ferroelectricity. This is a feature that favors low
thermal conductivity in many cases [40,85]. In addition, high
dielectric constant is directly connected with weak scattering
of electrons from defects. For example, the Brooks-Herring
formula for ionized impurity scattering shows a strong (re-
laxation time approximately proportional to squared dielectric
constant) reduction in scattering with increase in dielectric
constant [41].

B. Lattice thermal conductivity and phonons

We now turn to the lattice thermal conductivity, which
is exceptionally low. As shown in Fig. 4, at room tempera-
ture, the κl of TlBiS2 along different crystal orientations are
κx

l = κ
y
l = 0.79 W/mK, κz

l = 0.43 W/mK, and the average

TABLE II. Dielectric tensor of TlBiS2. ε∞ is the electronic
whereas εph is the lattice contribution to the total macroscopic di-
electric tensor: ε.

xx yy zz

ε∞,i j 14.18 14.18 13.40
εph,i j 102.19 102.19 68.52
εi j 116.37 116.37 81.92

FIG. 4. Calculated lattice thermal conductivity κl as a function
of temperature in TlBiS2. The anisotropic κl is distinguished by the
different colored lines.

value κave
l = 0.67 W/mK, which is even lower than some

excellent thermoelectric materials, such as 1.10 W/mK of
Bi2Te3 [86], 1.60 W/mK of PbTe [87], 0.97 W/mK of SnSe
[88]. The thermal conductivity is somewhat lower along the
hexagonal c axis (perpendicular to the cation layers).

The projected phonon dispersion and projected density of
states (PHDOS) of TlBiS2 are shown in Fig. 5. The phonon
modes have no imaginary frequencies, indicating the dynamic
stability of TlBiS2. Thus, in accord with experiment, TlBiS2

is not ferroelectric, and there are not lone pair instabilities that
would push Bi or Tl away from the high-symmetry positions.
Thus, while TlBiS2 is near a ferroelectric instability as seen
in the high dielectric constant and Born charges, the lattice is
stable in the high symmetry nonpolar structure.

The occupation weights of atoms are used with the phonon
dispersion to obtain the atomic contributions to the phonon
density of states by projection. The results show that the
low-frequency acoustic phonons are mainly contributed by
Tl atoms, the low-frequency optical phonons are mainly con-
tributed by Bi atoms, and the high-frequency optical phonons

FIG. 5. Projected phonon dispersion and the (projected) phonon
density of states (PHDOS) for TlBiS2.
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FIG. 6. Frequency dependence of cumulative κl at room
temperature.

are dominated by S atoms. The dispersions show flat branches
starting at approximately 1 THz, leading to a set of two peaks
in the PHDOS. These are a Tl-related low frequency peak

and a peak of mainly Bi character. These low frequency peaks
associated with flat phonon dispersions can be associated with
rattlers, providing a mechanism for thermal conductivity re-
duction similar to clathrates [20] and filled skutterudites [21],
where rattling results in very low lattice thermal conductivity.

To better demonstrate the role of phonon modes in the
heat conduction process, we calculated the cumulative lattice
thermal conductivity at room temperature, as shown in Fig. 6.
It can be clearly seen that the cumulative κl along the x and
z directions increase in the frequency range 0–3, 4–6 THz.
The frequency range of 0–3 THz has a significant contribution
of 90% to κl , and there are both acoustic and low-frequency
optical branches in this frequency range. As mentioned, these
optical branches are attributed to the Tl and Bi atoms. In the
frequency range of 4–6 THz, κl also has an increasing trend,
which is mainly due to the influence of high-frequency optical
phonons contributed by S atoms. Remarkably, the acoustic
phonons only contributed 41% to κl , and the optical phonons
contributed the remaining 59% (shown by the black line in
Fig. 6). This is an interesting phenomenon that deserves fur-
ther analysis.

To understand this particular characteristic of TlBiS2,
we analyzed its anharmonic phonon-phonon scattering. For
crystalline materials, the three-phonon anharmonic scattering

FIG. 7. Calculated (a) anharmonic scattering rates, (b) scattering phase space, (c) group velocity, and (d) Grüneisen parameter in TlBiS2

at room temperature.
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processes mainly determine the relaxation time of the phonons
[89]. Figure 7(a) displays the calculated anharmonic scatter-
ing rates at 300 K. The anharmonic scattering rates of TlBiS2

range from 10−2 – 101 THz. In contrast to some widely stud-
ied compounds with high anharmonic scattering rates, such
as FeSb3 [90], KTaO3 [85], KBaBi [91], and YbFe4Sb12 [92],
the scattering rates are all less than 1 THz. The implication is
that TlBiS2 has exceptionally strong anharmonic scattering.

At frequencies below 2 THz, it can be seen that the anhar-
monic scattering rates increase significantly with increasing
frequency, and there are two peaks at 1 THz and 2 THz. As
seen in the PHDOS, the lower peak has strong Tl charac-
ter. This peak comes from optical modes that intersect the
acoustic phonon branches and, in particular, the longitudinal
acoustic branch that is generally a key branch for the lattice
thermal conductivity. These high scattering rates even higher
than the phonon frequency imply that the particular phonons
become completely incoherent, as their lifetime is less than
one oscillation period. For the peak at 1 THz, this is due to
the rattling of Tl leading to the coupling of the lowest optical
branch to the acoustic branch, enhancing the phonon-phonon
scattering. Thus, anharmonic scattering of the longitudinal
acoustic phonons that normally are the main contributors to
thermal conductivity by optical phonons is important for the
lattice thermal conductivity. This does not necessarily imply
strong electron-phonon coupling due to these optical phonons,
and for this reason rattling is often regarded as an approach
for achieving so-called phonon-glass electron-crystal behav-
ior [20], since it is a mechanism that can provide strong
phonon scattering without necessarily having strong carrier
scattering.

The peak at 2 THz is due to the influence of heavy Bi
atoms that have high Born effective charges. This connects
the large Born effective charge due to cross-gap hybridiza-
tion with exceptionally strong anharmonicity and low thermal
conductivity. The strong anharmonic scattering corresponds to
the characteristic peaks of Tl and Bi in the projected phonon
density of states of TlBiS2 at 1 THz and 2 THz, respectively.
However, there are also high anharmonic scattering rates for
optical phonons at the mid-high frequency (4–6 THz) re-
gion. The relaxation times of these optical phonons are very
short, within 0.1–1 ps, and these phonon modes exhibit strong
phonon anharmonicity. This is in good agreement with the
study by Al-Fahdi et al. [93]. This unique phenomenon leads
to the low thermal conductivity of TlBiS2.

The effect of phonon frequencies on the anharmonic scat-
tering can be represented by the three-phonon scattering phase
space W±. It is composed of absorption (W+, two phonons
merging into one) and emission (W−, one phonon splitting
into two) processes [90]. As shown in Fig. 7(b), the W− of
TlBiS2 has some large values at low frequency below 1 THz.
However, there are many modes with low values of W− in
this low-frequency range (note the log scale), and weakly
scattered modes will provide large contributions to thermal
conductivity. Between ∼1 THz and ∼2 THz, the bottom of
the range of W− values increases strongly and a peak is found
at ∼2 THz, with an absence of low values of W− up to the
phonon gap at ∼3 THz. This region of high scattering phase
space is the region of optical branches of Tl and Bi character,
showing the importance of the Tl and Bi optical branches

in providing scattering phase space and thermal conductivity
reduction.

We also plotted the frequency-dependent phonon group ve-
locity v [Fig. 7(c)] and Grüneisen parameter γ [Fig. 7(d)]. The
overall phonon modes of TlBiS2 exhibit low group velocities
of less than 1.50 km/s, and the group velocities of optical
phonons near 1 THz are very close to that of acoustic phonons,
mainly due to the existence of weak bonds and harmonic mix-
ing of optical and acoustic branches. Some optical phonons
have high v around 2–3 THz, about 2.5 km/s, and these
relatively high optical modes contribute more to κl . The lattice
anharmonicity can be represented by the Grüneisen parameter
γ [32]. The larger absolute values of γ , the higher the anhar-
monicity of the compound. For TlBiS2, both the acoustic and
optical phonon modes have high γ , located within the absolute
maximum value of 5.0. But there is an abnormally high γ

around 1 THz, which is due to the large anharmonicity of Tl
and Bi atoms, resulting in strong phonon-phonon scattering
and further connecting the high Born effective charges and
anharmonicity.

In summary, the large anharmonic scattering rate (small
relaxation time), low group velocity, and high Grüneisen pa-
rameter indicate the lattice anharmonicity of TlBiS2, and it
is explained that the main contribution of optical phonons to
κl is due to their extremely short relaxation times. This is
connected with the cross-gap hybridization and resulting large
Born effective charges.

C. Electronic properties and electrical transport

Figure 8(a) shows the electronic band structure of TlBiS2

as obtained with the mBJ potential with SOC. We find a
direct band gap, Eg = 1.11 eV. Note that there are several
electron pockets at the edge of the valence band, such as
VBM (0 eV), VB2 (−0.143 eV), VB3 (−0.156 eV) marked in
Fig. 8(a) located at the �, A, and M points, respectively. The
energy differences between VBM, VB2 and VB3 are small. It
indicates that TlBiS2 has a band convergence near the VBM,
and this desirable band property is known to be associated
with high power factor, PF [94]. Figures 8(c) and 8(d) are the
theoretically calculated isoenergy surface near the VBM. Fig-
ure 8(c) shows the Fermi level descending VBM − 0.05 eV,
and it is observed that only the � point has a small ellipsoidal
shape, Fig. 8(d) is the isoenergy surface of the Fermi level de-
scending VBM − 0.16 eV, there are six half pockets at point
M and two half pockets at point A, with an ellipse at point
�, so the band degeneracy NV is 5. However, the conduction
band isoenergy surface at CBM + 0.16 eV [Fig. 8(b)] has only
an ellipsoid pocket at point �, which indicates that the p-type
TlBiS2 may have better thermoelectric properties.

The electronic transport properties of p-type and n-type
TlBiS2 at 300 K, 500 K, and 750 K (the melting point of
TlBiS2 is 750 K [95]) were calculated. As shown in Figs.
9(a) and 9(e), the effective mass of holes is larger than that of
electrons and the p-type Seebeck coefficient is higher due to
the larger NV and heavier effective mass [Figs. 9(b) and 9(f)],
but the conductivity of n type is greater than that of p type
[Figs. 9(c) and 9(g)]. The calculated relaxation times, τ as a
function of doping level and temperature, are given in Fig. S1
of the Supplemental Material [96]. The p type also has a larger
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FIG. 8. (a) Calculated band structure of TlBiS2 along high-symmetry points in BZ. The black dashed line represents the Fermi level. The
calculated isoenergy surfaces for TlBiS2 near the CBM and VBM are shown at (b) CBM + 0.16 eV, (c) VBM − 0.05 eV, and (d) VBM −
0.16 eV.

magnitude of the thermopower. This is an unusual combi-
nation that underscores the importance of the band-structure
effects. Figures 9(d) and 9(h) show the ZT values of p-type and
n-type TlBiS2, respectively. The ZT values will first increase
and then decrease as the carrier concentration increases as
usual. At 750 K, the maximum ZT values of p-type and

FIG. 9. Thermoelectric properties (m∗, S, σ , and ZT ) of p-type
(left) and n-type (right) TlBiS2 at 300, 500, and 750 K.

n-type TlBiS2 are, respectively, 0.79 (1.68 × 1020 holes/cm3)
and 0.49 (2.12 × 1019 electrons/cm3) at the optimal carrier
concentration.

D. Chemical potentials and formation energies
of the intrinsic point defects

Above, we discussed why TlBiS2 has natural low-thermal
conductivity, p-type TlBiS2 has better thermoelectric proper-
ties, and the maximum ZT value at 750 K is 0.79. Further
improving the thermoelectric properties with its low lattice
thermal conductivity becomes the focus of our following
study and discussion. Introduction of defects in thermoelectric
materials to design the band structure is sometimes used to im-
prove the thermoelectric properties and in any case is essential
for controlling the doping level. When calculating the defect
formation energy of TlBiS2 using Eq. (3), the chemical poten-
tial of each element is first determined. Under thermodynamic
equilibrium condition, pure TlBiS2 should satisfy

μTlBiS2 = μTl + μBi + 2μS, (4)

ETlBiS2 = ETl + EBi + 2ES + �H (TlBiS2), (5)

where μTl, μBi, μS are the chemical potentials of Tl, Bi, and S,
respectively. μTlBiS2 is the TlBiS2 unit cell chemical potential.
�H is the heat formation energy of TlBiS2. Under equilibrium
conditions for the crystal growth, μTlBiS2 = ETlBiS2 , then there
are

�H (TlBiS2) = �μTl + �μBi + 2�μS, (6)

here �μX = μX − EX (X = Tl, Bi, S), EX is the energy of
elemental X. �H (TlBiS2) is the heat formation energy of
TlBiS2, which is −1.78 eV. When the X-rich condition is
satisfied, then we have μX = EX , �μX = 0. In order not to
form each element monomer, the following conditions should
also be satisfied:

�μTl � 0, �μBi � 0, �μS � 0. (7)
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FIG. 10. Accessible range of chemical potential (red shaded re-
gion) for the equilibrium growth conditions of TlBiS2. The specific
points are chosen for the representative chemical potentials to be
used for the defect formation energy calculations.

To form the TlBiS2 crystal, the compound needs to be stable
against other compounds containing Tl, Bi, and S, such as
Bi2S3, Tl4S3, Tl2S, TlS. This then leads to the condition on
�μTl, �μBi, �μS:

2�μBi + 3�μS � �H (Bi2S3) = −1.948 eV,

4�μTl + 3�μS � �H (Tl4S3) = −2.022 eV,

2�μTl + �μS � �H (Tl2S) = −1.048 eV,

�μTl + �μS � �H (TlS) = −0.414 eV. (8)

All the above conditions are represented in Fig. 10. As
shown in the figure, they can be satisfied provided that the
�μTl, �μBi have values in the red shaded part (each vertex
of this stable region is represented by A, B, C, and D, respec-
tively). At points A and B, �μBi = 0, which refer to Bi-rich
conditions. While at points C and D, �μS = 0, which refer to
S-rich conditions. Based on these chemical potentials, we can
calculate the intrinsic defect formation energy of TlBiS2.

As shown in Fig. 11, the formation energy of the intrinsic
point defects (VS, TlI, BiI, BiTl, VTl, VBi, TlBi, and SI) are
a function of the chemical potential in their neutral charge
states. It is clearly observed that VS, VTl, TlBi, and BiTl are
the dominated point defects. At point A, the formation energy
of VS is the lowest, at points B and C, the formation energy
of VTl is the lowest, and at point D the formation energy of
TlBi is the lowest. The Fermi levels of charged defects also
affect the formation energies. We further consider the effect
of the point charges on the defect formation energies. From
Eq. (3), we calculated the formation energy of charged defects
(V−1/0/+1/+2

S , Tl0/+1/+2
I , Bi−1/0/+1/+2/+3

I , Bi0/+1/+2
Tl , V0/−1

Tl ,
V0/−1/−2/−3

Bi , Tl−2/−1/0/+1
Bi , S0/−1/−2

I ). We calculated the band
gap of TlBiS2 to be 1.11 eV. The Fermi level lies between
the VBM and the CBM. We calculated the formation energies
of charged intrinsic point defects at conditions A, B, C, and

FIG. 11. Formation energies of neutral defects in TlBiS2 as func-
tion of the chemical potential at points A–D.

D. In Figs. 12(a)–12(d), the positive or negative slope of each
line determines whether the corresponding point defect is a
donor defect or an acceptor defect. The transition level ε(0/q)
represents the Fermi level that the neutral defects and the
defect with charge state q have the same formation energy
[79]. It can measure the depth and shallowness of defect
level. For an acceptor (q < 0), the transition energy level of
VBM is

ε(0/q) = [ε�D(α, 0) − ε�V BM(bulk, 0)]

+ {E (α, q) − [E (α, 0) − qεkD(α, 0)]}/(−q).

(9)

For a donor (q > 0), the electron ionization energy can
measure the depth of the defect level, so the electron ioniza-
tion energy of CBM is

ε(0/q) = [ε�CBM(bulk, 0) − ε�D(α, 0)]

+ {E (α, q) − [E (α, 0) − qεkD(α, 0)]}/(q). (10)

Here, εkD(α, 0) and ε�D(α, 0) are the defect levels at
the special k points and � point, respectively. VBM(bulk,0)
and CBM(bulk,0) are the energies of VBM and CBM, re-
spectively. The first term on the right side of Eq. (9) is the
single-electron defect level at the � point, and the second
term is the structure and Coulomb relaxation energy. Under
Bi-rich and S-rich conditions, VTl is a shallow acceptor with
a transition level of 0.153 eV, TlBi is a deep acceptor with a
transition level of 0.576 eV. It can be seen that at points C
and D [Figs. 12(c) and 12(d)], TlBiS2 exhibits good p-type
characteristics due to the main acceptor V−1

Tl and Tl−2
Bi (Fermi

level is pinned by V−1
Tl and Bi+2

Tl , indicated by the vertical
black dashed line in the figure). But the deep acceptor TlBi will
inhibit the generation of hole carriers [79]. At points A and B
[Figs. 12(a) and 12(b)], TlBiS2 exhibits n-type characteristics,
which is mainly due to the fact that the donor Bi+2

Tl and V+2
S ,

so the Fermi level is pinned near the conduction band. These
results suggest that the conductivity of TlBiS2 is strongly de-
pendent on the growth conditions, and its conductivity can be
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FIG. 12. Theoretically calculated formation energies of intrinsic charged point defects in TlBiS2 as a function of the Fermi level (EF ).
The Fermi-level pinnings are indicated by black dashed lines. The EF at the VBM and the CBM is set to 0.00 and 1.11 eV, respectively. The
numbers in the plot indicate the defect charge state and parallel lines imply equal charge states.

tuned by choosing the desired growth conditions. Therefore,
to obtain good p-type TlBiS2, point C (S-rich condition) can
be selected and the hole carrier concentrations in this case are
high, which can improve the thermoelectric performance of
p-type TlBiS2.

IV. CONCLUSIONS

We find that the chalcogenide TlBiS2 has both natural low
κl (0.67 W/mK) at room temperature and a very high dielec-
tric constant, both of which are favorable for thermoelectric
performance. The origin of the low thermal conductivity is
a combination of weak bonding, especially for Tl and strong
anharmonicity. These, in turn, are associated with cross-gap
hybridization between the S p states and nominally unoccu-
pied cation states. This leads to high Born effective charges,
which, in general, lead to anharmonicity and high dielectric
constants. High dielectric constants, in turn, reduce defect
scattering, including especially ionized impurity scattering.

The cumulative κl showed that optical phonons contributed
59% to κl , and these anomalous optical phonons contributed
to κl being dominated due to their large anharmonic scat-
tering rates, extremely short relaxation times, and the large
Grüneisen parameters. These factors suppress the phonon
transport, which favors an inherently low κl . Our study
demonstrates the microscopic mechanism of heat conduction
in TlBiS2.

To further improve the thermoelectric properties of TlBiS2

with naturally low κl , the intrinsic defect formation energy
and electronic structure of TlBiS2 were calculated systemati-
cally. TlBiS2 is a good p-type semiconductor. VTl is its main
defect, which is a shallow acceptor, and the thermoelectric
properties can be improved by increasing the band degeneracy
through intrinsic defects. Our work points out the importance
of cross-gap hybridization as a mechanism for low thermal
conductivity in a thermoelectric material, and suggests further
investigation of this mechanism in relation to the design of
unique thermoelectrics.
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