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For families of Hamiltonians defined by parts that are local, the most general definition of a symmetry
algebra is the commutant algebra, i.e., the algebra of operators that commute with each local part. Thinking
about symmetry algebras as commutant algebras allows for the treatment of conventional symmetries and
unconventional symmetries (e.g., those responsible for weak ergodicity breaking phenomena) on equal algebraic
footing. In this work, we discuss two methods for numerically constructing this commutant algebra starting
from a family of Hamiltonians. First, we use the equivalence of this problem to that of simultaneous block
diagonalization of a given set of local operators and discuss a probabilistic method that has been found to work
with probability 1 for both Abelian and non-Abelian symmetries or commutant algebras. Second, we map this
problem onto the problem of determining frustration-free ground states of certain Hamiltonians, and we use ideas
from tensor network algorithms to efficiently solve this problem in one dimension. These numerical methods are
useful in detecting standard and nonstandard conserved quantities in families of Hamiltonians, which includes
examples of regular symmetries, Hilbert space fragmentation, and quantum many-body scars, and we show
many such examples. In addition, they are necessary for verifying several conjectures on the structure of the
commutant algebras in these cases, which we have put forward in earlier works. Finally, we also discuss similar
methods for the inverse problem of determining local operators with a given symmetry or commutant algebra,
which connects to existing methods in the literature. A special case of this construction reduces to well-known
“Eigenstate to Hamiltonian” methods for constructing Hermitian local operators that have a given state as an
eigenstate.
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I. INTRODUCTION

The study of symmetries is at the heart of many areas
of physics. For example, understanding of symmetries leads
to classifications of various phases of matter and transitions
between them [1–3], definitions of Gibbs ensembles that de-
scribe thermodynamics of systems [4,5], etc. Hence, given
the Hamiltonian for a quantum system, determining its sym-
metries is of utmost importance and is usually the first step
in approaching any problem. Most symmetries studied in
quantum many-body physics, such as Z2 parity symmetry,
U(1) particle number conservation, or SU(2) spin conserva-
tion, are examples of “on-site” symmetries represented by
global unitary operators that are tensor products of single-site
unitary operators that form representations of the correspond-
ing groups; and symmetries of this form are usually easy
to “guess” by quick direct inspection of the Hamiltonian.
However, a relatively recent realization is that not all sym-
metries that appear in natural Hamiltonians are of this type,
and the exploration beyond such “conventional” on-site global
symmetries has only recently been initiated in various con-
texts [6–15]. Particularly in the context of dynamics, invoking
such unconventional symmetries has also been shown to be
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necessary to understand phenomena of weak ergodicity
breaking [16–20] that have now been observed in multiple
experiments [21–25].

The study of unconventional symmetries first requires a
clear general definition of a symmetry, which is not imme-
diately obvious. Allowing arbitrary operators that commute
with the given Hamiltonian to be valid conserved quanti-
ties implies that any Hamiltonian has exponentially many
conserved quantities, namely, its eigenstate projectors are all
trivially conserved. In Refs. [10,14,15], we introduced and
developed one framework that provides a nontrivial definition
of symmetries and conserved quantities, which naturally cap-
tures both conventional symmetries in standard Hamiltonians
[14] as well as unconventional symmetries that explain the
weak ergodicity breaking phenomena of quantum many-body
scars [15] and Hilbert space fragmentation [10]. In particu-
lar, we focus on families of Hamiltonians that are composed
of local terms, and the bond or local algebra A generated
by the local terms [10,14,15,26]. The commutant algebra C
is the centralizer of the local algebra, i.e., the algebra of
all conserved quantities of the said family of Hamiltoni-
ans, which we will also refer to as the symmetry algebra.
Hence we can think of any symmetry as being character-
ized by a pair of algebras (A, C), which are simply the
algebras of symmetric operators and the symmetry algebra,
respectively.
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This definition of conserved quantities starting from an
arbitrary local algebra A removes the restriction to on-site
unitary and other conventional symmetries, since the commu-
tant C can include non-on-site or even nonlocal operators, and
moreover it need not have any simple underlying group struc-
ture, as illustrated through several examples in Refs. [10,15].
In addition, this language allows a systematic counting of the
number and the sizes of dynamically disconnected blocks or
Krylov subspaces in terms of the dimensions of the com-
mutant, or more precisely the dimensions of the irreducible
representations of the local algebra and the commutant. This
in turn leads to a broad classification of systems in terms of
the scaling of the number of Krylov subspaces with system
size [10] (or equivalently their coherence generating power
[27,28]), as well as to a precise definition of Hilbert space
fragmentation [10]. Moreover, a complete determination of
the full commutant C corresponding to a local algebra A
enables an exhaustive characterization of all symmetric lo-
cal operators. That is, the von Neumann double commutant
theorem (DCT) guarantees that any operator that commutes
with all operators in C should be in the local algebra A,
hence it should be expressible in terms of the known local
generators of A, which enables systematic construction and
characterization of all local operators with a given symmetry.
We demonstrated this principle in action by constraining the
forms of operators symmetric under several regular symme-
tries [14], and also by constructing local Hamiltonians that
possess some set of quantum many-body scars [15].

However, unlike simple on-site symmetries, determining
the full commutant C corresponding to a local algebra A or
determining the dimensions of their irreducible representa-
tions is far from straightforward in practice. Moreover, we
need these properties for many of the results we discuss in
previous works, e.g., the Hilbert space decomposition and the
application of the DCT require an explicit proof that a par-
ticular set of operators generates the full commutant, and not
just some subalgebra of the true commutant. As evident from
examples in [14,15], we were able to analytically establish the
commutants only in some simple cases, and in many cases we
also needed to invoke some reasonable assumptions. Hence in
this work, we discuss some numerical methods necessary to
construct the commutant C corresponding to a local algebra
A, which can either be used to determine and numerically
construct operators in C, or to quickly verify key properties,
e.g., the dimension of the C.

One approach we discuss is to view this as problem of
simultaneous block diagonalization of the (noncommuting)
generators of the local algebra A. The problem of simulta-
neous block diagonalization appears in several other contexts
[29–36], notably in the study of “noise commutants” and
“noiseless subsystems” in the quantum error correction litera-
ture [29–31]. However, some of these methods are not always
directly applicable or completely general, e.g., the methods
proposed to detect symmetries in Refs. [32,33] only work for
Abelian symmetries, hence we build upon them and adapt
them to the quantum many-body problem we have in hand,
including with non-Abelian symmetries.

In another approach, we also exploit the locality of the
generators of A and map the problem of finding the com-
mutant to determining the ground state of a frustration-free

Hamiltonian, which is a superoperator acting on the space
of all operators. This method is applicable is any dimension,
but the brute force implementation is computationally more
expensive than the previous method, since it required the diag-
onalization of a superoperator. However, for one-dimensional
systems, this mapping enables us to use ideas from matrix
product state (MPS) algorithms to obtain an efficient method
to determine the commutant C, building on methods previ-
ously used for related problems [37–39].

Finally, for the sake of completeness, we also discuss the
“inverse” of our method, which constructs local symmetric
operators corresponding to a given commutant algebra. Re-
markably, this coincides with and also unifies many of the
existing methods used in the literature for constructing local
operators with a given symmetry [32,40] or those that possess
a particular eigenstate [41–49]. Since such local operators
are in the algebra A corresponding to a given commutant C,
such methods are also useful in determining a set of local
generators of A. In addition, these methods are useful in
systematically constructing two distinct types of symmetric
operators, which we referred to as type I and type II sym-
metric operators in an earlier work [15], and we discuss such
applications.

This paper is organized as follows. In Sec. II, we briefly
review the concepts of bond, local, and commutant algebras
and Hilbert space decomposition that we use in the rest of this
work. In Sec. III, we discuss a method for simultaneous block
diagonalization of operators in the local algebra and using it to
construct operators in the commutant. In Sec. IV, we discuss
a method for constructing the commutant as a tensor network,
and we illustrate efficient method to obtain the commutant
in one dimension. Finally, in Sec. V, we discuss numerical
methods that construct local operators in the local algebra
given its commutant, and we conclude with open questions
in Sec. VI.

II. BOND, LOCAL, AND COMMUTANT ALGEBRAS

We now briefly review the concepts of local and com-
mutant algebras required for this work, and we refer to our
previous works [10,14,15] for a detailed discussion of their
properties.

Given a set of generically noncommuting operators {Ĥα}
on a Hilbert space H, we can define its commutant to be the
set of all operators Ô that satisfy

[Ĥα, Ô] = 0 ∀α. (1)

These operators Ô form an associative algebra C, which we
refer to as the commutant algebra, which can also be viewed
as the centralizer of the algebra generated by the operators
{Ĥα}, denoted by A := 〈〈{Ĥα}〉〉, where the notation implicitly
assumes inclusion of the identity operator 1 and also closure
under Hermitian conjugation. A and C are hence examples
of von Neumann algebras [50–52], and are centralizers of
each other as a consequence of the DCT. As a consequence,
the centers of the algebras A and C (i.e., the subalgebra that
commutes with all the elements in the algebra) coincide, and
can be written as Z = A ∩ C; and when C or A is Abelian, we
obtain that Z = C ⊆ A or Z = A ⊆ C respectively.
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In quantum matter applications, we are interested in cases
where the operators {Ĥα} are local, which can refer to either
strictly local operators with a support over a few nearby sites,
or extensive local operators that are sums of strictly local
terms throughout the system. Consequently, we refer to the
algebra A generated by these terms as a bond algebra if
{Ĥα} contains only strictly local terms, or more generally as
a local algebra if it contains some extensive local terms. The
commutant algebra C is then naturally the symmetry algebra
of families of Hamiltonians [10,14] of the form

H =
∑

α

JαĤα, (2)

where {Jα} is an arbitrary set of coefficients. As we discuss
in other works, the language of commutant algebras can be
used to understand a variety of phenomena such as Hilbert
space fragmentation [10], conventional symmetries [14], and
quantum many-body scars [15]. In all of these cases, C and
A are respectively the “symmetry” algebra (i.e., all conserved
quantities) and the algebra of “symmetric” operators (i.e., all
operators that commute with the conserved quantities in C).

Note that the commutant C should be interpreted as the
symmetry algebra for generic families of Hamiltonians con-
structed from the set {Ĥα}. We usually start with a set {Ĥα}
that is “homogeneously” distributed over the lattice, which is
physically reasonable and captures physically relevant sym-
metries. Breaking homogeneity and excluding some operators
from the set might lead to a larger commutant, which, while
mathematically correct, is not physically relevant. For exam-
ple, in some cases this exclusion might effectively “split”
the system into some commuting parts, giving rise to several
“unwanted” symmetries. However, with judicious choices, it
is easy to avoid such situations.

An important property that we heavily use in this work is
the decomposition of the Hilbert space as a consequence of
the existence of algebras A and C that are centralizers of each
other [10,14,15,53–56], given by

H =
⊕

λ

(H(A)
λ ⊗ H(C)

λ ), (3)

where H(A)
λ and H(C)

λ respectively denote Dλ- and dλ-
dimensional irreps of A and C. Equation (3) can be simply
viewed as a tensored basis in which all the operators in
A are simultaneously (maximally) block-diagonal. Opera-
tionally this means that any operators ĥA ∈ A, ĥC ∈ C, and
ĥZ ∈ Z can be unitarily transformed as

W †ĥAW =
⊕

λ

(Mλ (̂hA) ⊗ 1dλ
), (4)

W †ĥCW =
⊕

λ

(1Dλ
⊗ Nλ (̂hC )), (5)

W †ĥZW =
⊕

λ

(cλ (̂hZ )1Dλ
⊗ 1dλ

), (6)

where Mλ (̂hA) and Nλ (̂hC ) are some Dλ-dimensional and
dλ-dimensional matrices respectively, cλ (̂hZ ) is a c-number,
and W is a fixed unitary matrix. Equation (4) precisely denotes
the simultaneous block diagonalization of the operators in
(including the generators of) A, which is equivalent to the si-
multaneously block diagonalization of operators in (including

the generators of) C, shown in Eq. (5). Since the Hamiltoni-
ans we are interested in belong to the local algebra A, this
decomposition can be used to precisely define dynamically
disconnected quantum number sectors or “Krylov subspaces”
of the Hamiltonian [10].

In particular, there are blocks labeled by different λ’s in
Eq. (3) which can be uniquely specified by eigenvalues under
a minimal set of generators of the center Z . Further, for each
λ, there are dλ number of identical Dλ-dimensional Krylov
subspaces, which can be uniquely labeled by eigenvalues
under a minimal set of generators of any maximal Abelian
subalgebra of C [10]. It is also possible that Dλ = 1 for some
λ, which correspond to “singlets” of the algebra A [14], i.e.,
simultaneous eigenstates of all the operators in the algebra A,
including the family of Hamiltonians we are interested in. The
singlets can either be degenerate or nondegenerate depending
on whether the corresponding dλ is greater than 1 or equal to
1 respectively, and they play an important role in the study of
quantum many-body scars [15]. All singlets have the property
that any “ket-bra” operator of the form |ψλ,α〉〈ψλ,β | for any
two degenerate singlets |ψλ,α〉 and |ψλ,β〉, not necessarily
distinct, are a part of the commutant algebra C.

With this background, in the following sections, we address
the following question: Given a family of Hamiltonians of the
form of Eq. (2) or a local algebra A = 〈〈{Ĥα}〉〉, how does
one numerically determine the exhaustive list or number of
operators in its commutant C, construct the decomposition of
Eq. (4), and determine the associated dimensions {Dλ} and
{dλ}? We discuss two numerical methods that answer (parts
of) this question, and the best method depends on the system
being studied.

III. SIMULTANEOUS BLOCK DIAGONALIZATION

We first discuss a method to determine the blocks or Krylov
subspaces of a given family of Hamiltonians by simultane-
ously block-diagonalizing the operators {Ĥα}. This effectively
implements the unitary transformation of Eqs. (4)–(6), which
gives a direct access to the dimensions {Dλ} and {dλ} and
also to the operators in the commutant C. Similar methods
have been used in the literature to “detect” symmetries in one-
parameter families of Hamiltonians [32] or unitary operators
[33], to construct noise commutants in the context of quantum
error correction [29–31], or more generally, to simultaneously
block-diagonalize certain sets of operators [34–36].

To determine the blocks, it is typically sufficient to work
with two randomly chosen Hermitian operators from the fam-
ily (i.e., from the algebra A = 〈〈{Ĥα}〉〉) which we refer to as

H (1) =
∑

α

J (1)
α Ĥα, H (2) =

∑
α

J (2)
α Ĥα. (7)

The rationale for working with just two operators is that these
two “randomly chosen” operators typically generate the full
algebra A, i.e., A = 〈〈H (1), H (2)〉〉. However, we emphasize
that Ĥα here must be “generic enough” for this to happen and
for the procedure we outline below to work flawlessly, and
we do not want them to have any other degeneracies apart
from those due to the structure in Eq. (4). An example of such
“accidental” degeneracies occurs when all the {Ĥα} are non-
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interacting particle-hole symmetric terms (e.g., those shown
in #2 in Tab. II or III in [14]), in which case H (1) and H (2)

have additional degeneracies due to particle-hole symmetry
in the single-particle spectrum, which are not explained by
the commutant language. We can circumvent such issues by
including (Hermitianized) products of the original generators
{Ĥα} to the list of generators, e.g., operators such as i[Ĥα, Ĥβ ]
(which would still be a noninteracting Hamiltonian but typ-
ically without the particle-hole-like symmetries) or {Ĥα, Ĥβ}
where {·} denotes the anticommutator (which would typically
be an interacting Hamiltonian). Once we have chosen such
generic operators, we start by diagonalizing H (1), and express-
ing H (2) in the eigenbasis of H (1).

A. Extracting Z
We start with extracting operators in the center Z , and to

do this, it is sufficient to identify blocks labeled by different
λ. It is clear from Eq. (6) that the projectors onto these blocks
span the center Z . Since all operators in the center Z commute
with H (1), the eigenstates of H (1) can be labeled by (i.e., have
definite) eigenvalues under operators in (or generators of) Z .1

Since all operators in Z also commute with H (2), its matrix
elements between eigenstates of H (1) that differ in eigenvalues
under some operators in Z vanish. Using the form of the
operators in Z of Eq. (6), we can conclude that the matrix
of H (2) in the eigenbasis of H (1) is certainly block-diagonal
with blocks of sizes given by {Dλdλ}, which are all labeled by
different λ, but this does not rule out the existence of smaller
blocks within each of these blocks.

Nevertheless, for generic choices of H (1) and H (2), we
can rule out the existence of smaller blocks within blocks
in H (2) that are two-dimensional or more. As evident from
Eq. (4), when restricted to a block labeled by λ, there exists a
unitary operator that transforms H (1) and H (2) into M (1)

Dλ
⊗ 1dλ

and M (2)
Dλ

⊗ 1dλ
respectively [where M (1)

Dλ
:= Mλ(H (1) ) and

M (2)
Dλ

:= Mλ(H (2) )]. For Dλ � 2, it is easy to check that for

generic choices of M (2)
Dλ

and M (1)
Dλ

, the matrix of M (2)
Dλ

⊗ 1dλ
in a

“random” eigenbasis2 of M (1)
Dλ

⊗ 1dλ
(hence the matrix of H (2)

in the eigenbasis of H (1) restricted to the block labeled by λ)
is not expected to have any smaller block-diagonal structure,
allowing us to determine these blocks by expressing H (2) in
the eigenbasis of H (1).

1Since we assume that the generic (random) H (1) does not show
any “accidental” degeneracies, i.e., the corresponding matrices
{Mλ(H (1) )} are some generic matrices unrelated to each other for
different λ’s, any set of degenerate eigenvectors of H (1) must belong
to precisely one Dλdλ-dimensional block λ and hence these states
must be eigenvectors of all operators in Z .

2By this, we mean that eigenvectors within degenerate subspaces
are “randomly” chosen. In practice, this is not guaranteed to be the
case for black-box eigensolvers, i.e., the eigenvectors within degen-
erate subspaces might have some hidden structure (e.g., they are
sometimes organized according to the total spin in the computational
basis). Hence it is better to explicitly act with a random unitary
to randomize the eigenvectors within each degenerate subspace to
ensure that this method works.

On the other hand, this does not identify the blocks where
Dλ = 1 (i.e., blocks composed of singlets of the algebra A),
since both H (1) and H (2) restricted to such blocks are pro-
portional to the identity (1Dλ=1 ⊗ 1dλ

) = 1dλ
, hence H (2) is

diagonal in the eigenbasis of H (1). However, the singlet blocks
labeled by different λ are generically nondegenerate under
eigenvalues of H (1) and H (2), hence each such degenerate
subspace of H (1) and H (2) corresponds to a block labeled by λ

consisting of dλ degenerate singlets of A.
This completes the identification of the blocks labeled by

distinct λ in Eq. (3), and an orthogonal basis (with respect
to the Frobenius inner product) for the center Z is given by
the projectors onto these blocks. When C is Abelian, these
projectors span the full commutant since C = Z . Hence this
procedure is sufficient for constructing Abelian commutants
and identifying a subset of Abelian symmetries of a given
family of systems, which was demonstrated in Refs. [32,33].

B. Extracting {Dλ} and {dλ}
Once the blocks labeled by λ are identified, the dimensions

{Dλ} and {dλ} can directly be extracted as follows. For random
choices of the coefficients, the eigenvalues of H (1) and H (2)

restricted to a block labeled by λ appear in multiplets of
degeneracies given by {dλ}, since they can both be expressed
as shown in Eq. (4). These multiplicities of the eigenvalues
of H (2) within each Dλdλ-dimensional block can be used to
determine dλ corresponding to that block, which can in turn be
used to deduce Dλ. This allows us to completely determine the
dimensions {Dλ} and {dλ}, starting from two generic choices
of operators H (1) and H (2). Quantities such as the number of
Krylov subspaces, the dimensions of (i.e., number of linearly
independent operators in) the commutant and the local algebra
can then be computed directly: they are given by K = ∑

λ dλ,
dim(C) = ∑

λ d2
λ , and dim(A) = ∑

λ D2
λ respectively [10].

Note that while this extraction of the data {Dλ}, {dλ} works
in general, we do not yet have the information about the basis
that gives the subblock-diagonal structure within each block
λ, Eqs. (4) and (5).

C. Extracting C for Non-Abelian commutants

While the method described in Sec. III A completes the
simultaneous block diagonalization and the construction of
the full commutant when C is Abelian, there are additional
operators in the commutant when C is non-Abelian, and
more work is needed. Let us denote the tensored basis in-
side the block λ implied in the Hilbert space decompositions
in Eqs. (3)-(6) as {|ψαβ〉}, 1 � α � Dλ, 1 � β � dλ. For a
Dλ-dimensional Krylov subspace Kβ = spanα{|ψαβ〉}, we can
construct the projectors onto the Krylov subspaces �β,β :=∑

α |ψαβ〉〈ψαβ |. In addition, for degenerate Krylov subspaces
Kβ and Kβ ′ for β 
= β ′ [i.e., distinct blocks labeled by the
same λ in Eq. (4)], we can construct the operators �β,β ′ :=∑

α |ψαβ〉〈ψαβ ′ |. It is then easy to show that the operators
{�β,β ′ } span the full commutant [10].

In Appendix A, we discuss a method for constructing the
operators of the commutant using the matrix elements of H (2)

in the eigenbasis of H (1) restricted to a block labeled by λ with
Dλ � 2. In particular, we use the fact that within such a block
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FIG. 1. The sizes and degeneracies of the blocks (Krylov subspaces) for several types of Hamiltonians with nontrivial commutant algebras,
extracted using the simultaneous block diagonalization method for various system sizes L. {Dλ} denote the sizes of the blocks and {dλ} denote
their degeneracies. For details in each case, see Sec. III D. (a) Conventional symmetries: spin-1/2 Heisenberg model. The blocks are the SU(2)
total spin quantum number sectors. (b) Hilbert space fragmentation: spin-1 Temperley-Lieb models [10]. The small sizes of blocks and large
degeneracies indicate the presence of quantum Hilbert space fragmentation. (c) quantum many-body scars (QMBS): spin-1 models realizing
the periodic boundary condition spin-1 AKLT tower of scars [57,58] as degenerate QMBS [15]. A few one-dimensional blocks along with one
outstanding large block indicate the presence of QMBS. Note that for the sake of clarity any “degeneracies” in (Dλ, dλ) have been resolved by
introducing a small horizontal separation.

λ, H (1) and H (2) can be unitarily transformed into M (1)
Dλ

⊗ 1dλ

and M (2)
Dλ

⊗ 1dλ
, and we assume that there are no degeneracies

in the spectrum of M (1)
Dλ

for a random choice of H (1). This
allows us to express the operators in the commutant restricted
to the block λ in terms of known quantities [see Eq. (A14)]
and hence construct the full commutant. For singlet blocks
with Dλ = 1, the operators in the commutant are simply the
“ket-bra” operators of the degenerate singlets (e.g., |ψβ〉〈ψβ ′ |
for degenerate singlets |ψβ〉 and |ψβ ′ 〉), which can be con-
structed directly from the corresponding eigenvectors of H (2)

(which are also eigenvectors of H (1)).
Note that this method requires a full exact diagonalization

of H (1), hence its time complexity grows exponentially with
system size [as O(d3L

loc) for a system of size L and local Hilbert
space dimension dloc], and its application is practical only for
small system sizes.

D. Examples

We now discuss some examples of this method being ap-
plied to extract values of {Dλ} and {dλ} in various types of
systems. We separately consider models with conventional
symmetries, those with Hilbert space fragmentation, and those
with QMBS, and we depict all the results in Figs. 1(a)–1(c).

1. Conventional symmetries

We start with an example of conventional symmetries in
the case of the family of one-dimensional spin-1/2 Heisen-
berg models, given by the family of Hamiltonians H =∑L

j=1 Jj (�S j · �S j+1), where �S j = (Sx
j , Sy

j , Sz
j ) are the spin-1/2

operators on site j. The boundary conditions for these can be
either periodic or open, and the symmetry algebra does not de-
pend on this choice. This family of systems has been discussed
using the commutant algebra framework in Refs. [10,14], and

the local algebra and commutant algebra pair is given by

ASU(2) = 〈〈{�S j · �S j+1}〉〉, CSU(2) = 〈〈Sx
tot, Sy

tot, Sz
tot〉〉, (8)

where Sα
tot := ∑

j Sα
j , α ∈ {x, y, z}, is the total spin operator

in the direction α̂. The dimensions of irreducible represen-
tations for this pair of algebras, i.e., the numbers {Dλ} and
{dλ}, obtained using the simultaneous block diagonalization
method are shown in Fig. 1(a). For this pair of algebras, the
distinct λ in the decompositions of Eqs. (4)–(6) correspond to
the total spin quantum number which for even system size L
takes values λ = 0, 1, . . . , L/2 and for odd system size takes
λ = 1/2, 3/2, . . . , L/2 [namely, the eigenvalues of �S2

tot are
given by λ(λ + 1)]. The horizontal axis in the figure indicates
dλ = 2λ + 1 which is the familiar degeneracy of spin-λ sector.
In particular, dλ=0 = 1 marks the space of spin-singlets (i.e.,
states that have eigenvalue 0 under S2

tot), while dλ=L/2 = L + 1
marks the ferromagnetic manifold. Note that all ferromagnetic
states are degenerate singlets of the algebra ASU(2) generated
by the individual Heisenberg terms, hence Dλ=L/2 = 1. In
general, the sizes of each of the quantum number sectors of
spin-λ, given by Dλ, are known exactly [10,59]

Dλ =
(

L

L/2 + λ

)
−

(
L

L/2 + λ + 1

)
. (9)

As we depict in Fig. 1(a), the simultaneous block diago-
nalization procedure reproduced all these numbers correctly.
While the blocks labeled by different values of λ, hence
the operators in the center ZSU(2) := ASU(2) ∩ CSU(2), were
directly obtained using the method described in Sec. III A,
extracting the full non-Abelian commutant CSU(2) required
the implementation of the procedure described in Sec. III C.
To ensure that these procedures work as intended, we found
that the explicit randomization of eigenvectors, described in
footnote 2 was particularly important.
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2. Hilbert space fragmentation

We move on to an example of this method applied to mod-
els exhibiting Hilbert space fragmentation. We focus on the
spin-1 Temperley-Lieb models, given by the family of Hamil-
tonians HT L = ∑L−1

j=1 Jj (�S j · �S j+1)2, where �S j = (Sx
j , Sy

j , Sz
j )

here are the spin-1 matrices on site j, and we have used open
boundary conditions. The local algebra in this case is given by

ATL = 〈〈{(�S j · �S j+1)2}〉〉, (10)

and the corresponding commutant CTL was computed explic-
itly in Refs. [10,59]; we are not aware of a compact expression
for CT L. The values of {dλ} and {Dλ} for this pair of algebras
is shown in Fig. 1(b). These numbers were also analytically
computed in Ref. [59], and while the number of distinct blocks
labeled by distinct λ and the values Dλ are identical to the
spin-1/2 Heisenberg model case in the previous section, the
degeneracies {dλ} are given by

dλ = [2λ + 1]q := q2λ+1 − q−(2λ+1)

q − q−1
, q = 3 + √

5

2
. (11)

For example, the block with the largest dλ, given by the
block labeled by λ = L/2, also has Dλ=L/2 = 1 and contains
“ferromagnetic” product states |α1, α2, . . . , αL〉 with α j 
=
α j+1, j = 1, . . . , L − 1 for OBC along with their full SU(3)
lowered multiplets, see Ref. [59] and references therein for
the details; hence dλ=L/2 grows exponentially with system size
L. All our numerical results shown in Fig. 1(b) are consistent
with the above analytical results [59] and provide an indepen-
dent check of these predictions.

3. Quantum many-body scars

Finally, we provide an example of this method applied to a
model of QMBS. As a nontrivial example, we consider spin-1
models on a periodic chain that realize the exact tower of scars
found in the AKLT model [57,58,60–62] as exact degenerate
scars [15]. The local algebra for this case is given by [15]

Ã(p)
scar = 〈〈{�[ j, j+2]h[ j, j+2]�[ j, j+2]}〉〉, (12)

where h[ j, j+2] is a sufficiently generic three-site operator, and
�[ j, j+2] are three-site projectors chosen such that they vanish
on the AKLT scar tower, see Appendix D of [15] for de-
tails on their precise construction. As conjectured in [15], the
commutant algebra C̃ (p)

scar is expected to be spanned by ket-bra
operators of the Nscar states in the common kernel of the
projectors {�[ j, j+2]}, where Nscar depends on the system size
L. Equivalently, we expect the Hilbert space decomposition in
Eqs. (4)–(6) to simply consists of two distinct λ’s, one corre-
sponding to the thermal block and one to the scar block, which
we denote by λ = t and λ = s respectively. We then expect
the scar block to have (Dλ=s, dλ=s) = (1, Nscar ), and the ther-
mal block to have (Dλ=t, dλ=t) = (dim(H) − Nscar, 1), where
dim(H) = 3L is the total dimension of the Hilbert space.

The common kernel of these projectors for various system
sizes has been conjectured in [15] (see Sec. V C and Ap-
pendix D there), and we briefly summarize the results here.
For L odd, the common kernel is spanned by two states –
the AKLT ground state and the spin-polarized ferromagnetic
state, hence dλ=s = 2. For L = 2 × odd, the kernel is spanned
by the L/2 QMBS tower of states, denoted by {|ψn〉} and

defined in Eq. (22) of Ref. [15], as well as the ferromagnetic
state, which is not a part of the tower of QMBS for these
system sizes [60]; hence the total number of states in the
kernel is L/2 + 1. On the other hand, for L = 2 × even, in
addition to the L/2 + 1 QMBS tower of states {|ψn〉} (which
now includes the ferromagnetic state), there are two additional
states in the kernel, denoted by |1k=±π/2〉 in Refs. [15,57],
which add up to L/2 + 3 states in the kernel. These explain
all the values of {Dλ} and {dλ} shown in Fig. 1(c) for various
system sizes. Note that these results were only conjectured
and not proven in our previous work [15], hence the results
here illustrate nontrivial discovery/validation of the full com-
mutant algebras.

IV. LIOUVILLIAN APPROACH

We now discuss an alternate method to construct operators
in and determine the dimension of the commutant, which, in
certain cases, allows us to determine the commutant for much
larger system sizes. We start by interpreting operators Ô as
vectors |Ô), hence we obtain

[Ĥα, Ô] = 0 ⇐⇒
L̂Ĥα

:=︷ ︸︸ ︷
(Ĥα ⊗ 1 − 1 ⊗ ĤT

α ) |Ô) = 0, (13)

where L̂Ĥα
is the Liouvillian corresponding to the term Ĥα ,

i.e., it represents the adjoint action of the Hamiltonian, hence
L̂Ĥα

|•) := [Ĥα, •]. Using Eq. (13) and the definition of the
commutant in Eq. (1), the commutant is the common kernel
of the Liouvillian superoperators {L̂Ĥα

}.

A. Mapping onto a frustration-free ground state problem

This common kernel can be expressed as the null subspace
of the positive semidefinite (p.s.d.) superoperator

P̂ :=
∑

α

P̂Ĥα
:=︷ ︸︸ ︷

L̂†
Ĥα
L̂Ĥα

, P̂|Ô) = 0 ⇐⇒ L̂Ĥα
|Ô) = 0 ∀α,

(14)

where the second condition follows due the p.s.d. property of
all P̂Ĥα

. The dimension of the commutant, dim(C), is sim-
ply the dimension of this nullspace. The commutant can be
numerically computed straightforwardly using this approach,
although the time-complexity is worse than the previous si-
multaneous block diagonalization method since it involves the
diagonalization of the superoperator P̂ and scales as O(d6L

loc).
Hence a direct application of this method is usually limited to
extremely small system sizes, although efficient methods for
determining the kernel (e.g., Lanczos algorithm) can be used
to improve its performance.

Nevertheless, further progress can be made in some cases
by noting that the operators {Ĥα} are local terms, either strictly
local or extensive local terms. When they are strictly local,
so are the Hermitian p.s.d. superoperators P̂Ĥα

:= L̂†
Ĥα
L̂Ĥα

.3

3Concretely, we can interpret the two tensored copies of the Hilbert
space in Eq. (13) as two legs of a ladder (or two layers of a bilayer
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FIG. 2. Liouvillian approach for the efficient construction of commutants of nearest-neighbor bond algebras in one dimension with open
boundary conditions. (a) MPS representation for the basis vectors of the commutant on N sites. (b) Equation for solving for the leftmost two
unknown tensors A1 and A2 by diagonalizing the known matrix P̂1,2. (c) Equation for recursively solving for the unknown tensor AN in terms
of the known tensor AN−1 and the known matrix P̂N−1,N . (d) Matrix M for which the tensor AN is an eigenvector with eigenvalue 0.

Hence operators in the commutant are the frustration-free
“ground states” of a local superoperator “Hamiltonian” P̂ .

B. Efficient method in one dimension

Efficient numerical methods to obtain the frustration-free
ground states of a one-dimensional Hamiltonian are known
in the literature [37–39], and they can be directly adapted to
be applied to this problem. We discuss one such method in
detail in Appendix B and provide a summary here. Note that
this method borrows ideas from existing numerical algorithms
based on matrix product states (MPS), particularly the density
matrix renormalization group (DMRG) [64]. However, unlike
DMRG, this algorithm is “exact,” i.e., it does not use any vari-
ational optimizations or approximations (hence its accuracy is
limited only by accumulations of machine round-off errors).

1. Strictly local generators with OBC

We start with the simplest case, namely, obtaining commu-
tants of bond algebras generated by nearest-neighbor terms,
say {Ĥj, j+1}, with open boundary conditions (OBC). We
can then define the nearest-neighbor Liouvillians {L̂ j, j+1}
and correspondingly {P̂ j, j+1} using Eqs. (13) and (14),
respectively.

For a system of size L, we start by envisioning the χL :=
dim(CL ) operators in the commutant CL, spanned by an or-
thonormal basis {|C(L)

μL
)}χL

μL=1, as a matrix product state (MPS)

in higher dimensions), as common in the study of superoperators,
e.g., in the Lindblad master equation [63]. The superoperators and
operators in the original Hilbert space are operators and states in the
doubled (ladder) Hilbert space respectively. It is then clear that if Ĥα

is strictly local in the original Hilbert space, so are L̂Ĥα
and also P̂Ĥα

in the doubled (ladder) Hilbert space.

consisting of tensors {AN }L
N=1 with an open auxiliary index

on the right. We wish to construct these tensors such that this
property is true for any system of size 2 � N � L, i.e., the
N-site MPS with an open auxiliary index on the right [see
Eq. (B4) and Fig. 2(a)] spans the N-site commutant CN (i.e.,
the centralizer of the operators {Ĥj, j+1}N−1

j=1 ). Hence the MPS
is not a standard one, and its bond dimension can grow from
left to right, and the N-th bond from the left, N = 2, . . . , L,
has a dimension χN := dim(CN ). We then solve for the tensors
of the MPS recursively from the left using ideas similar to
DMRG [64]. In particular, we solve for the two tensors A1

and A2 on the left by requiring that the MPS restricted to
two sites is annihilated by P̂1,2 [see Eq. (B5) and Fig. 2(b)].
We then determine the rest of the tensors {AN }L

N=3 recur-
sively, i.e., we can use the form of the (N − 1)-th tensor to
determine the N th by requiring that P̂N−1,N annihilates the
N-site MPS [see Fig. 2(c)]; in particular, this condition can
be rephrased in terms of determining the nullspace of an
d2

locχN−1-dimensional matrix M [see Eq. (B9) and Fig. 2(d)].
The dimension of the auxiliary index χN for the N-th tensor
AN (which is also the dimension of the N-site commutant) is
simply the dimension of the nullspace of that matrix. Hence
the dimension of the commutant for a system of L sites can be
determined using this recursive process.

As we discuss in Appendix B, this method can be gen-
eralized in many directions. For bond algebras in OBC that
are generated by r-site strictly local terms, the N th tensor AN

can be recursively determined using the previous (r − 1) ten-
sors {AN−r+1, . . . , AN−1}, and it requires a diagonalization of
an d2

locχN−1-dimensional matrix. Hence the time-complexity
of this method for such a bond algebra and large systems
of size L naively scales as O(Ld6

locχ
3
L ), although in practice

there can be steps in the computation that are comparable in
time-complexity, e.g., the construction of the aforementioned
matrix itself takes O(d4(r−1)

loc χ3
L ). Nevertheless, these estimates
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FIG. 3. The dimension of the commutant algebras for several families of Hamiltonians, extracted using the efficient Liouvillian method.
As discussed in Sec. IV B, this works best in cases where the local algebra is generated by strictly local terms with open boundary conditions,
and we have only demonstrated such cases. For details in each case, see Sec. IV D. (a) Conventional symmetries: Families of models with
Z2, U(1), and SU(2) symmetries; (b) Hilbert space fragmentation: t-Jz models, spin-1 Temperley-Lieb (TL) models, spin-1 dipole conserving
models; (c) quantum many-body scars: OBC AKLT ground states as scars, AKLT scar tower as degenerate scars, spin-1 XY π -bimagnon scar
tower as degenerate scars. Note that dim(C) is a limiting factor in this method, hence smaller system sizes are accessible for systems with
larger dim(C).

make it clear that the efficiency of this method depends on the
scaling of the commutant dimension with system size. If the
commutant dimension stays constant or grows at most polyno-
mially with the system size, e.g., in systems with conventional
symmetries such as U(1) or SU(2) [10,14] or systems exhibit-
ing quantum many-body scars [15], this method can be highly
efficient, as we show in Figs. 3(a) and 3(c). However, if the
commutant dimension grows exponentially with the system
size, e.g., for systems exhibiting Hilbert space fragmentation
[10], the accessible system sizes are limited, as we show in
Fig. 3(b). In such cases, it can in practice be more efficient
to work with the simultaneous block diagonalization method
discussed in Sec. III.

2. Strictly local generators with PBC or extensive local generators

While this MPS construction works rather neatly for com-
mutants of bond algebras generated by strictly local terms
with OBC, additional work needs to be done to obtain com-
mutants of algebras generated with strictly local terms with
periodic boundary conditions (PBC) or with extensive lo-
cal operators. In these cases, we first express Eq. (14) as
P̂ = P̂obc + P̂str + P̂ext, where (i) P̂obc, (ii) P̂str, and (iii) P̂ext

respectively contain the P̂Ĥα
’s corresponding to the generators

Ĥα that are (i) strictly local and can be viewed as generating
the OBC bond algebra, (ii) strictly local and straddle the PBC
“boundary”, and (iii) extensive local. We then proceed by
first determining the χL-dimensional OBC commutant, i.e.,
the kernel of P̂obc, and we denote this subspace as CL :=
{|C(L)

μL
)}χL

μL=1. We then compute T̂str/ext, the χL-dimensional

matrices that are the restrictions of P̂str and P̂ext in the sub-
space CL; their matrix elements are given by

(T̂str/ext )μL,μ′
L

:= (C(L)
μL

|P̂str/ext|C(L)
μ′

L
). (15)

The kernel of the χL-dimensional matrix T̂str + T̂ext is then
the commutant of the full local algebra, including all the
generators.4

As we discuss in Appendixes B 3 and B 4, the restricted
matrices T̂str and T̂ext can be efficiently computed using the
MPS form for CL and using transfer matrices of its MPS
tensors and MPO forms of P̂Ĥα

when Ĥα is extensive local
[see Eqs. (B12) and (B19)]. Note that this method involves
the construction of ϒχ2

N−1 × ϒχ2
N transfer matrices for every

N � L (where ϒ = 1 for straddling operators and ϒ ∼ O(1)
for extensive local operators, related to the bond dimension
of the MPO of the corresponding P̂Ĥα

), their multiplication,
and then the diagonalization a χL-dimensional matrix. Hence
the full time-complexity of this method for large system sizes
naively scales as O(Lϒ2χ4

L ), although a better scaling might
be possible with an efficient tensor contraction ordering [65].
Although this scaling is polynomial in system size when the
OBC commutant dimension scales polynomially, it is worse
than the OBC problem, and the large exponents that show
up in typical cases of interest (e.g., if χL ∼ L2, the time-
complexity scales as ∼L9) can be a significant hinderance in
practice. Also note that the time-complexity depends on the
scaling of the dimension of the OBC commutant, which might
be larger than the scaling of the full commutant when the PBC
or extensive local operators are included. Hence this method
might not be efficient even if we expect the full commutant to
have a small dimension.

4Note that a zero eigenvector of T̂str/ext, i.e., P̂str/ext restricted to the
space CL , is always a zero eigenvector of P̂str/ext. This is because for
any such vector |Ô0) ∈ CL , we have by definition (Ô0|P̂str/ext|Ô0 ) =
0. Since P̂str/ext is positive semidefinite, this means that P̂str/ext|Ô0 ) =
0.
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C. Restricting the form of the conserved quantity

Finally, we show that this method can also be directly
extended to search for conserved quantities in the commutant
that are of a particular form, e.g., strictly local or extensive
local operators of a fixed range. We denote the vector space
spanned by operators of this form as V , and a linearly in-
dependent basis for V by {|Vμ)}, and construct the operator
P̂V , defined as the restriction of P̂ to V . That is, the matrix
elements of P̂V read

(P̂V )μ,μ′ = (Vμ|P̂|Vμ′ ). (16)

Then using the p.s.d. property of P̂ we can show that the
nullspace of P̂V is spanned by operators in C that are in V ,
i.e.,

P̂V |Ô) = 0 ⇐⇒ P̂|Ô) = 0 & |Ô) ∈ V . (17)

D. Examples

We now provide examples of computations of the dimen-
sion of the commutant algebra, i.e., the number of linearly
independent operators in the algebra, using the efficient Li-
ouvillian MPS method. We again illustrate this separately
for cases with regular symmetries, fragmented systems, and
QMBS systems, and we depict the results in Figs. 3(a)–3(c).
As discussed in Sec. IV B, this method is powerful in practice
compared to the simultaneous block diagonalization method
only for local algebras generated by strictly local terms with
open boundary conditions. Note that the dimension of the
commutant is related to the dimensions of the irreducible
representations as dim(C) = ∑

λ d2
λ [10], which provides an

alternate way to compute it if the dλ’s are known.

1. Conventional symmetries

As examples of systems with conventional symmetries, we
consider spin-1/2 systems with Z2, U(1), and SU(2) sym-
metries. The local and commutant algebras for these are
discussed in Ref. [14], see Table I there. To summarize, the
corresponding algebra pairs are given by

AZ2 = 〈〈{
Sx

j S
x
j+1

}
,
{
Sz

j

}〉〉
, CZ2 =

〈〈∏
j

Sz
j

〉〉
,

AU (1) = 〈〈{
Sx

j S
x
j+1 + Sy

j S
y
j+1

}
,
{
Sz

j

}〉〉
, CU (1) = 〈〈

Sz
tot

〉〉
,

ASU(2) = 〈〈{�S j · �S j+1
}〉〉

, CSU(2) = 〈〈
Sx

tot, Sy
tot, Sz

tot

〉〉
, (18)

where Sα
j , α ∈ {x, y, z} are the spin-1/2 operators on site j,

and Sα
tot = ∑

j Sα
j . For the Z2 and U(1) symmetries, the ana-

lytically known dimensions of the commutants can be directly
obtained by counting the number of linearly independent
operators, whereas in the case of SU(2) it is easier to com-
pute dim(C) using the known values of {dλ}, the dimensions
of the irreducible representations. In particular, we obtain
dim(CZ2 ) = 2, dim(CU (1) ) = L + 1, and dim(CSU(2)) = (L+3

3

)
,

and we refer readers to [10] for the details of the calculations.
Our numerical results in Fig. 3(a) are consistent with these
analytical predictions. Note that the system sizes accessible in
the case of SU(2) are much smaller than the others due to the
faster scaling of dim(CSU(2)) with the system size L.

2. Hilbert space fragmentation

For fragmented systems, we apply this method to the t − Jz

models [66,67], spin-1 dipole conserving models [68], and
spin-1 TL models [59], which have been studied in the com-
mutant algebra framework in Ref. [10]. As discussed there,
the t − Jz models and the spin-1 dipole conserving models are
examples of “classical fragmentation”, i.e., the commutants
in these cases, which we denote by Ct−Jz and Cdip, are com-
pletely spanned by operators that are diagonal in the product
states basis. Hence they are Abelian, and their dimension is
simply the number of distinct blocks in the product state basis,
i.e., the number of “Krylov subspaces” [69]. The structure of
the Krylov subspaces in these cases has been discussed in
detail in Ref. [10], and we obtain dim(Ct−Jz,obc) = 2L+1 − 1
and dim(Cdip,obc) = 2PL+1 − 1, where PL+1 is the (L + 1)th
Pell number, which grows exponentially with L. On the other
hand, the spin-1 Temperley-Lieb model exhibits “quantum
fragmentation”, and the dimension of the commutant can be
computed directly using the dimensions of the irreducible rep-
resentations, known from earlier literature [59], also shown in
Eq. (11). All of these numbers are consistent with the dimen-
sions obtained from the efficient MPS Liouvillian method,
shown in Fig. 3(b). Note that the system sizes accessible here
are much smaller than in the case of conventional symmetries
due to the exponential scaling of the commutant dimensions.

3. Quantum many-body scars

Finally, we apply this method to several models exhibiting
QMBS studied in Ref. [15]. Note that there is a distinction
between systems with degenerate QMBS and nondegener-
ate QMBS, in particular the local and commutant algebras
in these cases are different. From the examples studied in
Ref. [15], it appears that to obtain commutant algebras corre-
sponding to nondegenerate QMBS, it is necessary to include
an extensive local operator in the generators of the local al-
gebra, whereas that is not the case for commutant algebras
corresponding to degenerate QMBS. Since the efficiency of
the MPS method is truly evident only for commutants of
local algebras generated only by strictly local operators with
OBC, we will only consider examples of degenerate QMBS
throughout this section.

First, we consider the case where the four OBC AKLT
ground state are degenerate QMBS – Hamiltonians with this
feature can be systematically constructed by an explicit “em-
bedding” of these states into the spectrum [70]. The bond
algebra in this case is given by

ÃAKLT
scar = 〈〈{

PAKLT
j, j+1 h j, j+1PAKLT

j, j+1

}〉〉
, (19)

where PAKLT
j, j+1 are the spin-1 AKLT projectors, and h j, j+1 is

a sufficiently generic two-site operator, see Ref. [15] for the
details. The commutant of ÃAKLT

scar , with OBC, is spanned by
the identity operator, along with all ket-bra operators formed
by states in the kernel of {PAKLT

j, j+1 }, which are the four OBC
AKLT ground states; hence the dimension of the commutant
is given by dim(C̃AKLT

scar ) = 17.
Second, we consider models with the OBC AKLT tower of

QMBS [57] as degenerate QMBS, where the bond algebra is
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given by [15]

Ã(o)
scar = 〈〈

�
(l )
1,2h(l )

1,2�
(l )
1,2, {�[ j, j+2]h[ j, j+2]�[ j, j+2]},

× �
(r)
L−1,Lh(r)

L−1,L�
(r)
L−1,L

〉〉
, (20)

where {h[ j, j+2]} and {h(l )
1,2, h(r)

L−1,L} are sufficiently generic op-
erators in the bulk and on the boundary respectively, and
{�[ j, j+2]} and {�(l )

1,2, �
(r)
L−1,L} are three-site and two-site bulk

and boundary projectors respectively; see Appendix D of [15]
for the details of their construction. The commutant of this
algebra, C̃ (o)

scar, was conjectured to be fully spanned by ket-bra
operators of the common kernel of the projectors {�[ j, j+2]}
and {�(l )

1,2,�
(r)
L−1,L}, along with the identity operator. Hence

we expect its dimension to grow as N2
scar + 1, where Nscar is

the number of states in this kernel. As discussed in Ref. [15]
[see Eq. (D20) there], we expect Nscar = L/2 + 1 when L is
even, and Nscar = (L + 1)/2 when L is odd, which then gives
the expected dimension of the commutant in these cases.

Finally, we consider models with the π -bimagnon tower
in the OBC one-dimensional spin-1 XY model as degener-
ate QMBS [20,71,72], which resembles the η-pairing tower
of states in the Hubbard model [72–76]. We consider the
case where the commutant retains a U(1) spin conservation
symmetry, and in Ref. [14], we conjectured the local and
commutant algebra pair

Ã(XY)
scar = 〈〈{

Sx
j S

x
j+1 + Sy

j S
y
j+1

}
,
{(

Sz
j

)2}
,

× {(
Sz

j + Sz
j+1

)(
1 − Sz

jS
z
j+1

)}〉〉
,

C̃ (XY)
scar = 〈〈{|�m〉〈�n|}, Sz

tot

〉〉
, (21)

where Sα
j are the spin-1 operators on site j, {|�n〉} are the

L + 1 QMBS states of the spin-1 XY model [see Eq. (29)
there for the definition], and Sz

tot is the total spin operator.
The dimension of C̃ (XY)

scar commutant can be obtained straight-
forwardly by counting the number of linearly independent
operators, and we obtain dim(C̃ (XY)

scar ) = L(L + 4).5

In each of these cases, the commutant dimensions we ex-
pect are consistent with the results in Fig. 3(c), and these
also provide additional verifications to the commutants con-
jectured but not proven in [15]. Note that in Fig. 3(c), the
system sizes studied in the spin-1 XY case are larger than for
the AKLT tower of states since the bond algebra in the former
case is generated by two-site terms as opposed to three-site
terms.

V. INVERSE PROBLEM: CONSTRUCTING SYMMETRIC
OPERATORS FROM THE SYMMETRY

For the sake of completeness, we discuss the inverse prob-
lem in the same language, i.e., given the generators of the
commutant algebra C, the task is to construct local operators
in the algebra A, which are by definition symmetric oper-
ators that possess the symmetry algebra C. As we discuss
in Sec. V B, this inverse method is completely equivalent to

5There are 2L + 1 operators of the form {(Sz
tot )

m, m = 0, 1, . . . , 2L}
and (L + 1)2 operators of the form {|�m〉〈�n|}, of which 2 (|�0〉〈�0|
and |�L〉〈�L|) can be expressed as linear combinations of {(Sz

tot )
m}.

methods used in several previous works for the same purpose
[40–43]. In addition, there is a larger body of literature that
focuses on recovering parent Hamiltonians for a general state,
but their approaches are distinct from ours, e.g., they might
assume additional structure of the state or resort to variational
optimizations over some parameter space [44–49].

A. Inverse method

We first note that determining the space of all symmetric
operators is straightforward using the methods discussed in
Secs. III and IV. That is, the “symmetry” (i.e., the double
commutant theorem) between A and C in Eqs. (3)–(5) implies
that the construction of the full algebra A from the generators
of C can be done in exact analogy to the construction of C
from the generators of A. Focusing on the Liouvillian method,
given a set of generators of the commutant algebra {Q̂α}, we
can define superoperators as

L̂Q̂α
:= Q̂α ⊗ 1 − 1 ⊗ Q̂T

α . (22)

Analogous to Sec. IV, the common kernel of {L̂Q̂α
}, or equiv-

alently, the ground states of the superoperator

P̂ ′ :=
∑

α

L̂†
Q̂α
L̂Q̂α

(23)

are the linearly independent operators that span A. However,
for quantum matter applications, we are usually interested in
constructing symmetric local Hamiltonians, hence we wish
to obtain the set of local operators in A. Since any set of
local operators with a finite range of at most rmax form a
vector space, say Vloc, this can be achieved using a direct
analogy to the discussion in Sec. IV C. In particular, we can
compute P̂ ′

Vloc
, the restriction of the matrix P̂ ′ to Vloc; this is

defined analogous to Eq. (16). P̂ ′
Vloc

has properties analogous
to Eq. (17), i.e., its ground states are operators in the vector
space A ∩ Vloc, which in turn are all the local operators in A
with range at most rmax.

B. Connection to previous methods

We now elaborate on the precise relations of this inverse
method to some of the methods introduced earlier in the
literature for similar purposes.

First, in Refs. [32,40], such symmetric local Hamiltonians
were understood as zero modes of an appropriately con-
structed “commutant matrix,” which is precisely equivalent to
the matrix P̂ ′

Vloc
. Second, Ref. [41] introduced a “correlation

matrix” method for obtaining Hermitian local operators that
have a given state |ψ〉 as an eigenstate, which is equiva-
lent to obtaining local operators that commute with |ψ〉〈ψ |.
Applying our method to this problem, this is simply set of
“ground states” of the matrix P̂ ′

Vloc
, where Vloc := span{|Vμ)}

is a vector space spanned by local operators {Vμ} of interest.
The matrix elements of P̂ ′

Vloc
are then given by

(P̂ ′
Vloc

)μ,μ′ = (Vμ|L̂†
|ψ〉〈ψ |L̂|ψ〉〈ψ ||Vμ′ )

= Tr([|ψ〉〈ψ |,Vμ]†[|ψ〉〈ψ |,Vμ′])

= 〈ψ |{Vμ,Vμ′ }|ψ〉 − 2〈ψ |Vμ|ψ〉〈ψ |Vμ′ |ψ〉, (24)

224312-10



NUMERICAL METHODS FOR DETECTING SYMMETRIES … PHYSICAL REVIEW B 107, 224312 (2023)

where Vμ are assumed to be Hermitian operators. This is pre-
cisely the “correlation matrix” defined in [41] [see Eqs. (1.1)
and (2.7) there], and they too determine the local operators by
determining the zero eigenvectors of the correlation matrix;
hence these methods are completely equivalent when applied
to determine Hermitian operators that have individual states
|ψ〉 as eigenstates.

Finally, Ref. [42] independently introduced a “covariance
matrix” method where the ground states of the matrix are local
operators that have a given state |ψ〉 as an eigenstate. This
covariance matrix differs from P̂ ′

Vloc
or the correlation matrix

of Eq. (24) and is defined as

(P̂ ′′
Vloc

)μ,μ′ := 〈ψ |VμVμ′ |ψ〉 − 〈ψ |Vμ|ψ〉〈ψ |Vμ′ |ψ〉, (25)

where {Vμ} is a linearly independent set of Hermitian oper-
ators that spans Vloc. Any ground state of (P̂ ′′

Vloc
) (i.e., with

eigenvalue 0) corresponds to an operator in Vloc that has |ψ〉 as
an eigenstate. While such an operator might be non-Hermitian
in general, Hermitian operators can be obtained by restricting
to real eigenvectors in the ground state space. Using the fact
that P̂ ′

Vloc
= P̂ ′′

Vloc
+ (P̂ ′′

Vloc
)∗ and that P̂ ′′

Vloc
and P̂ ′

Vloc
are both

positive-semidefinite Hermitian matrices, it is easy to show
that the subspace spanned by all the ground states of P̂ ′

Vloc

exactly coincides with the subspace spanned by real ground
states of P̂ ′′

Vloc
.6

Hence, if we are interested in Hermitian local operators,
and we interpret the procedure of Ref. [42] as solving for the
real eigenvectors, these methods are equivalent. When applied
to states with an MPS representation, these methods are also
closely related to the tensor network method discussed in [43],
which determines strictly local or extensive local (emergent)
symmetry operators given the MPS ground state of a certain
Hamiltonian.

C. Construction of type I and type II symmetric operators

We now discuss how to apply this method to distinguish
two types of symmetric operators that can be constructed out
of a bond algebra A := 〈〈{Ĥα}〉〉, i.e., an algebra generated
by a set of strictly local operators {Ĥα}, where none of the
Ĥα are extensive local. To recap, in Ref. [15], we found quali-
tatively new types of symmetric Hamiltonians (i.e., extensive
local operators) corresponding to symmetry algebras that are
“unconventional,” for example, commutant algebras that ex-
plain QMBS. One obvious class of symmetric extensive local

6A quick proof is as follows. We wish to show (P̂ ′
Vloc

)μ,νxν =
0 ⇐⇒ (P̂ ′′

Vloc
)μ,νxν = 0, where repeated indices are summed over

and xν is assumed to be real in the right-hand side (R.H.S.). Start-
ing with the left-hand side (L.H.S.), the relation between P̂ ′′

Vloc
and

P̂ ′
Vloc

shows that (P̂ ′′
Vloc

)μ,νxν = −(P̂ ′′
Vloc

)∗μ,νxν ⇒ xμ(P̂ ′′
Vloc

)μ,νxν =
−xμ(P̂ ′′

Vloc
)∗μ,νxν ⇒ xμ(P̂ ′′

Vloc
)μ,νxν = 0, where we have used the Her-

miticity of P̂ ′′
Vloc

. Noting that P̂ ′
Vloc

is a real symmetric matrix, we
have xμ = x∗

μ (all its eigenspaces can be chosen to be real), hence

x∗
μ(P̂ ′′

Vloc
)μ,νxν = 0, which is equivalent to the R.H.S. since P̂ ′′

Vloc
is

p.s.d. For the other direction, we start with the R.H.S. and assume
xμ = x∗

μ to obtain. (P̂ ′′
Vloc

)∗μ,νxν = 0. Using the expression for P̂ ′
Vloc

,
the L.H.S. follows.

operators are those that can be expressed as a sum of sym-
metric strictly local operators, and we refer to these as type I
symmetric Hamiltonians. Type II symmetric Hamiltonians are
then those that cannot be expressed as a sum of symmetric
strictly local operators, i.e., they necessarily involve highly
nonlocal expressions in terms of the strictly local generators
of A.

In a previous work [14], we showed that for commutants
generated by on-site unitary operators, all symmetric Hamilto-
nians are of type I, whereas in another previous work [15] we
showed in the case of QMBS that there are Hamiltonians that
are type II. Further, we introduced the notion of equivalence
classes of type II symmetric operators, where two type II
operators are equivalent if they differ by the addition of a
type I symmetric operator. Since type I symmetric operators
of a given range form a vector space that is a subspace of the
vector space of all symmetric operators of that range, the set
of equivalence classes of type II operators has an appropriate
quotient space structure. These equivalence classes of type II
operators of range at most rmax can be directly extracted nu-
merically using the inverse methods discussed in this section,
as we now discuss. Note that similar ideas were used to dis-
cover various Hamiltonians with various examples of QMBS
in [62,72,77].

Concretely, we start by considering the set of all clusters
of sites on the lattice of range rmax, which we denote by
{R}, and the associated vector spaces {VR} of strictly local
operators with support strictly within the respective clusters.
We can then apply the method of Sec. V A using Vloc =∑

R VR to compute the vector space O(A)
loc of all operators

in A that are linear combinations of strictly local operators
with support on any one of the clusters {R} (operators with
different supports among {R} can appear in the sum). Note
that O(A)

loc is the space of all symmetric local operators, both
strictly local and extensive local, of range at most rmax, and
it includes both type I and type II symmetric operators. (Here
and below, the dependence of the discussed operator spaces
on rmax is understood implicitly.) To separate the type I and
type II operators, we can then apply the method of Sec. V A
restricting to each such cluster R, i.e., by using Vloc = VR.
This yields the vector space of operators in A that have
support only on the cluster R, which we denote by O(A)

R . By
construction, the vector space O(A)

I := ∑
R O

(A)
R is the vector

space of all type I symmetric operators of range at most rmax,
which includes both strictly local and extensive local oper-
ators. With these vector spaces O(A) and O(A)

I , we directly
obtain the equivalence classes of type II symmetric opera-
tors, i.e., the quotient space O(A)/O(A)

I , whose dimension is
given by the difference NII := dim(O(A)/O(A)

I ) = dim(O(A) )
− dim(O(A)

I ).
Numerically applying the procedure to standard examples

of on-site unitary symmetries, we then recover that NII = 0
for all choices rmax � L, consistent with the proof that there
are no type II symmetric operators in such cases [14]. On
the other hand, applying this method to unconventional sym-
metries such as QMBS, we find in certain cases that NII

can increase with rmax, which shows that several indepen-
dent type II symmetric operators can exist, as discussed in
Ref. [15].
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VI. CONCLUSIONS AND OUTLOOK

In this work, we provided two methods to numerically
construct commutant algebras corresponding to families of
Hamiltonians. One of these involves simultaneous block di-
agonalization of two randomly chosen operators in the family
and builds on earlier works of similar nature [32,33]. The
other method maps this onto a problem of determining the
frustration-free ground state of a Liouvillian superoperator,
which can be efficiently solved in one dimension using MPS-
based techniques discussed in Ref. [39]. These methods are
useful in determining all the symmetries or dynamically
disconnected “Krylov subspaces” of a particular family of
systems, and we demonstrate this by applying these methods
to several examples where we detect the presence of conven-
tional symmetries [14], Hilbert space fragmentation [10], or
quantum many-body scars [15]. In addition, they allow us
to conjecture and corroborate commutants corresponding to
local algebras we study in cases where we are not able to
provide a proof, and could also be useful in other contexts,
e.g., in quickly checking if a family of Hamiltonians has some
unexpected symmetries. Finally, we also discussed inverse
methods to determine local symmetric operators given the set
of generators of a symmetry algebra. These can be useful in
determining the exhaustive set of generators for a local algebra
corresponding to a given symmetry algebra, or for identifying
distinct types of local symmetric operators.

While in this work we have adapted a “proof-of-principle”
approach to demonstrate the numerical methods, we believe
there are many avenues to make these methods much more
efficient and hence more widely applicable to physically rel-
evant families of Hamiltonians. Moreover, as evident from
some of the examples, even the efficient Liouvillian method
of Sec. IV B in one dimension works best in practice only
when the generators of the local algebra are strictly local
and with open boundary conditions. The addition of terms
with periodic boundary conditions or extensive local terms
is naively a significant hindrance, and it would be interesting
to explore tricks that might make those cases computation-
ally more tractable. It would also be interesting to generalize
this method to two dimensions, where many Hamiltonians of
physical interest lie, and perhaps ideas from the theory of
projected entangled pair states (PEPS) [78] might be useful.
Numerical methods for determining the commutant are also
useful for scanning through physically relevant models look-
ing for “unconventional symmetries,” which includes scars
and fragmentation. Indeed, in an upcoming work [79], we ap-
ply such methods to discover examples of strong zero modes
(SZM) [80,81] that can be understood within the commutant
algebra framework. This in turn allows us to construct non-
integrable models with SZM, settling the debate of whether
SZM can only occur in integrable models.

There are multiple questions on the theoretical front too.
First, it would be interesting to connect the methods discussed
here to other methods introduced in the literature for identify-
ing unconventional symmetries such as quantum many-body
scars and Hilbert space fragmentation. For example, Ref. [82]
used integer factorizations of characteristic polynomials of
Hamiltonians to detect Hilbert space fragmentation and quan-
tum many-body scars, while Ref. [83] used machine learning

methods to detect quantum many-body scars. Furthermore,
the Liouvillian method here shows that symmetry algebras
can be understood as frustration-free ground state manifolds
of local superoperators. This suggests that this problem might
be analytically tractable, and indeed we find examples of such
cases, which leads to several insights on symmetric systems
with locality, and we will report these results elsewhere [84].
Also, given that several types of conventional and unconven-
tional symmetries can be understood within the commutant
algebra framework [10,14,15], it is natural to wonder if the
frustration-free ground state property introduces some gen-
eral constrains on the kind of operators that are allowed to
be symmetries, e.g., do symmetry operators necessarily have
low operator entanglement? We defer explorations of such
questions to future work.
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APPENDIX A: CONSTRUCTING NON-ABELIAN
COMMUTANTS USING BLOCK DIAGONALIZATION

In this Appendix, we give details on constructing non-
Abelian commutants using the simultaneous block diagonal-
ization method discussed in Sec. III. According to Eq. (4) the
Hamiltonians H (1) and H (2) can be unitarily transformed into
a basis where they are simultaneously block-diagonal, i.e.,

W †H (1)W =
⊕

λ

[
M (1)

Dλ
⊗ 1dλ

]
,

W †H (2)W =
⊕

λ

[
M (2)

Dλ
⊗ 1dλ

]
, W †W = 1. (A1)

In the following, we assume that the blocks labeled by λ have
been “resolved” using methods discussed in Sec. III A, and
that the numbers dλ and Dλ have already been extracted using
the methods described in Sec. III B. The tensor product form
used to write the expected finer block-diagonal structure in-
side the block λ in the R.H.S.’s of the above equations assumes
a formal factoring of the corresponding Dλdλ-dimensional
space as H(A)

λ ⊗ H(C)
λ , where the formal spaces H(A)

λ and H(C)
λ

have dimensions Dλ and dλ respectively; M (1)
Dλ

and M (2)
Dλ

are

operators in H(A)
λ , while 1dλ

is the identity in H(C)
λ . However,

this tensor factoring of the space is not initially known to us
other than that it exists.

According to Eq. (5), the unitarily-transformed commutant
W †CW restricted to the block labeled by λ is spanned by
operators of the form 1Dλ

⊗ Ndλ
where Ndλ

is an arbitrary
operator in H(C)

λ . Suppose {|vβ〉}, 1 � β � dλ, is a complete
orthonormal basis in this space. Denoting this restricted com-
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mutant in the original computational basis by Cλ, it can be
written as

Cλ = spanβ,β ′ {W (1 ⊗ |vβ〉〈vβ ′ |)W †}
= spanβ,β ′ {W (1 ⊗ Udλ

)(1 ⊗ |vβ〉〈vβ ′ |)(1 ⊗ U †
dλ

)W †},
(A2)

where in the last form Udλ
can be any fixed unitary acting in

H(C)
λ .
While these operators in Cλ can be directly constructed if

the W or the block-diagonal basis is known, we do not have
a direct access to such information. What we have instead
is how the instances H (1) and H (2) act in our computational
basis, in particular we can diagonalize H (1) and evaluate
expectations values of H (2) in the eigenstates of H (1). In
particular, diagonalizing H (1) of the form of Eq. (A1) and
assuming there are no degeneracies in the spectrum of M (1)

Dλ
,

we obtain its eigenstates and dλ-fold degenerate eigenvalues
{mα}:

H (1)|φαβ〉 = mα|φαβ〉, 1 � α � Dλ, 1 � β � dλ, |φαβ〉
= W (|xα〉 ⊗ |y(α)

β 〉), (A3)

where {mα} and {|xα〉} are the eigenvalues and eigenvectors
of M (1)

Dλ
, and for each α we have spanβ{|y(α)

β 〉} = spanβ{|vβ〉}.
Note that in Eq. (A3), while we know the vectors {|φαβ〉},
we do not yet know the unitary W or the factorization of
the transformed states W †|φαβ〉, but we are guaranteed that
it exists. Also, {|y(α)

β 〉} can be an arbitrary orthonormal basis

in H(C)
λ since diagonalizing H (1) only gives us an arbitrary

basis in the degenerate space corresponding to its eigenvalue
mα . Our task is to construct Cλ using only the information we
have, which we now develop.

Since |y(α)
β 〉 = U (α)|vβ〉 for some unitary U (α), we can ex-

press

1 ⊗ |vβ〉〈vβ ′ | =
∑

α

[1 ⊗ (U (α) )†]W †|φαβ〉〈φαβ ′ |W [1 ⊗ U (α)],

(A4)

where we have used that {|xα〉} form a complete orthonormal
basis in H(A)

λ . Choosing the fixed unitary Udλ
in Eq. (A2) to

be U (α0 ) with some fixed α0, the commutant Cλ is spanned by

�̃β,β ′ := W [1 ⊗ U (α0 )](1 ⊗ |vβ〉〈vβ ′ |)[1 ⊗ (U (α0 ) )†]W †

=
∑

α

Ũ (α0α)|φαβ〉〈φαβ ′ |(Ũ (α0α) )†, (A5)

Ũ (α0α) := W [1 ⊗ U (α0 )(U (α) )†]W †. (A6)

Inserting decompositions of identity in terms of these states in
Eq. (A5), we obtain

�̃β,β ′ =
∑

α,γ ,δ,γ ′,δ′
|φγδ〉〈φγδ|Ũ (α0α)|φαβ〉

× 〈φαβ ′ |(Ũ (α0α) )†|φγ ′δ′ 〉〈φγ ′δ′ |. (A7)

Using Eqs. (A6) and (A3), we obtain

〈φγδ|Ũ (α0α)|φαβ〉 = δγα〈y(γ )
δ |U (α0 )(U (α) )†|y(α)

β 〉
= δγα〈vδ|(U (α) )†U (α0 )|vβ〉
:= δγαV (αα0 )

δβ ,

〈φαβ ′ |(Ũ (α0α) )†|φγ ′δ′ 〉 = δαγ ′ 〈y(α)
β ′ |U (α)(U (α0 ) )†|y(γ ′ )

δ′ 〉
= δαγ ′ 〈vβ ′ |(U (α0 ) )†U (α)|vδ′ 〉
= δαγ ′V (α0α)

β ′δ′ , (A8)

where we have defined V (α′α)
β ′β := 〈vβ ′ |V (α′α)|vβ〉 and V (α′α) :=

(U (α′ ) )†U (α), a dλ-dimensional unitary matrix. Substituting
Eq. (A8) in (A7), we obtain

�̃β,β ′ =
∑
α,δ,δ′

|φαδ〉V (αα0 )
δβ V (α0α)

β ′δ′ 〈φαδ′ |

=
∑
α,δ,δ′

(V (α0α)
βδ )∗V (α0α)

β ′δ′ |φαδ〉〈φαδ′ |. (A9)

We now show that we can relate {V (α′α)
β ′β } to the matrix

elements of H (2) in the {|φαβ〉} basis, i.e., the eigenbasis of
H (1). As a consequence of Eqs. (A1) and (A3), the matrix
elements of H (2) read

〈φα′β ′ |H (2)|φαβ〉 = 〈xα′ |M (2)
Dλ

|xα〉〈y(α′ )
β ′ |y(α)

β 〉
= 〈xα′ |M (2)

Dλ
|xα〉〈vβ ′ |(U (α′ ) )†U (α)|vβ〉

= 〈xα′ |M (2)
Dλ

|xα〉V (α′α)
β ′β . (A10)

The ratios of the matrix elements of V (α′α) can then be written
in terms of matrix elements of H (2), which completely deter-
mines the matrix V (α′α) up to a single nonzero element. That
is,

V (α′α) = cα′αG(α′α), G(α′α)
β ′β := 〈φα′β ′ |H (2)|φαβ〉,

cα′α := [〈xα′ |M (2)
Dλ

|xα〉]-1
. (A11)

The absolute value of cα′α can be obtained by imposing the
unitarity of V (α′α),

(G(α′α) )†G(α′α) = 1

|cα′α|2 1 ⇒ |cα′α|2 = | det G(α′α)|− 2
dλ .

(A12)

Plugging this into Eq. (A11), the matrix elements V (α′α)
β ′β can

be expressed as

V (α′α)
β ′β = 1

| det G(α′α)| 1
dλ

〈φα′β ′ |H (2)|φαβ〉, (A13)

where we have ignored the phase factor, which can
be arbitrary and does not enter into the expression for
the operators in the commutant. We can then rewrite

224312-13



SANJAY MOUDGALYA AND OLEXEI I. MOTRUNICH PHYSICAL REVIEW B 107, 224312 (2023)

Eq. (A9) as

A13�̃β,β ′ =
∑
α,δ,δ′

|cα0α|2(G(α0α)
βδ )∗G(α0α)

β ′δ′ |φαδ〉〈φαδ′ |

=
∑
α,δ,δ′

| det G(α0α)|− 2
dλ (G(α0α)

βδ )∗G(α0α)
β ′δ′ |φαδ〉〈φαδ′ |,

(A14)

which are all in terms of “known” quantities. This allows us to
construct Cλ = spanβ,β ′ {�̃β,β ′ }. Repeating this procedure for
all the blocks labeled by different λ’s allows us to construct
the full commutant C.

APPENDIX B: DETAILS ON EFFICIENT CONSTRUCTION
OF COMMUTANTS IN ONE DIMENSION

In this Appendix, we provide some details on an efficient
Liouvillian method to construct the commutant algebra in
one-dimensional systems, discussed in Sec. IV. This method
works best for commutants of bond algebras generated by
strictly local terms with OBC, which we discuss in Ap-
pendixes B 1 and B 2. In Appendixes B 3 and B 4, we discuss
the extensions of this method to algebras generated by PBC
terms and to local algebras where some of the generators are
extensive local operators.

1. Bond algebras generated by nearest-neighbor
terms with OBC

We first illustrate this method for bond algebras generated
by nearest-neighbor terms with OBC. In this case, the algebra
generators {Ĥα} and the superoperators {P̂Ĥα

} discussed in
Sec. IV are strictly local nearest-neighbor terms, which we
denote by {Ĥj, j+1}L−1

j=1 and {P̂ j, j+1}L−1
j=1 , where L is the system

size. Our aim is to construct the commutant recursively, i.e.,
to obtain the commutant of an N-site system from the com-
mutant of an (N − 1)-site system. In the following, we denote
the commutant of a system of size n as

Cn :=span{|C(n)
μn

)}χn
μn=1, χn := dim(Cn), (C(n)

α |C(n)
β ) = δα,β,

(B1)

where (O1|O2) := 1
D Tr(O†

1O2) is the usual Hilbert-Schmidt
overlap of two operators, and D is the dimension of the
Hilbert space in which the operators O1 and O2 act. Note that
{|C(n)

μn
)} are operators on the Hilbert space of n sites, hence

they are linear combinations of computational basis operators
|m1 · · · mn), 1 � mj � d2

loc, where dloc is the on-site Hilbert
space dimension assumed for simplicity to be the same on all
sites.

To construct the commutant recursively, it is convenient
to think of {|C(N )

μN
)} as a matrix product state (MPS), see

Fig. 2(a). In principle, an MPS can be understood via succes-
sive Schmidt decompositions of the “vector” |C(N )

μN
). To begin,

the decomposition with respect to a bipartition of the chain
into the left (N − 1) sites and the rightmost N th site is of the
form |C(N )

μN
) = ∑

α |Lα
1,...,N−1) ⊗ |Rα

N ), where |Lα
1,...,N−1) and

|Rα
N ) are Schmidt vectors with supports on the left and right

partitions respectively. Since {P̂ j, j+1}N−1
j=1 vanish on |C(N )

μN
) by

definition, they must also vanish on the corresponding left

Schmidt vectors {|Lα
1,...,N−1)}. Hence the left Schmidt vectors

{|Lα
1,...,N−1)} are in the commutant CN−1 and can be expressed

as linear combinations of |C(N−1)
μN−1

), and the right Schmidt
vectors {|Rα

N )} are a linear combinations of the computational
basis vectors {|mj )}. With this in mind, |C(N )

μN
) can always be

expressed in terms of {|C(N−1)
μN−1

)} as

|C(N )
μN

) =
d2

loc∑
mN =1

χN−1∑
μN−1=1

|C(N−1)
μN−1

) ⊗ |mN )
[
A[mN ]

N

]
μN−1μN

, (B2)

where [A[mN ]
N ]μN−1μN can be viewed as elements of some tensor

AN with a d2
loc-dimensional physical index labeled by mN ,

and two auxiliary indices of dimensions χN−1 and χN labeled
by μN−1 and μN , respectively. We can then repeatedly apply
Eq. (B2), e.g., applying twice we obtain

|C(N )
μN

) =
∑

μN−2,μN−1

∑
mN−1,mN

|C(N−2)
μN−2

) ⊗ |mN−1mN )

× [
A[mN−1]

N−1

]
μN−2μN−1

[
A[mN ]

N

]
μN−1μN

, (B3)

and applying N times, we obtain the MPS form of |C(N )
μN

):

|C(N )
μN

) =
∑

{mj }N
j=1,{μ j}N−1

j=1

[
A[m1]

1

]
μ1

[
A[m2]

2

]
μ1μ2

[
A[m3]

3

]
μ2μ3

× · · · [A[mN ]
N

]
μN−1μN

|m1m2 · · · mN ), (B4)

which we show pictorially in Fig. 2(a). Note that it is con-
venient to view {A[mj ]

j }N
j=2 as a χ j−1 × χ j matrix over the

auxiliary indices, and the leftmost tensor A[m1]
1 as a χ1-

dimensional vector with a single auxiliary index, although we
will sometimes implicitly assign a dummy auxiliary index to
A1 and treat it as a χ0 × χ1 matrix where χ0 := 1.

To construct the commutant CN , we hence need to solve for
the tensors {Aj}N

j=1. We start with N = 2, and directly solve
for the tensors A1 and A2 as follows. The vectors {|C(2)

μ2
)} are

defined as the orthonormal span of the kernel of P̂1,2, which
can be obtained by a direct diagonalization. To construct the
individual tensors, we can perform a Schmidt decomposition
similar to Eq. (B2) on the vectors |C(2)

μ2
) to obtain

|C(2)
μ2

) =
∑
μ1,m2

[A[m2]
2 ]μ1μ2 |C(1)

μ1
) ⊗ |m2),

|C(1)
μ1

) =
d2

loc∑
m1=1

[A[m1]
1 ]μ1 |m1), (B5)

where |C(1)
μ1

) is a vector (which does not have any interpreta-
tion as a basis vector of a commutant) with support only on
the first site. Note that in Eq. (B5), the simultaneous Schmidt
decomposition of {|C(2)

μ2
)} (achieved using the singular value

decomposition of properly reshaped amplitudes lumping in
the index μ2) gives us the tensor A2 and the orthonormal
vectors {|C(1)

μ1
)}, and the expressions of {|C(1)

μ1
)} in the com-

putational basis gives us the tensor A1. The condition that P̂1,2

satisfies is shown pictorially in Fig. 2(b).
Given the initial tensors, we can solve for the remain-

ing tensors recursively, using ideas similar to those used in
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density matrix renormalization group (DMRG) algorithms
[64]. Suppose we know the operators |C(N−1)

μN−1
) in the (N − 1)-

site commutant CN−1, i.e., we have the tensors {Aj}N−1
j=1 . We

can solve for the tensor AN by requiring

P̂N−1,N |C(N )
α ) = 0 ⇐⇒ (C(N )

α′ |P̂N−1,N |C(N )
α )= 0, ∀α, α′.

(B6)

Note that the implication uses the positive semidefi-
nite property of P̂N−1,N , where it is easy to show that
(C(N )

α |P̂N−1,N |C(N )
α ) ⇒ P̂N−1,N |C(N )

α ) = 0. Moreover, since
P̂N−1,N is a two-site operator, it is convenient to express
{|C (N )

μN
)} as in Eq. (B3), in which case Eq. (B6) can be written

as (relabelling α, α′ → μN , μ′
N )∑

μ μ′
N−1,μN−1

∑
mN−1,mN m′

N−1,m
′
N

(m′
N−1m′

N |P̂N−1,N |mN−1mN )

× [
A

[m′
N−1]

N−1

]∗
μμ′

N−1

[
A[m′

N ]
N

]∗
μ′

N−1μ
′
N

[
A

[mN−1

]
N−1 ]μμN−1

[
A[mN ]

N

]
μN−1μN

= 0, ∀ μN , μ′
N , (B7)

where we have used the orthonormalization conditions of
Eq. (B1) for the vectors {|C(N−2)

μN−2
)}. The condition of Eq. (B7)

is shown diagrammatically in Fig. 2(c). Since the tensor AN−1

is known from the previous step of the recursion, we can use
Eq. (B7) to solve for the tensor AN . To do so, we note that
Eq. (B7) is equivalent to∑

μ′
N−1,m

′
N

∑
μN−1,mN

[
A[m′

N ]
N

]∗
μ′

N−1μ
′
N
M[m′

N ,mN ]
μ′

N−1,μN−1

[
A[mN ]

N

]
μN−1μN

= 0, ∀μN , μ′
N , (B8)

where we have defined

M[m′
N ,mN ]

μ′
N−1,μN−1

:=
∑

μ

∑
mN−1,m′

N−1

(m′
N−1m′

N |P̂N−1,N |mN−1mN )

× [
A

[m′
N−1]

N−1

]∗
μμ′

N−1

[
A[mN−1]

N−1

]
μμN−1

, (B9)

which is pictorially shown in Fig. 2(d). Note that we can
introduce composite indices (m′

N , μ′
N−1) and (mN , μN−1) in

Eqs. (B8) and (B9) and view AN and M as matrices of
dimensions (d2

locχN−1) × χN and (d2
locχN−1) × (d2

locχN−1), re-
spectively. Further, it is easy to check using Eq. (B9) that
M[m′

N ,mN ]
μ′

N−1,μN−1
= (M[mN ,m′

N ]
μN−1,μ

′
N−1

)
∗
, hence M with these composite

indices is a Hermitian matrix. Moreover, since P̂N−1,N =
L̂†

N−1,N L̂N−1,N (explicitly given in our setting but also true

for any Hermitian positive semidefinite P̂N−1,N ), it is easy to
see that the matrix M can be expressed as M = G†G for an
appropriately defined matrix G of shape χN−2d4

loc × d2
locχN−1;

this is also evident from Fig. 2(d). Hence M is a Hermitian
positive semidefinite matrix, and the tensor AN in Eq. (B8)
is the nullspace of M, since AN with composite indices is a
(d2

locχN−1) × χN matrix where the columns are vectors that
make up the nullspace of the matrix M. The tensor AN can thus
be constructed by diagonalizing a (d2

locχN−1)-dimensional ma-
trix. The dimension of the kernel of the matrix M determines
the χN , which is also the dimension of the commutant CN .
Note that in this method, the tensor AN can be obtained

with only the knowledge of the tensor AN−1 and the strictly
local term ĤN−1,N . [Note that the assumed orthonormaliza-
tion of the prior set {|C(N−2)

μN−2
)} is automatically ensured in

the recursive construction starting from Eq. (B5) and sub-
sequent diagonalizations of Hermitian matrices M at each
step.] The full commutant CN can be constructed from the
tensors {Aj}N

j=1 using Eq. (B4), although storing it explicitly
is typically memory intensive.

2. Bond algebras generated by strictly local r-site
terms with OBC

The method presented in Appendix B 1 can be generalized
straightforwardly to bond algebras generated by r-site terms
with OBC. In this case, the generators of the algebra {Ĥα} and
the superoperators {P̂Ĥα

} can be denoted by {Ĥ[ j, j+r−1]}L−r+1
j=1

and {P̂[ j, j+r−1]}L−r+1
j=1 . The tensors {Aj}r

j=1 can be obtained

by solving for the kernel of P̂[1,r] and performing suc-
cessive Schmidt decompositions similar to the r = 2 case
shown in Eq. (B5). The remaining tensors can be obtained
recursively by imposing the conditions of Eq. (B6) for
(C(N )

α′ |P̂[N−r+1,N]|C(N )
α ) = 0. In particular, expressing |C(N )

μN
) in

terms of {|C(N−r)
μN−r

)} and the tensors {Aj}N
j=N−r+1 [similar to

Eq. (B3) for r = 2], this condition can be written in terms of
the matrix elements of P̂[N−r+1,N] and the tensors {Aj}N

j=N−r+1
[similar to Eq. (B7) for r = 2]. Going through steps similar to
Eqs. (B7) to (B9), we can express AN in terms of the kernel
of a Hermitian positive semidefinite (d2

locχN−1)-dimensional
matrix M, and the dimension of this kernel is given by χN , the
dimension of the commutant CN . Hence the tensor AN can be
determined with the knowledge of the previous (r − 1) tensors
{Aj}N−1

j=N−r+1 and the term P̂[N−r+1,N], and the full commutant
CN can be constructed from the tensors {Aj}N

j=1.

This method can also be extended to cases where {P̂Ĥα
}

consist of multiple types of strictly local terms of various
ranges. We can then “absorb” the smaller range terms into the
longer range ones while ensuring that all terms in {P̂Ĥα

} have
been included, and apply the same procedure. For example,
given two terms of P̂ (1)

[ j, j+r1−1] and P̂ (2)
[ j, j+r2−1] of ranges r1

and r2 where r1 � r2, we can replace these terms by a new
term of range r1, e.g., P̂ (1,2)

[ j, j+r1−1] := P̂ (1)
[ j, j+r1−1] + P̂ (2)

[ j, j+r2−1].

The kernel of P̂ (1,2)
[ j, j+r1−1] is guaranteed to be the common

kernel of P̂ (1)
[ j, j+r1−1] and P̂ (2)

[ j, j+r2−1] since they are positive
semidefinite operators. This procedure is also useful in cases
where the ranges of {P̂Ĥα

} vary throughout the system, e.g.,
when the generators include additional shorter range terms on
the boundaries of the system.

3. Bond algebras with strictly local generators and PBC

We now consider the case where the bond algebra gen-
erators {Ĥα} consist of strictly local terms with PBC, e.g.,
terms such as ĤL,1 straddling the “boundary” in addition to
{Ĥj, j+1}L−1

j=1 . In many cases, the addition of this straddling term
does not give rise to a new bond algebra, e.g., in the free-
fermion and Hubbard algebras discussed in [14], although
this might not be evident a priori. In the following we refer
to the commutant of the bond algebra 〈〈{Ĥj, j+1}L−1

j=1 〉〉 as the
OBC commutant and the commutant of the bond algebra
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FIG. 4. Diagrammatic representation of various tensors required to efficiently construct commutants for bond algebras in one dimension
with periodic boundary conditions and for local algebras in one dimension.

〈〈{Ĥj, j+1}L−1
j=1 , ĤL,1〉〉 as the PBC commutant. For simplicity,

we restrict ourselves to bond algebras generated by nearest
neighbor terms, the generalization to other types of terms is
straightforward. For a system of size L we first compute the
OBC commutant CL using the methods in Appendix B 1, and
its basis vectors {|C(L)

μL
)} which have an MPS form of Eq. (B4).

The PBC commutant then consists of linear combinations of
{|C(L)

μL
)} that are annihilated by the straddling superoperators

P̂str, e.g., P̂L,1. These linear combinations are in the kernel
of the χL-dimensional Hermitian and positive semidefinite
matrix T̂str, the restriction of P̂str to CL, whose elements are
given by

(T̂str )μ′
LμL := (C(L)

μ′
L
|P̂L,1|C(L)

μL
). (B10)

While it is memory intensive to compute the vectors {|C(L)
μL

)},
the matrix elements can nevertheless be computed efficiently
using the MPS form for {|C(L)

μL
)} using the “transfer matrices”

{Ej} and {EÔ
j } corresponding to the tensors {Aj}, defined as

[Ej]
μ′

j−1μ j−1

μ′
jμ j

:=
d2

loc∑
mj=1

[
A

[mj ]
j

]∗
μ′

j−1μ
′
j

[
A

[mj ]
j

]
μ j−1μ j

,

[
EÔ

j

]μ′
j−1μ j−1

μ′
jμ j

:=
d2

loc∑
mj ,m′

j=1

[
A

[m′
j ]

j

]∗
μ′

j−1μ
′
j
(m′

j |Ô|mj )
[
A

[mj ]
j

]
μ j−1μ j

,

(B11)

where Ô is an operator acting on the site j. Note that these
transfer matrices can be viewed as χ2

j−1 × χ2
j matrices by

introducing composite indices (μ′
j−1, μ j−1) and (μ′

j, μ j ), and
they are shown diagrammatically in Figs. 4(a) and 4(c). De-
composing the straddling operator as P̂L,1 = ∑

α,β Ôα
LÔ

β

1 , it
is easy to see using Eqs. (B4) and (B11) that the matrix
elements of T̂str of Eq. (B10) can be expressed as

(T̂str )μ′
L,μL =

∑
α,β

(C(L)
μ′

L
|Ôβ

1 Ôα
L |C(L)

μL
)

=
∑
α,β

[E Ôβ

1 E2E3 · · · EL−1E Ôα

L ]μ
′
0,μ0

μ′
L,μL

. (B12)

where the equality of the matrix element on the L.H.S. to
the transfer matrix expression on the R.H.S. is evident from
Fig. 4(b) (we have indicated μ′

0, μ0 for clarity, but these are
fixed μ′

0 = μ0 = 1 and can be dropped, the convention being
[A[m1]

1 ]μ0,μ1 = [A[m1]
1 ]1,μ1 ≡ [A[m1]

1 ]μ1 ). Note that if the opera-
tors Oα

L and Oβ
L are fermionic, i.e., are odd under fermion

parity, one would need to introduce a Jordan-Wigner string
that runs throughout the system that enters into the transfer
matrix expression in Eq. (B12). The PBC commutant can then
be expressed in terms of the vectors {|C(L)

μL
)} by diagonalizing

the χL-dimensional matrix T̂str.
This method can also be applied to bond algebras with

multiple terms straddling the boundary, e.g., in the case of
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bond algebras generated by n-site terms for n > 2. The T̂str

matrices similar to Eq. (B10) can be constructed separately
for each type of straddling term, and the full PBC commutant
is the kernel of the sum of the matrices, which is guaranteed
to be the common kernel of the individual matrices since they
are positive semidefinite.

4. Local algebras with some extensive local generators

Finally, we can also apply similar ideas to local algebras
where the list of generators includes an extensive local term,
say Ĥext. The idea is again to first compute the OBC commu-
tant CL and the MPS form of its basis vectors {|C(L)

μL
)}. We

then compute the matrix elements of the P̂ext superoperator
of Eq. (14) corresponding to the extensive local operator Ĥext

between the vectors that span the OBC commutant:

(T̂ext )μ′
LμL := (C(L)

μ′
L
|P̂ext|C(L)

μL
). (B13)

To compute this overlap, it is convenient to represent P̂ext,
which is translation-invariant if Ĥext is translation-invariant, as
a Matrix Product Operator (MPO) [85], i.e.,

P̂ext =
∑

{m′
j},{mj }

[bl T
P[m′

1m1]P[m′
2m2] . . . P[m′

LmL]br]

× |m′
1 · · · m′

L )(m1 · · · mL|, (B14)

where the {P[m′
k ,mk ]} are ϒ-dimensional matrices, and bl , br

are ϒ-dimensional vectors whose elements can be chosen to
be some fixed numbers. We pictorially show the MPO form
of Eq. (B14) in Fig. 4(d). Note that since P̂ext := L̂†

extL̂ext, the
MPO matrices {P[m′

k ,mk ]} can be constructed from the MPO
matrices for L̂ext. This can in turn be constructed directly
from the expression of the terms in Ĥext. For example, if
Ĥext = ∑

j ĥ[ j, j+r], where {̂h[ j, j+r]} are some range-r strictly

local operators, L̂ext is given by

L̂ext = Ĥext ⊗ 1−1 ⊗ ĤT
ext =

∑
j

(̂h[ j, j+r] ⊗ 1−1 ⊗ ĥ[ j, j+r] ).

(B15)

This shows that L̂ext is a sum of range-r strictly local superop-
erators, and its MPO can be constructed using several standard

techniques known in the literature [58,86,87]. For example, if
Ĥext = Sz

tot = ∑
j Sz

j , which is the extensive local operator we

are interested in several examples, it is easy to show that L̂ext

is an MPO of bond dimension 2, i.e.,

L̂ext =
∑

{m′
j },{mj}

[
bl

Q
T

Q[m′
1m1]Q[m′

2m2] . . . Q[m′
LmL]br

Q

]
× |m′

1 · · · m′
L )(m1 · · · mL|, (B16)

where Q is the MPO tensor which can be viewed as a
two-dimensional matrix with elements as single-site super-
operators, and bl

Q, br
Q are two-dimensional vectors; their

expressions read

Q=
(
1 ⊗ 1 Sz ⊗ 1 − 1 ⊗ Sz

0 1 ⊗ 1

)
, bl

Q =
(

1
0

)
, br

Q =
(

0
1

)
.

(B17)

Coming back to the computation of Eq. (B13), we can
define generalized transfer matrices as

[
ẼP

j

]μ′
j−1ν j−1μ j−1

μ′
jν jμ j

:=
d2

loc∑
m′

j ,mj=1

[
A

[m′
j ]

j

]∗
μ′

j−1μ
′
j

× [P[m′
j ,mj ]]ν j−1,ν j

[
A

[mj ]
j

]
μ j−1μ j

, (B18)

which is shown in Fig. 4(e) and can be viewed as a (χ2
j−1ϒ ×

χ2
j ϒ) matrix. We can then express the matrix elements of T̂ext

of Eq. (B13) as

(T̂ext )μ′
L,μL =

∑
ν0,νL

(bl )ν0 [Ẽ1Ẽ2 · · · ẼL−1ẼL]μ
′
0,ν0,μ0

μ′
L,νL,μL

(br )νL ,

(B19)

where the boundary vectors bl and br only carry the auxiliary
indices of the MPO, as shown in Fig. 4(f) [and μ′

0 = μ0 = 1
are fixed and can be dropped as explained after Eq. (B12)].
The commutant of this local algebra is then given by the kernel
of the Hermitian positive semidefinite matrix T̂ext.
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