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Smearing techniques are widely used in first-principles calculations of metallic and magnetic materials where
they improve the accuracy of Brillouin-zone sampling and lessen the impact of level-crossing instabilities.
Smearing introduces a fictitious electronic temperature that smooths the discontinuities of the integrands;
consequently, a corresponding fictitious entropic term arises, and needs to be considered in the total free-
energy functional. Advanced smearing techniques—such as Methfessel-Paxton and cold smearing—have been
introduced to guarantee that the system’s total free energy remains independent of the smearing temperature,
at least, up to the second order. In doing so, they give rise to nonmonotonic occupation functions (and, for
Methfessel-Paxton, nonpositive definite), which can result in the chemical potential not being uniquely defined.
We explore this shortcoming in detail and introduce a numerical protocol utilizing Newton’s minimization
method that is able to identify the desired Fermi energy. We validate the method by calculating the Fermi energy
of ∼20 000 materials and comparing it with the results of standard bisection approaches. In passing, we also
highlight how traditional approaches, based on Fermi-Dirac or Gaussian smearing, are actually equivalent for all
practical purposes, provided the smearing width is appropriately renormalized by a factor of ∼2.565.
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I. INTRODUCTION

Density-functional theory (DFT) is a powerful and popular
quantum-mechanical framework to calculate the ground-state
properties of materials [1,2]. For extended systems studied us-
ing periodic-boundary conditions a practical implementation
requires integrations in the Brillouin zone, which are typi-
cally carried out through discrete sums over finite samplings.
For metals at zero temperature, integrands become discontin-
uous because the occupation of the electronic states drops
abruptly to zero when crossing the Fermi energy. Without
further treatment, extremely fine samplings (k-point meshes)
are required for accurate calculations. Moreover, there is no
variational principle governing the convergence of the sys-
tem’s total energy with respect to the k-point sampling. This
problem is mitigated by smearing approaches [3–11], which
introduce a fictitious electronic temperature (or smearing) that
broadens and smooths the occupation function, and, thus, the
integrands, leading to much better convergence with respect
to the Brillouin-zone sampling.

The most natural choice to add smearing is to introduce
an electronic temperature in the physical canonical ensemble
[12]. However, the slow decaying tail of the Fermi-Dirac
function requires the calculation of a large number of states
that would be otherwise unoccupied, thus, making computa-
tions more expensive; thus, a very popular alternative is to
use a Gaussian broadening [3,4]. As discussed later, in these
smearing approaches the total energy of the system gains an
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entropic term that is a function of the smearing temperature.
Thus, when typical smearings of a few tenths an eV are used,
an a posteriori correction of the system’s total energy [6,13]
is needed to recover the zero-broadening limit, and expen-
sive calculations would be needed to correctly compute the
corrections to ionic forces [14,15]. This issue makes relax-
ations or molecular dynamics simulations impractical since
at every step one would need to calculate the derivative of
the entropy with respect to positions, which can be obtained
from the derivative of the forces with respect to smearing [14].
Methfessel and Paxton [5] developed a broadening function
that yields total free energies independent of the smearing
temperature, at least, up to third order, thus, not requiring
a posteriori corrections, and delivering Hellman-Feynman
forces consistent with the total free energy. The Methfessel-
Paxton smearing introduces another issue in the form of a
nonmonotonic and non-positive-definite occupation function.
As an alternative, the cold smearing method proposed by
Marzari, Vanderbilt, De Vita, and Payne [9] yields a positive
definite occupation function, albeit still nonmonotonic, and a
free energy independent of smearing temperature up to the
second order. All these approaches allow for a variational
or iterative minimization of the free-energy functional [16],
leading to Hellman-Feynman forces that are the exact total
derivatives of the free energy. This is at variance with other
integration schemes, such as the tetrahedron method [17] and
its improved version [18,19] where one would not have con-
sistency between energy and forces [20].

In this paper, we show that the nonmonotonic occupa-
tion functions of the Methfessel-Paxton and cold smearing
broadenings can lead to multiply defined chemical potentials.
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Bisection implementations for the Fermi-energy determina-
tion can then yield an incorrect solution especially when
applied to semiconductors and insulators as it is often per-
formed in high-throughput approaches where the metallic or
insulating nature of the system is a priori unknown. We sug-
gest instead a novel protocol based on Newton’s minimization
method to find the desired Fermi energy. To validate the ap-
proach, we conduct an extensive study calculating the Fermi
energy of over 20 000 bulk materials, and we discuss the
implications of an incorrect Fermi-energy determination in the
electronic properties of these materials. As an aside, we also
show how the standard approaches of Gaussian and Fermi-
Dirac smearing can be considered as equivalent provided a
renormalization in the smearing width by a factor ∼2.565 is
accounted for.

II. SMEARING FORMALISM

A. Broadening and entropy

Focusing on a general formulation to introduce and gauge
different schemes used to smooth the Fermi discontinuity in
metals, De Vita introduced the concept of generalized free
energy [7]. This is accomplished by introducing an additional
term S[{ fi}] in the energy functional to make it variational
with respect to the occupation numbers,

A[σ ; {ψi}, { fi}] =
∑

i

fi 〈ψi| Ĥ |ψi〉

+
∫ (

Exc(r) − Vxc(r) − 1

2
VH(r)

)
ρ(r)dr

− σS[{ fi}] + μ

(
N −

∑
i

fi

)

+
∑

i

λi(1 − 〈ψi|ψi〉), (1)

where n(r) = ∑
i fiψ

∗
i (r)ψi(r), fi are the occupation func-

tions, Exc and Vxc are the exchange-correlation energy density
and potential, respectively, and VH is the Hartree potential.
The generalized “entropy” S[{ fi}], which is a function of the
occupation only, is added to satisfy the variational require-
ment; σ is analog to a temperature, and μ and λi are Lagrange
multipliers used to impose charge conservation and normal-
ization of the orbitals.

Imposing the stationary requirements of having a self-
consistent minimum on this generalized functional, the
following condition must be satisfied:

∂A

∂ fi
= 0 ⇒ ∂S

∂ fi
= εi − μ

σ
, (2)

which provides the fundamental link between the generalized
entropy S, occupations fi, and the expectation values εi of the
Hamiltonian. Furthermore, instead of following the statisti-
cal mechanics approach of maximizing the physical entropy
to determine the equilibrium occupation function in this ap-
proach the occupation function can be chosen arbitrarily, and
for each possible choice, an entropy is then derived from the
minimization requirements [i.e., from Eq. (2)] as discussed
below.

The arbitrary occupation function f is chosen to be written
as an integral of a broadening function,

f (x) =
∫ x

−∞
δ̃(ε)dε, (3)

where the broadening function δ̃(ε) is normalized to 1 and
x = μ−ε

σ
. This relation provides an operative definition of

the occupations deriving from the fictitious temperature as
an integrated broadening, with the full freedom to choose
the broadening function as long as the usual physical con-
straints on the occupancies are satisfied. In a noninteracting
description, it is natural to choose S as a linear combination of
single-particle terms,

S[{ fi}] =
∑

i

Si =
∑

i

S( fi ), (4)

where S( f ) is a function that is determined by manipulating
and integrating Eq. (2);

dS

df
= −x ⇒ dS

dx
= −x

df

dx
⇒

S(x) = −
∫ x

−∞
εδ̃(ε)dε. (5)

The above equation then provides a connection between the
choice of broadening function and the actual form of the
entropy; see also Ref. [21] for an in-depth discussion. We
will discuss the various choices for the broadening function
δ̃ further ahead.

B. Smeared density of states

Smearing schemes were first employed to improve the self-
consistent convergence in the presence of level crossing and
the accuracy of Brillouin-zone sampling by Fu and Ho [3] and
Needs et al. [4]. They were based on the idea of broadening
the exact density of state to partially include the contribution
of neighboring regions surrounding each k point of a finite set.
The density of states at zero temperature (unsmeared density
of states) is given by

n(ε) =
∑

ik

δ(ε − εik), (6)

where εik are the eigenvalues of the Kohn-Sham system with
i being the band index and k the wave vector sampling the
first Brillouin zone. One then defines a smeared density of
states ñ through a convolution of the zero-temperature density
with a broadening function δ̃, which is usually a smoother
approximation to Dirac’s δ,

ñ(ε) =
∫ ∞

−∞

1

σ
δ̃

(
ε − ε′

σ

)
n(ε′)dε′, (7)

where σ corresponds to the smearing parameter. As σ → 0,
the unsmeared density of states is recovered.

The connection between a smeared density of states and
an electronic temperature has been made explicitly by de
Gironcoli [8]. The new smeared density of states defines a
smeared total energy through the band index sum

∑
i εi that
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can be written as

Ẽ =
∫ μ

−∞
εñ(ε)dε, (8)

where μ is the chemical potential. By replacing Eq. (7) in the
equation above and inverting the order of the integration, one
obtains the following [8]:

Ẽ =
∫ ∞

−∞
n(ε′)dε′

∫ μ

−∞
ε

1

σ
δ̃

(
ε − ε′

σ

)
dε

=
∫ ∞

−∞
n(ε′)dε′

∫ μ

−∞
σ

(
ε − ε′ + ε′

σ

)
1

σ
δ̃

(
ε − ε′

σ

)
dε

=
∫ ∞

−∞
ε′n(ε′)dε′

∫ μ

−∞

1

σ
δ̃

(
ε − ε′

σ

)
dε

+ σ

∫ ∞

−∞
n(ε′)dε′

∫ μ

−∞

(
ε − ε′

σ

)
1

σ
δ̃

(
ε − ε′

σ

)
dε

=
∫ ∞

−∞
ε′ñ(ε′)dε′

∫ μ−ε′
σ

−∞
δ̃(x)dx

+ σ

∫ ∞

−∞
ñ(ε′)dε′

∫ μ−ε′
σ

−∞
xδ̃(x)dx, (9)

where in the second line ε′
σ

was added and subtracted, fol-
lowed by the variable transformation x = ε−ε′

σ
. By comparing

integrals in x on the last line of the above equation with
Eqs. (3) and (5), one obtains

Ẽ =
∫ ∞

−∞
ε′n(ε′) f

(
μ − ε′

σ

)
dε′

+ σ

∫ ∞

−∞
n(ε′)S

(
μ − ε′

σ

)
dε′

=
∑

ik

εik f

(
μ − εik

σ

)
− σ

∑
ik

S

(
μ − εik

σ

)
. (10)

Equation (10) shows that the broadening of the density of
states is equivalent to the addition of an entropic term to the
total energy [8].

In particular, one can exploit Eqs. (10) and (5) to remove
the error introduced by the smearing to recover the total en-
ergy of the unsmeared system [13]. Following de Gironcoli
[8], let us expand the unsmeared density of states in powers
of ε:

n(ε′) = 1

k!

∞∑
k=0

n(k)(ε)(ε′ − ε)k, (11)

where n(k)(ε) = dkn(ε)
dεk . Then, the smearing entropy can be

expanded in powers of the smearing temperature σ as in

S =
∞∑

k=0

ckn(k−1)(μ)σ k, (12)

with the introduction of the coefficients,

ck = (−1)k+1 1

k!

∫ ∞

−∞
εk+1δ̃(ε)dε, (13)

and the generalization n(−1)(μ) = N . This result shows that
the entropy has no zero-order term in σ for even broadening

functions δ̃. Therefore, the first term in the entropy series is
linear in σ , which yields a quadratic dependency for the total
free energy. Advanced smearing techniques aim at broadening
functions that remove this quadratic dependence.

C. Broadening function δ̃

We now know that the different choices for smearing can
be tracked down to the choice of broadening function. For all
smearing methods, the broadening function must satisfy the
condition of normalization and we must impose for consis-
tency that the entropy vanishes at zero temperature,

I :
∫ ∞

−∞
δ̃(ε)dε = 1 → normalization,

II :
∫ ∞

−∞
εδ̃(ε)dε = 0 → S(0) = 0. (14)

In the following, we discuss the various choices of the broad-
ening function, their features, and qualities.

Fermi-Dirac smearing. The broadening function,

δ̃(x) = 1

2 cosh(x) + 2
, (15)

with x = μ−ε

σ
leads, via Eq. (5), to the well-known entropy,

S(x) = − f (x) ln f (x) − [1 − f (x)] ln[1 − f (x)], (16)

where f (x) = 1
e−x+1 is the Fermi-Dirac distribution function.

We are considering an occupation per spin such that the
broadening function integrates to 1 as appropriate for spin-
polarized calculations. The Fermi-Dirac broadening function
was considered to have slowly decaying tails that make energy
integrations costly, see Fig. 1(a). The most common alterna-
tives are the Gaussian, the Methfessel-Paxton, and the cold
smearing broadening functions, which are also represented in
Fig. 1(a). Figure 1(b) shows their corresponding occupation
functions.

Gaussian smearing. This method uses the Gaussian broad-
ening function,

δ̃(x) = 1√
π

e−x2
. (17)

This function has fast decaying tails as seen in Fig. 1(a),
which makes the Gaussian smearing a common candidate in
practical calculations [3,4]. The resulting smearing entropy is

S(x) = 1

2
√

π
e−x2

. (18)

Based on the Taylor expansion of S in terms of σ given in
Eq. (12), we determine the expansion of the total free energy
around σ = 0,

A(σ ) = A(0) + σ (−S)|σ=0 + 1

2
σ 2 d (−S)

dσ

∣∣∣
σ=0

+ O(σ 3)

= E (0) − 1

2
γ σ 2 + O(σ 3), (19)

where we have exploited the fact that at the self-consistent
minimum,

∂A

∂σ
= dA

dσ
= −S(σ ) (20)

195122-3



DOS SANTOS AND MARZARI PHYSICAL REVIEW B 107, 195122 (2023)

FIG. 1. (a) Broadening functions δ̃(x) of the various smear-
ing methods. For the same smearing, the Fermi-Dirac broadening
function (dotted) decays very slowly in comparison to the other
approaches. (b) Resulting occupation function f (x) associated
with each of the smearing methods. The Gaussian (solid) and
Fermi-Dirac occupations are monotonic functions. Meanwhile, the
Methfessel-Paxton (dashed-dot) and cold-smearing (dashed) occupa-
tion functions are nonmonotonic. In addition, the Methfessel-Paxton
occupation function is nonpositive definite.

(since the partial derivatives of the free energy with respect to
orbitals and occupancies are zero). Note that at zero tempera-
ture, the total energy E (0) and the free-energy A(0) coincide.
Since A = E − σS, the dependence of E on σ is also deter-
mined if S, correct up to second order, is introduced in the
previous equation,

E (σ ) = E (0) + 1
2γ σ 2 + O(σ 3). (21)

From Eqs. (19) and (21), one can estimate the zero-
temperature limit of the total and free energies from the
calculations at finite temperatures. This entropy-corrected es-
timate E0 [13] is, thus, given by

E0(σ ) = E (σ ) + A(σ )

2
= E (0) + O(σ 3). (22)

In Fig. 2(a), we plot for bulk aluminum the quadratic de-
pendence of the total free energy on σ for Fermi-Dirac and
Gaussian smearings; the entropy-corrected estimate E0 is also
shown.

The entropy-corrected force acting upon an ion at R is
given by [7]

f 0 = −dE0

dR
= − dA

dR
− 1

2
σ

dS

dR
= f HF − 1

2
σ

d f HF

dσ
, (23)

FIG. 2. (a) Free energy as a function of the smearing tempera-
ture for bulk Al. The free energies for the Gaussian (blue circle)
and Fermi-Dirac (red down-triangle) smearings have a quadratic
dependency on the smearing temperature. The free energies of
the Methfessel-Paxton (orange square) and cold (green up-triangle)
smearings are independent of the smearing temperature up to the
third and second powers, respectively. As discussed by De Vita and
Gillian [13], we can account for the entropic contribution intro-
duced by the Gaussian and Fermi-Dirac smearings to estimate the
unsmeared energy with the “corrected energy” E+A

2 that is shown in
gray. Note that Methfessel-Paxton, cold, and the corrected Gaussian
and Fermi-Dirac agree among themselves in this range of energy.
(b) Pressure as a function of the smearing temperature. The Gaussian
and Fermi-Dirac smearings affect can strongly affect the pressure in
the system due to the expansion of the electron gas. A 14 × 14 × 14
k-point mesh is used; at very small smearing this mesh even might
be insufficient to integrate correctly the stress tensor.

where f = − dA
dR is the Hellmann-Feynman force and we used

Eq. (20) to evaluate dS
dR exchanging the order of derivatives

with respect to σ and R. The above equation demonstrates that
the entropy correction on the forces is no longer a straightfor-
ward post hoc contribution. Instead, it requires the evaluation
of the derivative of the Hellmann-Feynman forces with respect
to the ionic temperature. Therefore, although the correction
given by Eq. (22) allows us to use Gaussian or Fermi-Dirac
smearings and still recover the total energy of the unsmeared
system, one is unable to easily provide Hellmann-Feynman
forces consistent with the free energy, which hinders appli-
cations to molecular dynamics. Another issue that afflicts
Gaussian and Fermi-Dirac smearings is the expansion of the
electron gas that can rapidly increase the system’s pressure
affecting the material lattice constant as shown in Fig. 2(b).

Methfessel-Paxton smearing. To try and address some of
these problems, Methfessel and Paxton [5] proposed as a
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different strategy a broadening function that, in the language
of free energies discussed above, removes the coupling of the
free energy with the smearing temperature. With this goal,
they chose as broadening functions δ̃(ε) the first N terms of
Dirac’s δ expansion in Hermite polynomials, that is

δ̃N (x) =
N∑

n=0

AnH2ne−x2
, (24)

where

An = (−1)n

n!4n
√

π
and Hn+1(x) = 2xHn(x) − 2nHn−1(x),

(25)

with H0 = 1 and H1(x) = 2x. By construction, the coefficients
ck [Eq. (13)] of the entropy expansion up to the order 2N + 1
are zero. In practice, N = 1 is used because it eliminates the
quadratic (main contribution) and the cubic terms in the free
energy (linear and second orders in the entropy). Also, adding
more terms would make the k-point convergence worse be-
cause in the limit N → ∞, the Methfessel-Paxton broadening
function goes back to Dirac’s δ. The independence of the
smeared total free energy of the Methfessel-Paxton smearing
(with N = 1) can be seen in Fig. 2(b).

The advantage of this approach is that ionic forces and
other derivatives of the free energy (such as stress) are con-
sistently calculated from the Hellmann-Feynman theorem
without the need for a posteriori corrections. This smearing,
however, introduces two problems: the occupation function is
neither monotonic nor positive definite as shown in Fig. 1(b).
In particular, the latter could bring consequences from theoret-
ical or practical points of view: the electron charge density is
no longer guaranteed to be positive definite, and this would
be particularly relevant, e.g., for the LUMO of a molecule
becoming occupied upon chemisorption.

Cold smearing. To correct the problem of the negative
occupation functions, Marzari et al. [9] proposed a new broad-
ening function to give rise to what is known as cold smearing,
in reference to the low coupling of the free energy with the
smearing temperature [7,9,21]. This was achieved by impos-
ing further constraints to the broadening function besides the
ones in Eq. (14),

III :
∫ ∞

−∞
ε2δ̃(ε)dε = 0 → temperature decoupling,

IV :
∫ x

−∞
δ̃(ε)dε � 0 → positive occupations.

(26)

Condition III makes the first-order coefficient of the entropy
expansion in Eq. (12) vanish; this means that the leading term
of the free-energy dependence on temperature (the quadratic
term) is zero. Condition IV is required to ensure the occupa-
tion function of Eq. (3) remains positive.

A broadening function satisfying these conditions is given
in Ref. [9],

δ̃(x) = 1√
π

(2 −
√

2x)e−(x− 1√
2

)2

, (27)

which is also shown in Fig. 1(a). The resulting occupation
function is presented in Fig. 1(b). Similar to Methfessel-

FIG. 3. Comparison between Gaussian and Fermi-Dirac smear-
ings. (a) Fermi-Dirac occupation function f (x) with scaled smearing
temperature (σ/λ). The inset presents the vertical axis in a logarith-
mic scale demonstrating that the Gaussian occupation decays to zero
more rapidly than the Fermi-Dirac one. (b) Integrand of Eq. (29). For
λ = √

2/3π , it integrates to zero in either the negative or the positive
halves of the horizontal axis. (c) Total free energy and total force as
a function of the smearing temperature for bulk Al (with a displaced
atom in the unit cell). The dots and squares are calculations with
Gaussian and Fermi-Dirac smearings, respectively. The smearing
temperature of the Fermi-Dirac results is scaled down by λ = 2.565.

Paxton, the cold smearing occupation function is also
nonmonotonic. However, contrary to the former, it is by con-
struction always positive definite.

D. Gaussian vs Fermi-Dirac

For simplicity, we have so far performed comparisons
between Gaussian and Fermi-Dirac smearings at the same
temperature σ . However, it is important to see if one could
match the results of these two approaches by scaling the
temperature in one of the simulations. For example, one could
try to match the first derivative of the occupation function at
x = 0. This is achieved by dividing σ in the Fermi-Dirac cal-
culation by λ = 4/

√
π ∼ 2.26; in Fig. 3(a), one can see how

195122-5



DOS SANTOS AND MARZARI PHYSICAL REVIEW B 107, 195122 (2023)

the Gaussian and Fermi-Dirac (λ = 4/
√

π ) occupation curves
become similar around half occupation. If one computes the
total energy using this scaling factor, similar results are ob-
tained but not an exact match. Furthermore, the mismatch
increases with the smearing temperature.

We showed before that the total free energy is quadratic in
σ in first-order approximation [see Eqs. (10), (12), and (13)];
this suggests that one should be able to find a temperature
scaling to match the Gaussian and the Fermi-Dirac total free
energies. Let us consider the total-free-energy difference be-
tween the two methods; we aim to find a λ, such as

ẼGauss(σ ) − ẼFD
(σ

λ

)
= 0. (28)

As shown by Eq. (10), the left-hand side of the equation above
can be split in two terms, the difference between the electronic
energies and the difference of the entropic contributions.
Searching for the roots of the two terms independently and
assuming that the density of states is constant around μ, the
electronic-energy term can be written as

�(λ) =
∫ ∞

−∞
x[ f Gauss(x) − f FD(λx)]dx = 1

4
− π2

6λ2
, (29)

where we performed the usual change in variable x = (μ −
ε)/σ . The Gaussian occupation function is f Gauss(x) = 1

2 [1 −
erf (x)] and the Fermi-Dirac’s f FD(x) = 1

ex+1 . By solving
�(λ) = 0, we obtain that λ = √

2/3π ∼ 2.565. A similar pro-
cedure can be followed to show that the entropic differences
between the Gaussian and the Fermi-Dirac methods also van-
ishes for this same factor.

The occupation function scaled by λ = √
2/3π is shown

in Fig. 3(a). This curve crosses the Gaussian occupation curve
multiple times such that the integrand in Eq. (29) integrates
to zero both in the positive and in the negative halves of the
domain as shown in Fig. 3(b). Finally, we performed DFT
calculations in bulk Al with two atoms in the unit cell (one dis-
placed out of the equilibrium position to causes nonvanishing
forces) using the λ = √

2/3π scaling. The results are shown
in Fig. 3(c), where we can observe a very close match for
the free energy between Gaussian and Fermi-Dirac smearing
for all smearing temperatures. The computed forces also show
good agreement, although not as close as for the free energy.
This approach is less effective when the density of states
varies strongly around the Fermi energy or in a small-gap
insulator.

E. Reciprocal-space sampling and convergence

An important aspect of using smearing technique is to de-
termine the proper range for the smearing σ ; this has also been
the subject of recent studies [22–24]. In Fig. 4(a), we show
the total force (the square root of the sum of all of the force
components) in a system with two aluminum atoms in the unit
cell. As before, one of the basis atoms was displaced along the
[100] direction by 10% of the nearest-neighbor distance. Note
that for very small smearing σ → 0 the forces are not con-
verged even for very fine k-point meshes. However, for higher
smearings, all curves for various k-point mesh converge to the
same value.

FIG. 4. (a) Total force as a function of the smearing temperature
σ for various k-point mesh. At very small smearing, the result is not
converged even for very fine k-point meshes. The results converge
only for sufficiently high smearing. (b) Number of iterations needed
to achieve self-consistency in the Koln-Sham equations; at small
smearings level-crossing instabilities make self-consistency harder
to reach (at variance with direct variational minimization [16]).

One must be aware that whereas smearing makes it possi-
ble to converge the reciprocal space sampling, the converged
result also depends on smearing. Smearings, such as cold
smearing and Methfessel-Paxton are specially designed to
mitigate this problem. However, for high smearings, the high-
order dependency of the total free energy on smearing will
become relevant. For example, in Fig. 4(a), for even higher
smearing (>0.02 Ry), the converged curves start to deviate
as a function of the smearing parameter; thus, the smearing
parameter should not be too small, to avoid sampling errors
nor too large, to introduce systematic deviations. For cold
smearing, most applications would optimally use a smearing
between 0.01 and 0.02 Ry. One can decrease the systematic
error due to smearing by reducing the smearing parameter
(∼0.005 Ry) but largely increasing the k-point sampling.

In Fig. 4(b), we illustrate how smearing also improves the
self-consistent determination of the Kohn-Sham equation so-
lution when iterative rather than variational [16] approaches
are used. Occasionally, the self-consistency can take an order
of magnitude more iterations.

F. Nonunique chemical potential

Although cold smearing removes negative occupations, it
shares with Methfessel-Paxton a nonmonotonic occupation
function. As a consequence, the chemical potential can be-
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FIG. 5. Number of electrons as a function of the chemical poten-
tial, minus the target number of electrons N0. (a) Methfessel-Paxton
smearing on P8S28Zr4, which admits up to three nonequivalent Fermi
energies. (b) Cold smearing on Bi2Ge2Te5, yielding two solutions.
The blue lines correspond to the Gaussian smearing for reference.
The incorrect solutions are marked by a red “×” and the correct
one by a black dot. The colored dots are intermediary steps taken
by the novel protocol when determining the correct solution. In
(a), the correct solution was found in the prospection step using
Gaussian smearing and the bisection method (the purple dots were
intermediary bisection steps); in (b), the solution was determined
using Newton’s minimization on [N (μ)]2 (green dashed line) starting
from the yellow dot obtained in the initial prospection with Gaussian
smearing.

come nonuniquely defined. The chemical potential is defined
by the root of

N (μ) =
∑

ik

f

(
μ − εik

σ

)
− N0, (30)

where N0 is the number of electrons in the system. In Fig. 5(a)
we plot N (μ) in Eq. (30) for P8S28Zr4, using Gaussian and
Methfessel-Paxton smearings. We can see that the Methfessel-
Paxton curve allows for three nonequivalent solutions, two
incorrect solutions at 3.2 and 4.8 eV, and an interval of solu-
tions (analytically, only one at 4.0 eV) in the plateau between
3.5 and 4.5 eV. In Fig. 5(b), the cold smearing for Bi2Ge2Te5

results in two possible solutions, the incorrect one at 6.8 eV
and the correct one within the 7.2–7.5-eV plateau.

These multiple chemical potentials usually occur in the
case of insulators and semiconductors; despite smearing being
meant to be used for metallic and magnetic systems, there
are occasions where one may need to use smearing also for
semiconductors and insulators, a clear example being the

case of high-throughput studies, which aim at calculating the
properties of materials without knowing a priori if they are
insulators or metals.

III. FERMI-ENERGY DETERMINATION

A. Newton’s minimization method

The Fermi energy (or, rather, the chemical potential) is
often obtained by the bisection method finding the roots of
Eq. (30); This is a very robust root-finding algorithm that al-
lows determining, at least, one root of a function if boundaries
for the interval containing the root are known. However, it
will not address the possibility of having other roots in the
same given interval. The bisection method for the functions
shown in Figs. 5(a) and 5(b) can return any of the admis-
sible roots, depending only on the interval provided, which
typically spans the minimum and maximum of the electronic
eigenvalues. As the chemical potential obtained determines
the occupation of the electronic states, an incorrect identifi-
cation can lead to the incorrect ground state or can be a source
of instability in a self-consistent calculation.

We treat this problem numerically through the following
protocol: we convert the root-finding problem into a mini-
mization one, and start it from the (unique) Fermi energy
obtained from a Gaussian broadening function. With this in
mind, we introduce a new function,

Ñ (μ) = [N (μ)]2, (31)

for which we apply the iterative Newton’s minimization algo-
rithm [25] to find its minima. In Newton’s minimization, one
starts from an initial guess μ0 and computes consecutive steps
determined by

μt+1 = μt − Ñ ′(μt )

Ñ ′′(μt )
. (32)

In this way, μ moves towards the closest extremum point of
Ñ . We can force the algorithm to ignore maximum points
and always search the minima by considering the absolute
value of the denominator in Eq. (32). Note that the function
in Eq. (31) can have multiple minima; however, this issue can
be solved by finding a good guess which is inside the desired
valley. Such a guess is obtained as the chemical potential of a
reconnaissance run using Gaussian smearing in combination
with the bisection method; the algorithmic representation of
the protocol is given by the diagram in Fig. 6. Newton’s
minimization algorithm as given in Eq. (32), requires the
calculation of the first and second derivatives of the occupa-
tion function. From Eq. (3), the first derivative is trivially the
broadening function of the respective method, and the second
derivative can also be straightforwardly derived analytically.

In Fig. 5(a), we show the results of applying such proto-
col to P8S28Zr4, using Methfessel-Paxton smearing. In this
example, the protocol finds the correct Fermi energy (black
dot) already in the reconnaissance phase. The purple dots in
Fig. 5(a) are just intermediate steps of the bisection method.
In Fig. 5(b), the protocol is applied for Bi2Ge2Te5 using cold
smearing. The initial guess for EF is represented by the yellow
dot. This time, Newton’s minimization is required to further
improve the result. It acts on [N (μ)]2, which corresponds
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Bisec�on for NGauss(μ)

Ini�al EFguess

if Ncold(EF) = 0 
within precision

Newton's minimiza�on for [Ncold(μ) – N0]
2 Final EFDone

Bisec�on for Ncold(μ)

if Ncold(EF) = 0 
within precision

yes

yes

no

no

FIG. 6. Fermi-energy determination algorithm. First, we com-
pute the chemical potential with Gaussian smearing and the bisection
method; this is used as the initial guess for Netwon’s minimization
algorithm using the desired smearing method (Methfessel-Paxton or
cold smearing). In case the minimization returns a chemical potential
that does not yield the correct number of electrons, the bisection
method is used for the desired smearing.

to the green dashed line [scaled up by 100 in Fig. 5(b) to
facilitate the visualization]. The colored dots between the
initial step (yellow dot) and the final solution (black dot) are
intermediate steps of Newton’s minimization algorithm.

When the band gap is not very large with respect to the
smearing temperature σ , it can occur that N (μ) does not go
exactly to zero within the band gap when using cold smearing.
The absolute value of N (μ) for Bi2Ge2Te5 is displayed in
Fig. 7 in a logarithmic scale for two values of temperature

FIG. 7. Absolute value of the number of electrons minus the
target number of electrons as a function of the chemical potential.
Calculation for Bi2Ge2Te5 using cold smearing for two values of
the smearing temperature σ . The larger value of σ results in an
inside-gap minimum (central deep) not very close to zero, thus,
corresponding to a noninteger number of electrons. A reduction of
σ remediates this issue.

σ using cold smearing. The sharp dips on the left correspond
to the undesired chemical potentials, which are true zeros of
N (μ). The shallow dips at the center represent the solutions
inside the band gap. For σ = 0.01 Ry, the minimum of the
curve is ∼10−05, which implies that the resulting number of
electrons is noninteger. This artifact derives from the fact that
the cold-smearing occupation function f (x) is positive defi-
nite and tends to 1 a bit more slowly than other methods for
large values of x. In these cases, a reduction of the smearing
temperature σ is recommended. In our example, halving the
smearing temperature makes the minimum of N (μ) smaller
than 10−11, which corresponds to an integer number of elec-
trons within the numerical precision of typical calculations.

B. High-throughput validation

We employed this new Fermi-energy protocol to study
some fundamental electronic properties in a database contain-
ing 24 842 three-dimensional materials [26], including metals
(54%), insulators (46%), and magnetic materials (21%). Tech-
nical details of the calculations are given in the next section.
The starting points are the relaxed structures fully converged
using the former protocol, which is based on the bisection
method only. Then, we recalculated the systems’ Fermi energy
using the new protocol. We obtained a different Fermi energy
for 4859 materials (20%), all of them semiconductors or in-
sulators. For the vast majority of materials in this group, we
obtained atomic forces above the original relaxation threshold
(<10−5 eV/Å) with a median of 0.02 eV/Å and 10% of the
structures with forces higher than 0.13 eV/Å.

To elucidate the effect of the Fermi-energy correction on
the properties of the materials, we performed a full relaxation
using the new protocol for 286 randomly selected materials
(focus group) out of the 4859 identified above. We focus
on the variation of the band gap and volume. We chose to
discuss the former, even at the Kohn-Sham DFT level because
the band gap can readily signalize changes in the electronic
structure due to the Fermi-energy modification. In Fig. 8(a),
we show the band-gap difference between the two approaches
after full relaxation. The new protocol produced both larger
and smaller band gaps in comparison with the former ap-
proach. The median band-gap error was 0.002 eV whereas
10% of structures resulted in an error of, at least, 0.022 eV.
This corresponds to a relative error in the band gap of less
than 1.78% for 90% of the structures. In our small sample (286
structures), the two highest relative errors were for CGeI3N,
whose initial band-gap 1.16 eV increased by 80.14%, and
PbS2, whose small band-gap 0.18 eV more than doubled. We
found no clear correlation between the relative error and the
size of the initial band gap.

Similarly, we also considered the relative error in the unit-
cell volume, see Fig. 8(b). The median relative error was
0.03%, whereas 10% of structures yielded an error larger than
0.43%. In this focus group, the highest volume errors were
25.10% for CGeI3N, corresponding to an absolute volume
difference of 58.64 Å3, and 3.46% for CCs4O4, which is
equivalent to an absolute difference of 12.48 Å3. As seen from
Figs. 8(a) and 8(b), the volume relative error does not correlate
with the error in the band gap (the structures in both figures are
indexed by the absolute value of the band-gap difference).
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FIG. 8. Comparison between the properties obtained with the
bisection method and the new protocol to determine the Fermi energy
in a random sample with 286 materials out of the 4859 that had
incorrect Fermi energies (out of the initial 24 842). (a) Band-gap
difference obtained after full relaxation with the two methods. The
structures were sorted and indexed by the size of the difference. A
positive value indicates a new band gap larger than the one obtained
with the former protocol. (b) The relative error in the unit-cell volume
with same structure indexing of (a). In the inset, we sorted the
structures by the volume relative error.

As cold smearing was used for these calculations, the un-
desirable Fermi energies obtained with the previous protocol
are at or below the top of the valence bands. This makes the
very top of the valence underoccupied and just below ove-
roccupied. The corrected Fermi energies lie inside the band
gap, which yields a uniform occupation of the states at the
top of the valence bands, thus, affecting the self-consistent
charge density. It seems that in most cases, this Fermi-energy
correction leads to a volume expansion. We could not identify
a simple mechanism to predict when the correction would lead
to an increase or reduction of the volume and band gap.

C. Details of the DFT calculations

The high-throughput calculation was managed with AIIDA

[27,28]. We used QUANTUM ESPRESSO V6.6 [29,30] modified

with the new protocol for Fermi-energy determination. We
used the standard solid-state pseudopotentials family SSSP
PBE Efficiency 1.1 [31]. The other parameters for the QUAN-
TUM ESPRESSO simulation were determined by the protocol
provided by the QUANTUM ESPRESSO input generator [32]
powered by AIIDA-QUANTUMESPRESSO v3.0.0a3. In particular,
the kinetic-energy cutoffs were the recommended values by
the SSSP family. K-point meshes with a minimum spacing
distance of 0.15 1/Å were employed. Cold smearing with
degauss 0.01 Ry was used when not otherwise specified. The
data utilized and generated throughout this paper is available
in the Materials Cloud Archive [33].

IV. CONCLUSIONS

In this paper, we reviewed the fundamentals of the smear-
ing technique used to improve the accuracy and robustness
of DFT calculations. We saw that advanced smearing meth-
ods, such as Methfessel-Paxton and cold smearing, designed
to reduce the coupling between total free energy and the
smearing temperature, yield nonmonotonic occupation func-
tions. As a consequence, the chemical potential can become
nonuniquely defined, in particular, in semiconductors and in-
sulators at finite smearings. Methfessel-Paxton smearing can
lead to up to three distinct solutions, whereas cold smearing
yields up to two. Even if smearing is typically applied for
metallic systems, automated, or high-throughput calculations
deal with materials where the band gap is unknown or can
change during a self-consistent relaxation. We demonstrated
that algorithms to calculate the Fermi energy based on the
bisection method could indeed identify an undesired spurious
solution. Hence, we proposed a numerical protocol employing
Newton’s minimization method to find the correct Fermi en-
ergy when using Methfessel-Paxton and cold smearing. This
protocol is now implemented in the open-source QUANTUM

ESPRESSO package, and it is publicly available from release
v6.8 onwards. Finally, we conducted a high-throughput study
with a thousand of three-dimensional materials to validate the
protocol presented here, highlighting how an incorrect Fermi
energy can induce errors both in the relaxed crystal structure
and its band gap. Although in the majority of materials the
error is minor, for a few cases, relative errors can be as large
as 50%.
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