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Magnetic phase diagram of the breathing-kagome antiferromagnet Nd3BWO9
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The highly frustrated rare-earth-based magnet Nd3BWO9 is a promising candidate in the search for proximate
spin-liquid physics. We present a thorough investigation on single crystals of this material using bulk and micro-
scopic techniques. Magnetization data reveal a fractional magnetization plateau for three different investigated
field directions. The magnetic phase diagram is mapped out from calorimetric data and exhibits several domes
of magnetic order below 0.3 K. Propagation vectors for all ordered phases are presented. The results suggest
complex ordering in this material, and unveil the existence of a commensuration transition of the propagation
vector at zero magnetic field. A scenario where interplane exchange interactions are essential to a magnetic
model of Nd3BWO9 is discussed.
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I. INTRODUCTION

Strongly frustrated quantum antiferromagnets (AFM) are
known to realize a panoply of magnetic states due to the
delicate equilibrium between the magnetic interactions. In the
presence of magnetic fields, the large ground-state degeneracy
is lifted in subtle and diverse ways, which leads to extremely
rich phase diagrams. Realization of spin-density waves [1],
magnetization plateaus [2,3], commensurate-incommensurate
transitions [4], and even more exotic order like spin nematic-
ity [5,6] is not rare, particularly in quasi-low-dimensional
systems.

An archetypal model in two-dimensional (2D) frustrated
magnetism is the kagome lattice Heisenberg S = 1

2 AFM
(KHAF). The impossibility of satisfying all magnetic inter-
actions in this lattice results in a macroscopic degeneracy of
the ground state already at a classical level [7]. Turning to
S = 1

2 spins promotes the quantum fluctuations on the ground
state giving rise to highly nontrivial phases [8]. Arguably, the
most intriguing state is the hypothesized quantum spin-liquid
(QSL) [9] ground state. The prediction of fractionalization
of quasiparticles in a 2D system triggered extensive effort
from both theory and experimental perspectives [10,11]. Nev-
ertheless, the QSL phase remains experimentally elusive [12]
as it constitutes a very fragile state. One of the main in-
stabilities of the QSL states is the presence of terms in the
Hamiltonian that lift the ground-state degeneracy [13,14]. The
many different ways to lift this degeneracy have led to a
flurry of new magnetic structures [15–18]. However, occa-
sionally deviations from a putative KHAF tend to stabilize
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QSL phases. In particular, the so-called breathing anisotropy
has been predicted to favor a resonance valence bond
solid ground state for a wide range of coupling parameters
[19,20].

In this context, the recently discovered family R3BWO9

of rare-earth antiferromagnets is an optimal platform for the
search of spin-liquid candidates [21]. Here R is a trivalent
rare-earth element and the large difference in size of the con-
stituent atoms prevents antisite chemical disorder. All of the
members of the family realize a breathing-kagome lattice in
their basal plane and show no sign of magnetic ordering down
to 2 K. The strong spin-orbit coupling in combination with
crystal electric field effects opens the possibility of realizing
effective Jeff = 1

2 magnetic moments.
Among all compounds in the family, the most promising is

Nd3BWO9. A large Weiss temperature [21] has been reported
and the total angular momentum of Nd3+ (J = 9

2 ) makes it a
Kramers-doublet system. No magnetic long-range order has
been found in previous studies down to 1.8 K. However,
little is known so far about its magnetism. In this study we
report on the low-temperature properties of single crystals of
Nd3BWO9. We found static magnetic long-range order below
0.3 K. The observed magnetism suggests a three-dimensional
network of exchange interactions. Nonetheless, due to the
highly frustrated interaction a complex phase diagram is
realized.

The paper is structured as follows. First, a summary of the
various methods used is provided. Then, we outline the main
results of the experiments. Subsequently, a detailed discus-
sion of the main outcome is provided, including a thorough
description of the magnetic structure and a detailed picture of
the magnetic phase diagram under applied fields. Finally, the
main conclusions are drawn and further steps in the search of
QSL physics are examined.
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FIG. 1. Crystal structure and superexchange topology in
Nd3BWO9. (a) Schematic structure reflecting the purported kagome
interaction in the crystallographic ab plane. Only atoms with
0 � z � 0.5 are shown here. There is an additional kagome plane
displaced by half-lattice parameter along the c crystallographic
direction. (b) The shortest superexchange Nd-O-Nd bond links
neodymium atoms in different kagome planes, forming isolated spin
tubes along the c axis arranged in a triangular lattice. The kagome
bonds are shown for reference along with bond distances. (c) A
typical single-crystal sample of Nd3BWO9. (d) A single spin tube
is unfrustrated. However, further-neighbor interactions frustrate the
system. An arrow indicates the size of the magnetic supercell at zero
field. (e) The environment of neodymium has very low symmetry,
resulting in a C1 point group for the magnetic ion. Nd-O distances
are indicated.

II. METHODS

Nd3BWO9 crystallizes in a hexagonal structure, with space
group P63 (No. 173), where the magnetism stems from the
effective magnetic moment of the Nd3+ ions. Single-crystal
samples were grown by spontaneous crystallization using a
flux method as described in [22]. Purple transparent single
crystals with well-defined facets were obtained [Fig. 1(c)].
Typical masses range from a few micrograms to 40 mg
and different samples were used in this study, depending
on the technique. The chemical structure of the different
single-crystal samples used in this study was validated us-
ing single-crystal x-ray diffraction on a Bruker APEX-II
instrument, and was found to be in agreement with previous
reports [21]. The structure is schematically depicted in Fig. 1,
where the kagome-lattice bonds can be readily identified.
Powder samples of Nd3BWO9, as well as of the nonmagnetic
La3BWO9, were synthesized by a solid-state reaction. The
correct chemical structure and the quality of the powders was
checked with powder x-ray diffraction in a Rigaku MiniFlex
diffractometer. Boron-11-enriched samples (both powder and
single crystals) were also prepared for their use in neutron
scattering experiments.

Measurements of heat capacity, magnetocaloric effect
(MCE), magnetization, and magnetic torque were carried out
using a 3He-4He dilution refrigerator insert for the Quantum
Design Physical Property Measurement System (PPMS). A
sample of mass 0.131 mg was used for both heat capacity

and MCE measurements. Heat-capacity data were collected
using a standard relaxation method from Quantum Design
for temperatures 100 mK < T < 4 K in applied fields of
0 T < μ0H < 3 T. The magnetic field was applied along
the crystallographic a∗ and c directions. In zero field, data
were collected from 100 mK to 300 K. Heat-capacity data
of La3BWO9 were measured down to 2 K and extrapolated
to lower temperatures from an empirical fit to a T 3-power
law. MCE data were measured using the same puck as for
heat capacity. The change of temperature of the sample was
recorded as the magnetic field was swept up and down at
a constant rate. In order to avoid self-heating of the puck,
the field change rate was optimized and a value of 0.5 mT/s
was selected. In the terminology of MCE measurements, our
experiment was conducted under equilibrium conditions.

Magnetization was measured using an in-house made
Faraday-balance capacitive magnetometer [23] at 120 mK and
2 K and magnetic fields applied along three orientations: a∗, b,
and c. Additional measurements of magnetization carried out
in the MPMS system at 2 K were used to calibrate the low-
temperature data and obtain absolute units (not shown here).
Using the same setup, magnetic torque was measured up to
3 T and for temperature from 120 to 600 mK. The torque data
correspond to the deflection of a small cantilever on which the
sample is mounted. The magnetic field sweeping rate was also
optimized to minimize heating due to eddy currents.

Magnetic susceptibility was measured using the Quantum
Design Magnetic Property Measurement System (MPMS)
SQUID Magnetometer. The temperature range from 1.8 to
300 K was probed using a small polarizing field applied along
three crystal directions: a∗, b, and c. The probing field was
μ0H = 0.1 T, where μ0 denotes the permeability of vacuum.

Inelastic neutron scattering was used to investigate the
crystal electric field induced scheme of total angular momen-
tum states using the thermal neutron triple-axis-spectrometer
EIGER at PSI. A powder sample of 11.1 g of Nd3

11BWO9

was sealed in an aluminum can and installed in a standard
4He orange cryostat. A final wavelength of k f = 2.66 Å−1

(λ = 2.36 Å) was chosen, using a pyrolytic graphite filter to
eliminate higher-order neutrons without further collimation.
Data were measured at constant scattering angle 2θ . The back-
ground was investigated to select the optimal value for the
scattering angle, sufficiently far from the direct beam and low
enough to have good counting and small decay in the signals
due to magnetic structure factors. A value of 2θ = 10◦ was
chosen, and the incident energy was scanned at three different
temperatures: 1.5, 100, and 300 K.

Neutron single-crystal diffraction was used to investigate
the magnetic structures in the ordered phases. A single-
crystal sample of 18 mg in mass of Nd3

11BWO9 and 5.5 ×
1.4 × 0.8 mm3 was studied using two different instruments.
Measurements with H ‖ a∗ were carried out at the Thermal
Single Crystal Diffractometer ZEBRA at the Swiss Spallation
Neutron Source, SINQ, in the Paul Scherrer Institut (PSI,
Switzerland). The diffractometer was used in conjunction with
a 3He-4He dilution refrigerator and a 6-T magnet. The crystal
was aligned with its a∗ axis vertical, the same direction as the
applied magnetic field. Neutron wavelengths of λ = 2.314 and
1.383 Å were selected, provided by the PG(002) and Ge(220)
monochromators. Additional measurements with H ‖ c were

174406-2



MAGNETIC PHASE DIAGRAM OF THE … PHYSICAL REVIEW B 107, 174406 (2023)

0 100 200 300
T (K)

0

50

100

150

200
-1
(m
ol
T
μ B
)

H || a*

θCW = -3.76 K

μ0H = 0.1 T

H || b
H || c

-1

FIG. 2. Inverse magnetic susceptibility on single crystals. Data
show measurements for three field orientations. A small probing
field of 0.1 T was used for all measurements. The black solid line
represents a Curie-Weiss model with the average Weiss temperature
and effective moment parameters, given in Table. I.

carried out in the time-of-flight diffractometer WISH at the
ISIS facility in the Rutherford Appleton Laboratory, in the
United Kingdom. The sample was mounted with its c axis
vertical and parallel to the magnetic field. A 3He-4He dilu-
tion refrigerator and a 10-T magnet were used to access the
ordered states in Nd3BWO9.

III. EXPERIMENTAL RESULTS

A. Magnetic susceptibility

Figure 2 shows inverse susceptibility measurements for
probing fields applied along the crystallographic directions a∗,
b, and c. Down to the lowest accessible temperature of 1.8 K,
these data show no sign of magnetic ordering.

Susceptibility data show little dependence on the direction
of the magnetic field, which suggests that the resulting mag-
netic anisotropy may remain small. A fit of the experimental
data to a Curie-Weiss model for data above 130 K shows good
agreement, with a large, negative Weiss temperature. How-
ever, the obtained values are an effect of the population of the
different crystal electric field (CEF) levels. Such an analysis is
heavily affected by the partial population of excited multiplets
and lead to an overestimation of exchange parameters and
exchange couplings.

Below 130 K a clear deviation from the high-temperature
fit is observed. This is roughly consistent with the existence
of a crystal electric field level at 15.9 meV (see below),
signaling the total depletion of the population of the first
excited state. An additional fit to a Curie-Weiss law for a
temperature range far enough from the CEF resonance has
been performed. The results for temperatures in the range
between 20 and 60 K are summarized in Table I, as well
as the effective magnetic moments extracted from the Curie
constants as C = NAμ0μ

2
eff/(3kB). Our results are consistent

with those reported in [21] on polycrystal samples.

TABLE I. Fitting parameters from the Curie-Weiss model for
data shown in Fig. 2.

20 K � T � 60 K

θW (K) μeff (μB)

H ‖ a∗ −3.78 2.94
H ‖ b −3.82 2.90
H ‖ c −3.68 2.91

The resulting Weiss temperatures are much reduced
compared to the high-temperature fit [21]. However, they
still reflect a predominant antiferromagnetic interaction in
Nd3BWO9. The effective magnetic moments are as well re-
duced with respect to the expectation for a free Nd3+ ion:
μeff = gJ

√
J (J + 1)μB = 3.6μB, also as a result of the crystal

field.

B. CEF level scheme

The inelastic neutron scattering spectra are shown in
Fig. 3. Large intensity at zero-energy transfer corresponds
to quasielastic scattering. Three resonances are identified at
15.9, 32.8, and 43.7 meV, which we ascribe to CEF induced
levels based on their temperature dependence. Importantly, no
resonance is found below 15.9 meV. Since the total angular
momentum J = 9

2 of the free Nd3+ is expected to be fully
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FIG. 3. Inelastic neutron scattering intensity at a constant scat-
tering angle for three different temperatures. The final energy of
Ef = 14.7 meV was fixed and incident energy varied, fixing a 10◦

scattering angle. CEF resonances are indicated by black arrows. An
offset of 0.25 and 0.50 units was added for visibility, a dashed line
indicates the reference zero for those data sets.
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FIG. 4. (a) Total specific heat at zero magnetic field for
Nd3BWO9 and the nonmagnetic isostructural compound La3BWO9.
Nd3BWO9 shows a substantial magnetic contribution to specific heat
below 3 K. (b) Total specific heat (open circles) and magnetic specific
heat (filled circles) after subtraction of lattice and nuclear degrees of
freedom. The estimations of lattice (CL) and nuclear (CN ) contribu-
tion are estimated as discussed in the text. A lambda anomaly can
be found at TN = 0.30 K, signaling the onset of long-range magnetic
order. (c) The magnetic entropy per Nd3+ ion saturates above 3 K. A
dashed line represents the expected value for a two-level system at
infinite temperature.

split into five Kramers doublets, this suggests that the low-
temperature physics of Nd3BWO9 can indeed be described in
terms of the lowest-laying doublet, giving rise to an effective
two-level system well below � = 15.9 meV ≈180 K.

A preliminary point-charge model calculation of the CEF
schema supports the scenario of five separate Kramers dou-
blets. We used the program PYCRYSTALFIELD [24] to calculate
the CEF energies based solely on the crystal structure of
Nd3BWO9. Excited levels are predicted at 12.6, 28.6, 46.9,
and 56.6 meV, in rough agreement with the observed inelastic
neutron spectra. The highest excited level can thus not be
observed in the data in Fig. 3.

C. Specific heat

Specific heat as a function of temperature and mag-
netic field is used to unveil the magnetic phase diagram of
Nd3BWO9 at ultralow temperatures. Data obtained at zero
field are shown in Fig. 4. Nd3BWO9 shows an upturn in
specific heat below 4 K with two clearly distinct features
[Fig. 4(a)]. Around 1 K, a hump in specific heat suggests

the onset of short-range magnetic correlations [25]. At TN =
300 mK we found a sharp lambda anomaly representing
the transition into magnetic long-range order. Below TN the
specific-heat signal remains large down to the lowest acces-
sible temperatures in our setup, likely due to nuclear specific
heat from the rare-earth ions. In order to understand exactly
the nature of the magnetic specific heat, we have examined the
different contributions and subtracted them from the measured
total specific heat.

To estimate the phononic contribution, we synthesized the
nonmagnetic isostructural material La3BWO9 and measured
its specific heat in the same range of temperatures. This is
shown in Fig. 4(a) and represents the lattice contribution CL

in Fig. 4(b).
An accurate estimation of the nuclear contribution to spe-

cific heat is usually much more complicated, as a variety
of effects have to be considered. These include dipole and
quadrupolar splitting, or hyperfine coupling between nuclei
and electrons (which can be quite significant in magneti-
cally ordered materials). Neodymium has two isotopes with
nonzero dipolar and quadrupolar momenta, out of its seven
stable isotopes. In rare-earth magnets, the leading term in the
nuclear Hamiltonian is the hyperfine coupling. Considering a
nuclear species with total spin I and also quadrupolar splitting
the resulting Hamiltonian is

Hhf = a′Iz + P
[
I2
z − 1

3 I (I + 1)
]
, (1)

where a′ = a〈Jz〉, a is the contact hyperfine term, and P the
electric quadrupole constant. Values for a and P can be found
in the literature and are observed to be roughly independent
of the nuclear environment. The quadrupolar moment in Nd is
small and can be neglected. However, the value of a′ depends
on 〈Jz〉, which in the case of Nd-based magnets is strongly
reduced from its maximum value due to CEF effects. Fol-
lowing the reasoning in Ref. [26], we assume all the nuclei
couple equally to the electron density and the value of a′ is
approximated as that in Nd metal [27,28]. The nuclear con-
tribution to heat capacity is calculated as a multigap Schottky
anomaly:

Chf,α = R

T 2

∑
i, j

(
�2

i − �i� j
)

exp[−(�i + � j )/T ]∑
i, j exp[−(�i + � j )/T ]

, (2)

where kB�i = ia′
α , with i = − 7

2 , . . . , 7
2 and α indicates the

different isotopes (the index α is omitted in (2) for clarity).
To calculate the total nuclear specific heat the contribution
from each isotope is weighted depending on its isotopical
abundance. This model with no free parameters is in good
agreement with the lowest-temperature data, as shown in
Fig. 4(b). Having modeled the nuclear specific heat, the
magnetic specific heat can be extracted by subtraction. The
magnetic specific heat was subsequently integrated to obtain
the temperature dependence of magnetic entropy, depicted
in Fig. 4(c). The high-temperature trend of this quantity
approaches the value of R ln(2), the expected value of a two-
level system.

The contact hyperfine interaction creates a large effective
magnetic field at the nucleus position. It can be estimated
as μHeff = a′I/kB, where μ is the nuclear magnetic moment
of 143Nd and 145Nd. In Nd3BWO9, this effective field is as
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fixed values of magnetic field applied along (a) H ‖ c and (b) H ‖ a∗.
An offset of 15 J/mol/K2 has been added for visibility. Solid filled
triangles show features associated with the phase transitions dis-
cussed in the main text.

large as 330 T, more than two orders of magnitude larger
than the applied fields in this study. Consequently, the nuclear
contribution to specific heat must be rather insensitive to the
externally magnetic field. However, a quantitative determina-
tion of this effect under magnetic fields is beyond the scope of
this paper.

The nuclear anomaly in specific heat is insensitive to the
external field up to the pseudospin saturation (Fig. 5). How-
ever, above the saturation field, the nuclear contribution to
specific heat disappears, as observed in the data sets at 150 mK
in Fig. 6. This apparent contradiction can be explained ana-
lyzing the coupling of different degrees of freedom and how
one probes them in a relaxation heat-capacity experiment. An
external source of heat may excite the electronic and lattice
degrees of freedom. However, nuclear degrees of freedom
may only be excited through their coupling to the former,
and not directly by the heat source [29,30]. Therefore, our
ability to probe nuclear specific heat depends on the exis-
tence of magnetic fluctuations at temperatures comparable
with the nuclear gaps. At sufficiently large magnetic fields,
the magnon Zeeman gap that opens at saturation is too large
compared to the thermal energy in the system. Thus, above
2 T, magnetic fluctuations are strongly suppressed and nuclei
can no longer be probed. As a remark, the reduction of the nu-
clear signal against the increasing field (an artifact as nuclear
degrees of freedom get decoupled from the magnetic ones)
gives most likely rise to the feature indicated with an asterisk
in Fig. 6(b).
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FIG. 6. Typical field scans of specific heat measured at constant
temperature in Nd3BWO9 for (a) H ‖ c and (b) H ‖ a∗. An offset
of 10 and 15 J/mol/K2 is added for visibility between the scans
for (a) and (b), respectively. Solid filled triangles show features
associated with the phase transitions discussed in the main text.
Black arrows signal the existence of broad double-hump features,
described in the text. An asterisk shows a feature above the saturation
transition.

The evolution of the specific heat of Nd3BWO9 under
magnetic fields is shown in Fig. 6 for fields along two different
crystallographic directions. The total heat capacity is dis-
played here, without subtraction of lattice or nuclear degrees
of freedom. Typical-field scans show a number of anomalies
that are consistent with the existence of three different phases
with static magnetic order at low temperatures.

Three distinct features can be observed for H ‖ a∗ at the
lowest temperature, at 0.45, 0.62, and 1.05 T, and are marked
with triangles in Fig. 6(a). These features are rather spread
in fields, especially at saturation. However, the existence of
thermodynamic transitions has been confirmed by neutron
diffraction (as discussed below). The lowest-field anomaly
moves to zero field as temperature is increased. The two
higher-field anomalies merge at 0.25 K, the highest tem-
perature of the ordered phase. Although the specific heat
anomalies in Fig. 6(a) are too broad for a precise estimation
of the upper critical field, this quantity can be deduced from
magnetocaloric effect measurements (see below).

For fields orthogonal to the hexagonal plane (H ‖ c) at
the lowest temperature one finds two anomalies at 0.5 and
0.8 T and a sharper one at 0.95 T [Fig. 6(b)]. Notably, in this
configuration the different anomalies appear narrower than
for H ‖ a∗, especially at the saturation field. The first two
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sured while driving the magnetic field up (down). A ramping rate of
0.5 mT/s was used throughout all the measurements. Small promi-
nent features (especially at low fields) are spurious and the result of
an unstable platform.

anomalies move apart as the temperature is increased, while
the higher-field anomaly barely shifts in position up to 0.2 K.
The low-field anomaly shifts towards zero field and disappears
as TN is reached. The two high-field anomalies merge at T =
0.2 K. From the high-field anomaly we extract an estimate of
the saturation field of μ0Hc = 0.975(3) T.

An estimation of the demagnetization field at saturation
gives a value corresponding to roughly 1.2% of the satura-
tion field. This value is based on the total magnetization at
saturation and assuming a spherical sample. The small value
suggests that demagnetizing fields have very little effect on
the properties of the material close to saturation.

Finally, double-hump features can be observed above 0.3 K
for both magnetic field configurations. These are significant
up to the highest measured temperatures and particularly
prominent around the saturation field (black arrows in Fig. 6).
For H ‖ c the amplitude of these modulations is larger than
in H ‖ a∗. Such features are often associated with a low-
dimensional crossover from the zero-field disordered phase
to the fully polarized state without the occurrence of a phase
transition [31–34].

D. Magnetocaloric effect

Magnetocaloric effect (MCE) measurements in Nd3BWO9

provide key information on the nature of the various phase
transitions found with other techniques [35–37]. Representa-
tive temperature profiles are summarized in Fig. 7. Several
crossings can be observed for both configurations. The ob-
served anomalies are too broad to assign exactly a transition
point. Due to the proximity of the thermodynamic transi-

tions in the phase diagram, features corresponding to both
transitions merge and overlap. In our measurements the field
is swept slow enough as to ensure equilibrium conditions.

Data measured with H ‖ a∗ show mostly symmetric fea-
tures around the crossing points. Particularly, this suggests
that the measured phase transitions are of second order. In
contrast, the low-temperature profiles for H ‖ c show two
distinct behaviors. At 0.6 T one finds a roughly symmetric fea-
ture, suggesting again a second-order phase transition. This is
different at 0.975 T, where a very asymmetric feature appears,
pointing to a first-order or discontinuous transition.

Finally, the absence of anomalies above the saturation field
for H ‖ c must be noted. The features observed in the fully
polarized phase in Fig. 6(b) leave no trace in the MCE data
in the same configuration. The MCE technique is based on
the change of entropy in a magnetic system as it is driven
through a phase transition, crossover, level crossing, etc. Con-
sequently, one can retrieve the change in entropy in a system
from the change in temperature against magnetic field [35].
Under equilibrium conditions, we obtain the entropy as

�S = S(H ) − S0 = −
∫

κ
T − Tbath

T
dt, (3)

where κ is the thermal conductivity of the thermal link in
the calorimeter, T is the sample temperature, and Tbath is the
thermal bath temperature. Integration of the data in Fig. 7
gives rise to the entropy maps displayed in Fig. 8. The data
above 0.2 K are a good picture of the entropy stored in the
magnetic subsystem. However, for temperatures below 0.15 K
imperfect equilibrium conditions prevent a reliable estimation
of entropy. A strong accumulation of entropy is observed at
the saturation field for both field configurations. The position
of the peaks in entropy match the estimated position of the
critical fields from specific heat. For H ‖ a∗, the maxima
in entropy at different temperatures were used to obtain an
accurate estimate of the upper critical field. A fit to the data
provides Hc,a∗ = 1.187(13) T. This value is consistent with
the various probes used in this study.

E. Magnetization

The evolution of magnetization under a magnetic field pro-
vides insight on the type of order in Nd3BWO9. Strikingly, a
fractional magnetization plateau is observed for all measured
configurations, as displayed in Fig. 9. The value of mag-
netization is consistent with a fractional m = 1

3 plateau and
spans a range of fields of 0.2–0.3 T. In addition, the zero-field
phase shows zero magnetization for all applied fields, which
indicates the realization of a gapped phase at T = 0. Mag-
netization data for inequivalent directions in the hexagonal
plane show very similar behavior, but differ from the results
perpendicular to the plane.

For H ‖ a∗ and H ‖ b the zero magnetization phase extends
up to 0.4 T. Above 0.5 T the system transitions into the
factional magnetization plateau state up to a marked limit at
1 T. The transition into the fully saturated phase is gradual
between 1 and 1.3 T.

In contrast, much sharper features are found when fields
H ‖ c are applied. A nonmagnetizable phase appears up to
0.5 T, above which the system jumps rapidly into the plateau
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A white dashed line is a power-law fit to the data showing the best
estimate for the upper critical field. The value of entropy is shown
relative to that at 150 mK and 2.5 T (S0, taken as reference).

state at 0.65 T. The plateau terminates in a first-order jump
to saturation around 1 T. Notably, despite the presence of a
first-order transition, our measurements did not show signa-
tures of hysteresis across the saturation transition for H ‖ c.

Saturation fields extracted from magnetization data are
consistent with those found in the specific-heat data. The val-
ues for saturation magnetization show little anisotropy, finding
1.34(6)μB, 1.31(3)μB, and 1.35(4)μB per magnetic ion for
configurations a∗, b, and c, respectively. It suggests a nearly
isotropic g tensor in the bulk.

A smaller magnetic moment at saturation compared to the
effective moment extracted from susceptibility measurement
is common in Nd-based rare-earth frustrated magnets [38–41].
In these systems, it is often understood in terms of strong Ising
anisotropy as a consequence of the CEF scheme. However,
in some cases this reduction in fact reflects persistent fluc-
tuations of the ordered moment [39]. Further investigation is
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FIG. 9. Magnetization per Nd3+ ion measured at 120 mK in
Nd3BWO9 for magnetic fields along the crystallographic directions
a∗, b, and c from bulk measurements (left axis). Magnetization ex-
tracted from neutron diffraction intensity of nuclear reflections is
superimposed to the corresponding bulk data. Plotted is the rescaled
square root of the static, magnetic structure factor S∞

z,z(q) (right
axis). The measured reflections (Q) are indicated in the figure. Two
of the data sets have been offset vertically by 0.5 and 1.0 units to
improve visibility (a dashed line indicates their respective zero). The
magnetization value at 1

3 of saturation is indicated for each individual
data set by an arrow next to the plateau state.

needed to single out one scenario for Nd3BWO9. However,
the existence of six different (symmetry-related) Nd sites
per unit cell may mask the anisotropy and give an isotropic
macroscopic magnetization response when summing over the
sites.

F. Magnetic torque

Magnetic torque is arguably the most sensitive technique
to magnetic phase transitions. Raw data are presented as the
change in the measured capacitance �C = C(H ) − C(H =
0 T ) as a function of magnetic field for each temperature
(Fig. 10). The torque data show strong differences between the
measurements in the basal plane and perpendicular to it, but
the obtained results are very similar for both measurements
within the plane. The raw data show some structure, but not
sharp features as is customary in such measurements. Phase
transitions are best captured in the first derivative of the raw
data [Figs. 10(b), 10(d), and 10(f)].

Field derivative data show features that correspond with
transitions observed in the other techniques reported in this
study. Direct comparison with the other data sets is necessary
to pinpoint what anomalies represent real phase transitions.
These features are indicated with arrows in the field derivative
data [Figs. 10(b), 10(d), and 10(f)]. For H ‖ a∗ two distinct
anomalies can be observed in the scan at 175 mK, at 0.68 and
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at 0.99 T. These correspond to the lower and upper boundaries
of the plateau phase. Data for H ‖ b show three anomalies
at 0.68, 1.02, and 1.28 T. The lower fields correspond again
to the boundaries of the plateau phase. Notably, these two
anomalies come together as the temperature is increased and
disappear above 300 mK. The higher-field anomaly, which is
broader and less sharp, corresponds to the crossover into the
fully saturated state. Finally, fields applied along the c direc-
tion reveal a completely different structure. Three anomalies
can be identified at 0.48, 0.71, and 0.95 T. The associated
transitions in this case are the boundaries of the plateau for
the high-field features and the transition from the low-field
phase to paramagnet for the low-field anomaly. The low-field
features, though weak, fade away as the transition temperature
is overcome. The high-field anomaly remains up to the highest
temperatures representing the crossover of the system into the
fully polarized pseudospin.
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FIG. 11. Results from single-crystal magnetic neutron diffrac-
tion. (a), (b) Field dependence of the integrated neutron intensity at
the magnetic propagation vectors for (a) H ‖ a∗ (ZEBRA, PSI) and
(b) H ‖ c (WISH, ISIS). Note that in (a) the intensity of the (0, 1

2 , 1
2 )

reflection has been rescaled by ×0.1. In (b) the limits of the ordered
phases are highlighted and shown with arrows. (c) Evolution of the
integrated intensity of the reflection (1, 1, − 1

3 ) with temperature at
zero magnetic field. (d) Incommensuration of the propagation vector
at zero field against temperature, shown as a shift in the peak position
of the (1,1,l) reflection.

G. Neutron diffraction

Single-crystal neutron diffraction was employed to inves-
tigate the magnetic structures realized in the low-field and
the plateau phases. Figure 11 summarizes the results obtained
from the different instruments. The field dependence of the or-
der parameter is depicted for both field configurations, which
is in perfect agreement with our thermodynamic measurement
data.

Zero-field data from both experiments unveil a com-
mensurate phase with propagation vector Q = (0, 0, 1

3 ).
Figures 11(a) and 11(b) show that magnetic reflection
(1, 1,− 1

3 ) is present throughout phase A for both field orienta-
tions. The phase is consistent with fully commensurate order,
which leads to the appearance of a magnetic supercell, as is
shown in Fig. 1(d). Integrated intensity of reflection (1, 1,− 1

3 )
drops at the intermediate transition field, above which a dif-
ferent type of order is found depending on the direction of
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the magnetic field. For phase B (H ‖ a∗) we found magnetic
reflections (0, 1

2 , 1
2 ) and ( 1

2 , 0, 1
2 ). These reflections vanish at

fields slightly below saturation. Finally, phase C (H ‖ c) has
been found to realize order with propagation vector ( 1

3 , 1
3 , 1

3 ).
Magnetic reflection ( 1

3 , 1
3 ,− 1

3 ), which is inequivalent to the
former, has also been found. Figure 11(b) shows an abrupt
drop in the intensity of reflection ( 1

3 , 1
3 , 1

3 ) at a field of 0.99 T,
consistent with a first order transition to saturation.

An external magnetic field induces a ferromagnetic com-
ponent in every lattice site that gives rise to the bulk
magnetization. This produces extra scattering proportional to
the square of the induced magnetic momentum at the position
of each nuclear peak. Figure 9 shows the uniform magneti-
zation density extracted from two nuclear reflections: (020)
for H ‖ a∗ and (200) for H ‖ c. We selected reflections where
nuclear contribution is minimal while a measurable magnetic
intensity can be observed. The zero-field integrated intensity
is subtracted from the data in a field to obtain the corre-
sponding magnetic scattering. Longitudinal magnetization is
then plotted as the square root of magnetic intensity. The
agreement with bulk measurements is remarkable and further
highlights the existence of magnetization plateaus regardless
of field orientation.

Finally, zero-field neutron diffraction reveals an incom-
mensurate state between the low-temperature ordered phase
and the paramagnetic phase. The onset of incommensurate
magnetic order appears around 0.34 K at the wave vector Q =
(0, 0, 1

3 + δ). Temperature dependence of the intensity around
the (1,1,l) reflection in Fig. 11(d), where the peak position
is superimposed, shows this incommensuration. Reduction
of the temperature leads to a change in the incommensu-
rate propagation vector roughly linearly with temperature. At
0.26 K the propagation vector locks into the commensurate
Q = (0, 0, 1

3 ), as observed for the low-temperature structure.
The robustness of this evolution to commensuration has been
verified for several additional magnetic reflections.

IV. DISCUSSION

The purported breathing-kagome structure is shown in
Fig. 1. Unequal Nd-Nd distances and Nd-O-Nd angles result
in inequivalent exchange parameters for neighboring corner-
sharing triangles [21]. This is represented by the exchange
constants J� and J�, respectively. However, the interaction
between adjacent kagome planes cannot be neglected. Due to
the short distances between kagome planes, the topology of
the exchange interaction in Nd3BWO9 is three dimensional.
In fact, the shortest superexchange Nd-O-Nd pathway (near-
est neighbors, J1) links rare-earth ions belonging to different
kagome planes [Fig. 1(b)]. These couplings are arranged
into isolated twisted three-legged spin tubes, one-dimensional
structures that extend perpendicular to the kagome planes
[see Fig. 1(d)]. Noteworthy, the resulting structure consid-
ering only nearest-neighbor coupling is bipartite. A single
tube would show no frustration, highlighting the relevance of
further neighbor interactions. A three-dimensional structure
with several exchange parameters may have to be regarded, as
opposed to the originally suggested kagome structure. Yet, the
onset of static magnetic order is extremely suppressed by the

strong magnetic frustration f = −θW /TN ≈ 12.6, confirmed
from magnetic susceptibility.

Six magnetic rare-earth Nd3+ ions occupy general Wyckoff
positions in the unit cell. The reduced point symmetry around
the Nd3+ ions [Fig. 1(e)] fully lifts the degeneracy of the total
angular momentum levels (J = 9

2 ) into five Kramers doublets.
The strong CEF isolates a single Kramers doublet with a large
gap to excited multiplets. The obtained zero-field entropy is
consistent with a value of S = R ln(2). These two observa-
tions show that Nd3BWO9 can be described as an effective
spin S = 1

2 system below 100 K. However, the low symmetry
precludes attempts to identify unequivocally a CEF Hamil-
tonian and to extract the eigenstates of the lowest-energy
multiplet.

Both magnetization and susceptibility suggest very little
magnetocrystalline anisotropy. Susceptibility measurements
suggest no preferential direction in the high-temperature para-
magnetic state. In addition, low-temperature magnetization in
the fully saturated pseudospin phase shows no increase up
to the highest probed fields. The increase of magnetization
may be a rough estimator of the eigenstate admixing due to
anisotropies (via Van Vleck terms). No appreciable change in
magnetization is observed up to 2 T, indicating the total mag-
netization in the restricted pseudospin subspace is likely to
be an approximately good quantum number. It is, thus, likely
that the low-energy physics in Nd3BWO9 can be described in
terms of a highly symmetric spin Hamiltonian. A small axial
anisotropy may be needed to account for the sharp features
found for H ‖ c.

To map out the phase diagram in the low-temperature
regime for Nd3BWO9 we use specific-heat measurements.
Using a combination of all outlined techniques,we identify
several regions of magnetic order. As shown in Fig. 12, the
system reveals complex behavior, with two different domes of
long-range order observed for each configuration.

A low-field phase (A) extends roughly up to 0.6 T for
both studied orientations. This phase possesses commensurate
order with propagation vector Q = (0, 0, 1

3 ). Magnetization
measurements show that this phase is hardly magnetizable,
suggesting a gapped state in this field range. Although further
analysis is needed to understand the magnetic structures of the
different phases in detail, a series of general remarks can be
deduced from the data. For phase A, the presence of reflec-
tions (0, 0,± 2

3 ) forbids the existence of a collinear structure
with spins parallel to c. Thus, a coplanar structure in the ab
plane is likely realized.

By increasing the magnetic field the system transitions into
a field-induced ordered phase. A field H ‖ a∗ leads to the frac-
tional m = 1

3 plateau phase B, characterized by a propagation
vector Q = (0, 1

2 , 1
2 ). The additional presence of wave vectors

( 1
2 , 0, 1

2 ) and equivalent suggests a multi-Q structure or the
presence of domains in the B phase.

Strikingly, the order realized in the plateau is completely
different when fields are applied in the basal ab plane or per-
pendicular to it. In a field H ‖ c, phase C is found with prop-
agation vector Q = ( 1

3 , 1
3 , 1

3 ). In contrast, saturation H ‖ c
through a sharp first-order phase transition. Magnetocaloric
effect supports this claim. A tricritical termination point ap-
pears where first- and second-order transition lines converge
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their corresponding magnetic propagation vector, as discussed in the
text.

as shown in Fig. 12(b), at 0.20 K and 0.975 T. The presence of
magnetic reflections ( 1

3 , 1
3 ,− 1

3 ) and equivalent also indicates
a complex spin texture, with either a multi-Q structure or the
presence of domains. While here domains may be consistent
with the observed first-order transition to saturation, it is not
possible at this stage to exclude either possibility.

The existence of a tricritical point only for one orientation
may be related to the large spin-lattice interaction stemming
from strong spin-orbit coupling. The transition to saturation
for H ‖ c can be prematurely precipitated via an “order-
by-distortion” [42] mechanism. A gain in magnetic energy
compensates a small loss in elastic energy, leading to a first-

order transition to saturation. Although our neutron diffraction
data show no evident change in the space group or lattice
parameters in the high-field phase, a detailed study would be
necessary to discard this possibility.

Phases A and B appear to merge below 100 mK at 0.56 T.
A first-order phase transition is speculated between A and
B, with a termination bicritical point where all phase bound-
aries meet. Neutron diffraction data in Fig. 11(a) indicate the
phases will likely merge slightly below 120 mK. Interest-
ingly, between A and C the phase boundaries seem to develop
smoothly down to the lowest measured temperatures and con-
verge at T = 0. Neutron data at 55 mK show the phases
are still separated by paramagnetism at this temperature in
Fig. 11(b). A highly nontrivial order-to-order quantum phase
transition may take place between A and C at zero temperature
(indicated with a question mark). Precise measurements in the
vicinity of these phase transitions would provide important
insight on their nature. However, the strong signal from nu-
clear degrees of freedom and the extremely low temperatures
involved prevent further investigation.

The double-hump features in specific-heat capacity above
the transition temperature (black arrows in Fig. 6) represent a
crossover from the low-field disordered phase to the high-field
polarized phase. Such features can be understood in terms of
models of hard-core bosons and are usually associated with
quantum critical behavior in one-dimensional (1D) magnets
[43,44]. They can be observed in several quasi-1D antifer-
romagnets [31,32], and therefore suggest the relevance of
one-dimensional correlations for the physics of Nd3BWO9.
These modulations are accentuated when the field is applied
along the direction of the spin tubes (H ‖ c). Notably, despite
the first-order nature of the transition these modulations are
still present and seem to be most prominent around the tricrit-
ical termination point.

Plateaus in the magnetically ordered sector are a hall-
mark of frustrated magnets. The existence of magnetization
plateaus (and particularly at 1

3 of saturation) has been pre-
dicted for both kagome antiferromagnets [45,46], as well as
for a model of isolated spin tubes with a weak triangular rung
interaction [see Fig. 1(c)] [47–49]. The presence of magneti-
zation plateaus independent of the orientation of the applied
magnetic field suggests a stabilizing interplay between frus-
tration mechanisms.

Finally, we comment on the origin of the observed
incommensurate-commensurate (IC-C) transition. Dipolar in-
teractions are not uncommon in the study of rare-earth-based
magnets due to their large magnetic moments [μ(Nd3+) =
3.6μB] [50]. Their stabilizing role on incommensurate struc-
tures at temperatures above commensurate order has been
argued in several systems with hexagonal structure [51–53].
The realization of a IC-C transition at zero field opens the
question to the importance of dipolar coupling for the low-
temperature properties of Nd3BWO9.

We conclude the discussion by comparing Nd3BWO9 to its
isostructural compounds. To this point, only two other systems
in the R3BWO9 family have been studied at low temperatures.
NMR spectra reveal an inconmmensurate magnetic structure
in Sm3BWO9 [54], while a dynamical state has been proposed
for Pr3BWO9 at temperatures as low as 90 mK [55]. These
two systems have been analyzed in terms of 2D Hamiltonians
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based on the existence of the kagome planes. However,
our work highlights the presence of three-dimensional cou-
plings and the potential dominance of the one-dimensional
spin tubes. The discussion outlined here is inevitably rele-
vant for investigations on other members of the family of
R3BWO9.

V. CONCLUSION

We have presented a comprehensive study of the low-
temperature physics of the highly frustrated quantum anti-
ferromagnet Nd3BWO9. Calorimetric and neutron scattering
data support the realization of strongly interacting effective
spin- 1

2 moments below 100 K. Our measurements reveal a
complex magnetic phase diagram below 300 mK, featuring
magnetization plateaus for all field orientations. The ordering
brings about important insight about the relevant magnetic
interactions. Different magnetic structures are realized in

the plateau states, depending on the direction of the mag-
netic field. Even though the phase diagram is considerably
anisotropic, it can be described in terms of an effective S = 1

2
pseudospin.

The experimental framework provided here is key for fu-
ture studies on Nd3BWO9 and in the remaining members of
the R3BWO9. The presence of the spin-tube structures per-
pendicular to the kagome planes indicates that the magnetic
properties of these highly frustrated systems cannot be un-
derstood in terms of kagome-lattice physics. Further work is
needed to fathom the effective dimensionality of the magnetic
lattice.
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Kageyama, T. Waki, and Y. Ueda, Europhys. Lett. 81, 67004
(2008).

[4] N. Wada, K. Ubukoshi, and K. Hirakawa, J. Phys. Soc. Jpn. 51,
2833 (1982).

[5] M. Mourigal, M. Enderle, B. Fåk, R. K. Kremer, J. M. Law, A.
Schneidewind, A. Hiess, and A. Prokofiev, Phys. Rev. Lett. 109,
027203 (2012).

[6] V. K. Bhartiya, K. Y. Povarov, D. Blosser, S. Bettler, Z. Yan,
S. Gvasaliya, S. Raymond, E. Ressouche, K. Beauvois, J. Xu
et al., Phys. Rev. Res. 1, 033078 (2019).

[7] E. Kermarrec, R. Kumar, G. Bernard, R. Henaff, P. Mendels, F.
Bert, P. L. Paulose, B. K. Hazra, and B. Koteswararao, Phys.
Rev. Lett. 127, 157202 (2021).

[8] P. W. Anderson, Mater. Res. Bull. 8, 153 (1973).
[9] Y. Zhou, K. Kanoda, and T.-K. Ng, Rev. Mod. Phys. 89, 025003

(2017).
[10] L. Savary and L. Balents, Rep. Prog. Phys. 80, 016502 (2017).
[11] J. R. Chamorro, T. M. McQueen, and T. T. Tran, Chem. Rev.

121, 2898 (2021).
[12] C. Broholm, R. J. Cava, S. A. Kivelson, D. G. Nocera, M. R.

Norman, and T. Senthil, Science 367, eaay0668 (2020).
[13] B. Bernu, C. Lhuillier, E. Kermarrec, F. Bert, P. Mendels, R. H.

Colman, and A. S. Wills, Phys. Rev. B 87, 155107 (2013).
[14] H. K. Yoshida, J. Phys. Soc. Jpn. 91, 101003 (2022).
[15] M. D. LeBlanc, M. L. Plumer, J. P. Whitehead, and B. W.

Southern, Phys. Rev. B 88, 094406 (2013).
[16] H. Yoshida, N. Noguchi, Y. Matsushita, Y. Ishii, Y. Ihara, M.

Oda, H. Okabe, S. Yamashita, Y. Nakazawa, A. Takata et al.,
J. Phys. Soc. Jpn. 86, 033704 (2017).

[17] R. Okuma, D. Nakamura, T. Okubo, A. Miyake, A. Matsuo,
K. Kindo, M. Tokunaga, N. Kawashima, S. Takeyama, and Z.
Hiroi, Nat. Commun. 10, 1229 (2019).

[18] H. O. Jeschke, H. Nakano, and T. Sakai, Phys. Rev. B 99,
140410(R) (2019).

[19] M. Iqbal, D. Poilblanc, and N. Schuch, Phys. Rev. B 101,
155141 (2020).

[20] S. Jahromi, R. Orus, D. Poilblanc, and F. Mila, SciPost Phys. 9,
092 (2020).

[21] M. Ashtar, J. Guo, Z. Wan, Y. Wang, G. Gong, Y. Liu, Y. Su,
and Z. Tian, Inorg. Chem. 59, 5368 (2020).

[22] A. Majchrowski, E. Michalski, and A. Brenier, J. Cryst. Growth
247, 467 (2003).

[23] D. Blosser, L. Facheris, and A. Zheludev, Rev. Sci. Instrum. 91,
073905 (2020).

[24] A. Scheie, J. Appl. Crystallogr. 54, 356 (2021).
[25] S. E. Dutton, M. Kumar, M. Mourigal, Z. G. Soos, J.-J. Wen,

C. L. Broholm, N. H. Andersen, Q. Huang, M. Zbiri, R.
Toft-Petersen, and R. J. Cava, Phys. Rev. Lett. 108, 187206
(2012).

[26] K. Kimura, S. Nakatsuji, J.-J. Wen, C. Broholm, M. B. Stone,
E. Nishibori, and H. Sawa, Nat. Commun. 4, 1934 (2013).

[27] A. C. Anderson, B. Holmström, M. Krusius, and G. R. Pickett,
Phys. Rev. 183, 546 (1969).

[28] B. Bleaney, J. Appl. Phys. 34, 1024 (1963).
[29] B. Andraka and Y. Takano, Rev. Sci. Instrum. 67, 4256 (1996).
[30] B. Andraka and Y. Takano, Rev. Sci. Instrum. 82, 016103

(2011).
[31] C. Rüegg, K. Kiefer, B. Thielemann, D. F. McMorrow, V.

Zapf, B. Normand, M. B. Zvonarev, P. Bouillot, C. Kollath,
T. Giamarchi, S. Capponi, D. Poilblanc, D. Biner, and K. W.
Krämer, Phys. Rev. Lett. 101, 247202 (2008).

[32] D. Blosser, V. K. Bhartiya, D. J. Voneshen, and A. Zheludev,
Phys. Rev. Lett. 121, 247201 (2018).

[33] S. Hayashida, D. Blosser, K. Y. Povarov, Z. Yan, S. Gvasaliya,
A. N. Ponomaryov, S. A. Zvyagin, and A. Zheludev, Phys. Rev.
B 100, 134427 (2019).

[34] D. Flavián, S. Hayashida, L. Huberich, D. Blosser, K. Y.
Povarov, Z. Yan, S. Gvasaliya, and A. Zheludev, Phys. Rev. B
101, 224408 (2020).

[35] V. Zapf, M. Jaime, and C. D. Batista, Rev. Mod. Phys. 86, 563
(2014).

174406-11

https://doi.org/10.1103/PhysRevLett.129.087201
https://doi.org/10.1103/PhysRevB.75.134412
https://doi.org/10.1209/0295-5075/81/67004
https://doi.org/10.1143/JPSJ.51.2833
https://doi.org/10.1103/PhysRevLett.109.027203
https://doi.org/10.1103/PhysRevResearch.1.033078
https://doi.org/10.1103/PhysRevLett.127.157202
https://doi.org/10.1016/0025-5408(73)90167-0
https://doi.org/10.1103/RevModPhys.89.025003
https://doi.org/10.1088/0034-4885/80/1/016502
https://doi.org/10.1021/acs.chemrev.0c00641
https://doi.org/10.1126/science.aay0668
https://doi.org/10.1103/PhysRevB.87.155107
https://doi.org/10.7566/JPSJ.91.101003
https://doi.org/10.1103/PhysRevB.88.094406
https://doi.org/10.7566/JPSJ.86.033704
https://doi.org/10.1038/s41467-019-09063-7
https://doi.org/10.1103/PhysRevB.99.140410
https://doi.org/10.1103/PhysRevB.101.155141
https://doi.org/10.21468/SciPostPhys.9.6.092
https://doi.org/10.1021/acs.inorgchem.9b03547
https://doi.org/10.1016/S0022-0248(02)02063-8
https://doi.org/10.1063/5.0005850
https://doi.org/10.1107/S160057672001554X
https://doi.org/10.1103/PhysRevLett.108.187206
https://doi.org/10.1038/ncomms2914
https://doi.org/10.1103/PhysRev.183.546
https://doi.org/10.1063/1.1729355
https://doi.org/10.1063/1.1147523
https://doi.org/10.1063/1.3521656
https://doi.org/10.1103/PhysRevLett.101.247202
https://doi.org/10.1103/PhysRevLett.121.247201
https://doi.org/10.1103/PhysRevB.100.134427
https://doi.org/10.1103/PhysRevB.101.224408
https://doi.org/10.1103/RevModPhys.86.563


D. FLAVIÁN et al. PHYSICAL REVIEW B 107, 174406 (2023)

[36] Y. Kohama, C. Marcenat, T. Klein, and M. Jaime, Rev. Sci.
Instrum. 81, 104902 (2010).

[37] Y. Kohama, J. Phys. Soc. Jpn. 91, 101004 (2022).
[38] M. C. Hatnean, M. R. Lees, O. A. Petrenko, D. S. Keeble,

G. Balakrishnan, M. J. Gutmann, V. V. Klekovkina, and B. Z.
Malkin, Phys. Rev. B 91, 174416 (2015).

[39] J. Xu, V. K. Anand, A. K. Bera, M. Frontzek, D. L. Abernathy,
N. Casati, K. Siemensmeyer, and B. Lake, Phys. Rev. B 92,
224430 (2015).

[40] M. Ashtar, M. A. Marwat, Y. X. Gao, Z. T. Zhang, L. Pi, S. L.
Yuan, and Z. M. Tian, J. Mater. Chem. C 7, 10073 (2019).

[41] F. A. Cevallos, S. Guo, and R. Cava, Mater. Res. Express 5,
126106 (2018).

[42] O. Tchernyshyov, R. Moessner, and S. L. Sondhi, Phys. Rev.
Lett. 88, 067203 (2002).

[43] V. E. Korepin and N. A. Slavnov, Commun. Math. Phys. 129,
103 (1990).

[44] S. Sachdev, T. Senthil, and R. Shankar, Phys. Rev. B 50, 258
(1994).

[45] T. Sakai and H. Nakano, Phys. Rev. B 83, 100405(R) (2011).
[46] S. Capponi, O. Derzhko, A. Honecker, A. M. Läuchli, and J.

Richter, Phys. Rev. B 88, 144416 (2013).
[47] J.-B. Fouet, A. Läuchli, S. Pilgram, R. M. Noack, and F. Mila,

Phys. Rev. B 73, 014409 (2006).
[48] K. Yonaga and N. Shibata, J. Phys. Soc. Jpn. 84, 094706 (2015).
[49] T. Sakai, M. Sato, K. Okunishi, K. Okamoto, and C. Itoi,

J. Phys.: Conf. Ser. 400, 032075 (2012).
[50] S. E. Palmer and J. T. Chalker, Phys. Rev. B 62, 488 (2000).
[51] H. Shiba and N. Suzuki, J. Phys. Soc. Jpn. 51, 3488 (1982).
[52] N. Suzuki, J. Phys. Soc. Jpn. 52, 3199 (1983).
[53] R. S. Gekht and V. I. Ponomarev, Phase Transitions 20, 27

(1990).
[54] K.-Y. Zeng, F.-Y. Song, L.-S. Ling, W. Tong, S.-L. Li,

Z.-M. Tian, L. Ma, and L. Pi, Chin. Phys. Lett. 39, 107501
(2022).

[55] K. Y. Zeng, F. Y. Song, Z. M. Tian, Q. Chen, S. Wang, B. Liu, S.
Li, L. S. Ling, W. Tong, L. Ma et al., Phys. Rev. B 104, 155150
(2021).

174406-12

https://doi.org/10.1063/1.3475155
https://doi.org/10.7566/JPSJ.91.101004
https://doi.org/10.1103/PhysRevB.91.174416
https://doi.org/10.1103/PhysRevB.92.224430
https://doi.org/10.1039/C9TC02643F
https://doi.org/10.1088/2053-1591/aae22c
https://doi.org/10.1103/PhysRevLett.88.067203
https://doi.org/10.1007/BF02096781
https://doi.org/10.1103/PhysRevB.50.258
https://doi.org/10.1103/PhysRevB.83.100405
https://doi.org/10.1103/PhysRevB.88.144416
https://doi.org/10.1103/PhysRevB.73.014409
https://doi.org/10.7566/JPSJ.84.094706
https://doi.org/10.1088/1742-6596/400/3/032075
https://doi.org/10.1103/PhysRevB.62.488
https://doi.org/10.1143/JPSJ.51.3488
https://doi.org/10.1143/JPSJ.52.3199
https://doi.org/10.1080/01411599008206867
https://doi.org/10.1088/0256-307X/39/10/107501
https://doi.org/10.1103/PhysRevB.104.155150

