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Theory of nematic charge orders in kagome metals
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Kagome metals AV3Sb5 (A = K,Rb,Cs) exhibit an exotic charge order (CO), involving three order parameters,
with broken translation and time-reversal symmetries compatible with the presence of orbital currents. The
properties of this phase are still intensely debated, and it is unclear if the origin of the CO is mainly due to
electron-electron or electron-phonon interactions. Most of the experimental studies confirm the nematicity of
this state, a feature that might be enhanced by electronic correlations. However, it is still unclear whether the
nematic CO becomes stable at a temperature equal to (Tnem = TC) or lower than (Tnem < TC) that of the CO itself.
Here, we systematically characterize several CO configurations, some proposed for the new member of the
family ScV6Sn6, by combining phenomenological Ginzburg-Landau theories, valid irrespective of the specific
ordering mechanism, with mean-field analysis. We find a few configurations for the CO that are in agreement
with most of the experimental findings to date and that are described by different Ginzburg-Landau potentials.
We propose to use resonant ultrasound spectroscopy to experimentally characterize the order parameters of the
CO, such as the number of their components and their relative amplitude, and we provide an analysis of the
corresponding elastic tensors. This might help to explain which mean-field configuration found in our study is
the most representative for describing the CO state of kagome metals, and it can provide information regarding
the nematicity onset temperature Tnem with respect to TC.

DOI: 10.1103/PhysRevB.107.155131

I. INTRODUCTION

The interplay between electronic correlations and nontriv-
ial band features has become a major topic in condensed-
matter physics, which is reflected particularly prominently
in kagome metals [1,2]. Indeed, the band structure of the
kagome lattice hosts Dirac cones, van Hove singularities, and
a flat band, which, in the presence of strong electron-electron
repulsion, might support several kinds of orderings, includ-
ing nontrivial topological states. The compounds AV3Sb5

(A = K,Rb,Cs) form a hexagonal lattice with space group
P6/mmm, and they show a layered kagome lattice formed by
the vanadium atoms. The V-3d orbitals contribute to most of
the states at the Fermi level, and they are responsible for the
presence of several van Hove singularities close to zero energy
[3]. The low-energy band structure of these systems can be
conveniently described with orbitals belonging to a single
kagome layer, suggesting the almost two-dimensional nature
of their electronic properties [4]. By lowering the temperature
of these compounds below TC ∼ 90 K, kagome metals display
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the onset of a 2×2 in-plane charge-order (CO), character-
ized by the presence of three ordering peaks (3Q) seen in
x-ray diffraction and scanning tunneling microscopy measure-
ments [5–7], pointing to the presence of three independent
order parameters �1, �2, and �3 [8–10]. This state might
have additional ×2 or ×4 out-of-plane components [11–15],
which can even coexist [16], but recent resonant elastic x-ray
scattering measurements performed on CsV3Sb5 suggest the
presence of two COs characterized by 2×2×1 and 2×2×2
unit cells, with the former involving the vanadium 3d-orbitals
and the latter involving the antimony 5p-orbitals [17], not in
disagreement with simulations that underline the role of the
Sb-related bands in the formation of the three-dimensional
ordered state [18]. Despite the fact that, by simple electron
counting, one would expect a magnetic V4+ ion per formula
unit in the ionic limit, the phase diagram of these compounds
does not show features of emergent magnetism [19].

The bilayer material ScV6Sn6, similarly to other kagome
metals, has kagome nets formed by vanadium atoms. The
onset of nonmagnetic CO has recently been found in this
compound at the transition temperature ∼92 K [20], close to
TC measured for AV3Sb5 (A = K,Rb,Cs). This CO shows the
features of 3Q ordering, i.e., the presence of three independent
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order parameters, but it is characterized by a
√

3×√
3(×3)

reconstruction [20–22]. Similar translational symmetry break-
ing might also be relevant for CsV3Sb5 [23] and for the ground
state of the extended Hubbard model on the kagome lattice
[24]. Since ScV6Sn6 belongs to the large family of hexagonal
HfFe6Ge6-type compounds, it holds the promise of broad
tuning opportunities.

Several experiments, including c-axis resistivity [25],
nuclear magnetic resonance (NMR) [26], muon-spin re-
laxation/rotation (μSR) [27], polarization resolved Raman
spectroscopy [28], and optical polarization rotation [29],
have confirmed that CO in AV3Sb5 (A = K,Rb,Cs) has only
twofold (C2) symmetry, which is believed to be connected to
electronic nematicity. This is also related to the chiral nature
of the state, i.e., the broken in-plane mirror symmetry, which
has been observed by measuring the electronic magnetochiral
anisotropy [30]. However, it is still unclear at which tempera-
ture electronic nematicity sets in. Several experiments suggest
a reduction of the rotational symmetry of the system from C6

to C2 at the transition temperature of the CO, as confirmed
by micron-scale spatially resolved angle-resolved photoelec-
tron spectroscopy (ARPES) on KV3Sb5 [31] and by scanning
birefringence microscopy on all three compounds AV3Sb5

(A = K,Rb,Cs) [32]. This reduced rotational symmetry might
be due to a π -shift between the 2×2 CO in two consecutive
kagome layers, implying that at least two of the order pa-
rameters might also have an out-of-plane component [33,34].
Within this interpretation, a single kagome layer would retain
the original sixfold rotational symmetry of the lattice even
beyond the onset of the CO, i.e., the in-plane components of
the order parameters satisfy the relation |�1| = |�2| = |�3|.
However, the stacking of different layers reduces the symme-
try of the system to C2. This way of lowering the rotational
symmetry can be regarded as “weak” nematicity, as opposed
to the “strong” one that is found at much lower temperatures
than the CO, Tnem ∼ 30 K [26,35], where the system explicitly
breaks the sixfold rotational symmetry of each kagome layer.
Thus, for a two-dimensional kagome lattice, the “weak” ne-
matic regime would be characterized by |�1| = |�2| = |�3|,
while the “strong” nematic regime has |�1| = |�3| �= |�2|
(one component has to be different from the other two). The
onset of the nematic CO at the transition temperature for the
translational symmetry breaking would imply the presence of
a nematic metal above TC (at the transition point, the ordered
state must inherit the point group symmetries of the high-
temperature phase [36]), which might be related to anisotropic
fluctuations of the order parameters [37,38].

Other measurements have confirmed that the CO observed
in kagome metals breaks time-reversal symmetry (TRS), sug-
gesting the three order parameters � j to be complex. The
breaking of TRS is confirmed by μSR experiments [27,39,40],
by the detection of a giant anomalous Hall effect [41,42],
and by magneto-optical Kerr measurements [29,32,43], even
if more recent analyses question these observations [44–46].
The absence of magnetic ordering together with broken TRS
suggested an orbital current state as a possible candidate for
this phase, akin to the ones described by the Haldane model
on the honeycomb lattice or by the Varma model on the Lieb
lattice [47,48].

Understanding the leading mechanism for the onset of
the CO is interesting per se. However, this becomes even
more relevant considering that, by lowering the temperature
of AV3Sb5 (A = K,Rb,Cs) below ∼2 K [5,49,50], these sys-
tems show superconducting (SC) features. The SC state might
inherit the properties of the higher-temperature phase [51]
and might be stabilized by charge fluctuations [52]. Yet the
experimental evidence collected so far has not settled the
debate about the leading mechanism causing the SC instabil-
ity. The critical temperatures for the SC transition estimated
from the electron-phonon coupling strength are lower than
the experimental values, suggesting an important role of elec-
tronic correlations [4,7]. Furthermore, the absence of the
Kohn anomaly in inelastic x-ray scattering measurements at
the onset of the CO indicates small electron-phonon interac-
tions (EPI) in these materials [13], even if the weak first-order
character of the transition might explain the lack of this fea-
ture [17,53–55]. Instead, recent ARPES [56,57] and Raman
scattering (RS) [58] measurements underline the relevant role
of the momentum dependence and of the strong local EPI
[59], respectively, in the stabilization of the CO, in contrast
to previous findings. Moreover, time-resolved ARPES signals
registered during the melting of the CO were interpreted to
confirm the critical role of phonons in the stabilization of the
CO state [60].

The theoretical analysis that has been conducted so far for
this class of compounds does not unambiguously solve the
conundrum of the origin of the CO in the kagome metals.
Indeed, several proposals have been advanced in the literature,
some of them suggesting an electronic mechanism based on a
generalized Peierls instability with wave vectors that corre-
spond to the three inequivalent momenta (3Q) that connect
the M-points of the Brillouin zone [7], and some pointing at
the crucial role of the saddle point van Hove singularities in
the electronic band structure at the Fermi level to drive the
CO [61,62], underlining that the Peierls mechanism cannot
always properly describe the occurrence of the ordering in-
stability in real compounds [63]. Other analyses suggest a
prominent role of the EPI. However, it is not clear whether the
k-dependence [64] or the local (Jahn-Teller) character of the
EPI [65,66] is more important. The discrepancy among these
interpretations becomes even more baffling considering that
all of them are obtained by performing simulations based on
density functional theory (DFT) with exchange-correlation in-
teraction described by the generalized gradient approximation
and parametrized by the Perdew-Burke-Ernzerhof functional
with DFT-D3 van der Waals correction. Most of the available
DFT simulations neglect the onset of nematicity, with notable
exceptions that relate it to lattice distortions rather than to
electronic correlations [66,67].

Taking even one further step back, before resolving the CO
origin it is crucial to first determine the precise nature of the
CO. Self-consistent mean-field theories such as Kohn-Sham
DFT cannot unambiguously distinguish between a charge
density wave (CDW), a state characterized by on-site order
parameters, and a charge-bond order (CBO), which instead
has intersite � j components as its building blocks. Indeed,
the presence of one of the two orders also induces the other,
turning this into a chicken and egg problem.
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A minimal model that is believed to encode the most
salient properties of kagome metals is the single-band ex-
tended Hubbard model defined on the kagome lattice at the
(p-type) van Hove filling. Without interaction, this tight-
binding model leads to the so-called sublattice interference
mechanism. This means that parallel portions of the Fermi
surface are characterized by a different sublattice index, which
makes the local Hubbard interaction ineffective in inducing
a finite wave-vector ordered state, which, in turn, leads to a
more relevant role of the nearest-neighbor Coulomb repul-
sion [68]. However, different methods applied to the study
of this model provide very different results, with functional
renormalization group suggesting the ground state to be a
CBO driven by electronic instabilities [8,9], while varia-
tional Monte Carlo indicates a critical role of phonons for
the stabilization of this phase [24]. Finally, self-consistent
mean-field calculations point out the crucial role of the
next-nearest-neighbor Coulomb interaction, even if the mag-
nitude is unrealistically large, in getting a CO with broken
TRS [69,70].

Given the above-explained controversy about the ori-
gin of charge order in kagome metals, and the fact that
even a delicate interplay between electronic correlations and
electron-phonon coupling might be at play, as is the case in
other vanadium-based compounds such as VO2 [71], we take
here a phenomenological perspective that disregards the origin
of the ordered state starting from a minimal set of hypotheses
concerning the CO. We assume the following:

(i) A 3Q ordering, i.e., the presence of three order parame-
ters �1, �2, and �3.

(ii) An in-plane 2×2 (
√

3×√
3) reconstruction.

(iii) Unbroken point group symmetries of the lattice in the
high-temperature metal (unless otherwise specified).

The resulting Ginzburg-Landau (GL) potentials host solu-
tions with both nematic character and broken TRS [72–75].
In particular, the 3Q ordering is crucial for the onset of ne-
maticity since it permits lowering the C6 symmetry of the
system even if we assume |�1| = |�2| = |�3| at the insta-
bility level due to high-order terms in the GL expansion. We
stress that, in the framework provided by the single-band Hub-
bard model, the order parameters of the CDW couple to the
local electronic number operator on site j, � jn j . Since n j is
a Hermitian operator, in this case � j would be real, impeding
the breaking of TRS [76]. On the other hand, for the CBO
the order parameters couple to the nearest-neighbor electronic
hopping (which is not a Hermitian operator), allowing for a
TRS broken state. For this reason, we believe that CBO is a
more natural candidate state to describe the physics of kagome
metals than the on-site CDW.

Furthermore, we analyze the real-space form of the CBO
induced by the three fields �1, �2, and �3 and by elec-
tronic correlations. Although a similar analysis was already
performed for kagome metals [74], we aim here to gener-
alize it by taking into account all the 2×2 CBOs that have
been suggested in the literature, such as the hexagonal (Hex),
the trihexagonal (TrH), and the star of David (SoD) (to-
gether with their antipartners); see the patterns in Figs. 1–3(a)
[7,18,55,56,58,65,70,77–84]. Besides that, we consider also
the

√
3×√

3 CBO; see the pattern in Fig. 4(a) [20,21,23,24].

The article is structured as follows. In Sec. II, we study
several CBO patterns and their corresponding GL potentials.
We analyze in which regime of parameters the GL free energy
might support the onset of TRS breaking and of nematic-
ity, and we perform a mean-field calculation providing a
real-space representation of the corresponding CBO. We find
that nematicity can occur in two ways: through a different
phase, and through a different amplitude of the complex order
parameters �1, �2, and �3. In Sec. III, we discuss how
resonant ultrasound spectroscopy (RUS) can be applied in the
present context and which information one might extract from
it [85–87]. In particular, we show that RUS can distinguish
whether the order parameters have one or two components,
and that it might provide information regarding the critical
temperature Tnem for the onset of the nematic CBO. Finally,
Sec. IV is devoted to discussing theoretical and experimental
implications of our results and to concluding remarks.

II. GINZBURG-LANDAU AND MEAN-FIELD ANALYSIS

The precise form of the 2×2 in-plane modulation of the
kagome lattice in the kagome metals AV3Sb5 (A = K,Rb,Cs)
is not known. For this reason, we describe all the proposals
that have been, to the best of our knowledge, advanced for
this phase. We consider a modulation of real-space hoppings
that preserves the mirror C6 symmetries of the lattice. In
this respect, there are three possibilities: a Hex [Fig. 1(a)],
a TrH [Fig. 2(a)], and a SoD [Fig. 3(a)] pattern, and their
corresponding “anti-” partners (which, however, do not differ
from the point of view of the GL potential) [77]. A similar
possibility is analyzed for a different ordering vector, which
leads to a

√
3×√

3 unit cell [Fig. 4(a)]. Even in this case, no
assumptions on the origin of the ordered state are made. Since
the kagome lattice has three independent directions, each ro-
tated by ±2π/3 with respect to the other, we can define three
independent order parameters �1, �2, and �3, represented,
for instance, in Figs. 2(a) and 4(a) [8]. In Figs. 1(a)–1(c)
and Figs. 3(a)–3(c), six � parameters are displayed, however
�4, �5, and �6 are dependent on �1, �2, and �3 (see the
corresponding captions for further details).

Since the CBO might break the TRS, we allow the order
parameters to be complex. The sign of the phase acquired by
an electron during a hopping process is given by the direction
of the arrows shown in Figs. 1(a)–1(c), 2(a)–2(c), 3(a)–3(c)
and 4(a)–4(c). For the 2×2 unit cell, we consider three config-
urations, already investigated in the literature [70,73–75,88],
for the imaginary part of the order parameters, each of them
represented in panels (a), (b), and (c), respectively, of Figs. 1–
3. Despite the fact that for the

√
3×√

3 CO there is currently
no evidence for the breaking of the TRS, we allow for this pos-
sibility by suggesting two patterns for the imaginary hoppings
represented in Figs. 4(b) and 4(c).

The general expression for the GL free energy
depends on the three order parameters as F ∝ h

∑
j � j +

α
∑

j,k � j�k + γ
∑

j,k,l � j�k�l + β
∑

j,k,l,m � j�k�l�m,
having arrested the expansion to the fourth order, neglected
the gradient terms, and disregarded the complex conjugations
for brevity. Panel (a) of Figs. 1–3 and panel (b) of Fig. 4
show the generating symmetries of the corresponding pattern,
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FIG. 1. Hexagonal charge-bond order. (a)–(c) Real-space representations of the Hex CBO, where solid (dashed) lines connecting two
nearest-neighbor atoms imply a positive (negative) sign for the real part of the order parameter Re[�i]. The arrows indicate the sign of
the imaginary part Im[�i], which is positive (negative) if we move along (opposite to) the direction of the arrow. (a) p6 wallpaper group
pattern and the corresponding generating symmetry operations (in green), which consist of two translations R1 : (�1, �2, �3, �4, �5, �6) →
(�1,�2, �3, �4, �5, �6) and R2 : (�1, �2, �3,�4, �5, �6) → (�1,�2, �3, �4, �5, �6) (which act as the identity), a rotation of 2π/6
around the center of the hexagonal pattern C6 : (�1, �2, �3, �4, �5, �6) → (�3, �1, �2, �6, �4, �5), a mirror symmetry with respect to
the dashed line shown in the image MP : (�1, �2, �3,�4, �5, �6) → (�∗

3,�
∗
2, �

∗
1, �

∗
6, �

∗
5, �

∗
4 ) and TRS : (�1, �2, �3, �4, �5, �6) →

(�∗
1, �

∗
2,�

∗
3, �

∗
4, �

∗
5, �

∗
6 ). These transformations have to be supplied with the condition (�4, �5, �6) → (�1, −�∗

2, �3), implying that the
six parameters are not independent, but they can be reduced to three order parameters. (b) p31m wallpaper group pattern with symme-
tries C6 : (�1,�2, �3, �4, �5, �6) → (�∗

3, �
∗
1,�

∗
2, �

∗
6, �

∗
4, �

∗
5 ), MP : (�1, �2, �3, �4,�5, �6) → (�∗

3, �
∗
2, �

∗
1, �

∗
6,�

∗
5, �

∗
4 ), and TRS :

(�1,�2, �3, �4, �5, �6) → (�∗
1, �

∗
2,�

∗
3, �

∗
4, �

∗
5, �

∗
6 ), together with (�4, �5, �6) → (�1, �

∗
2, �3). (c) p6 configuration with symmetry

transformations C6 : (�1, �2, �3, �4, �5,�6) → (�3, �1, �2,�6, �4, �5), MP : (�1, �2,�3, �4, �5,�6) → (�∗
3, �

∗
2, �

∗
1, �

∗
6, �

∗
5,�

∗
4 ),

TRS : (�1, �2,�3, �4, �5, �6) → (�∗
1, �

∗
2, �

∗
3, �

∗
4, �

∗
5,�

∗
6 ) and (�4,�5, �6) → (�∗

1, −�∗
2, �

∗
3 ). (d)–(f) Real-space representation of the

zero-temperature mean-field (U = 1.5, V = 0.8) occupation per site 〈ni〉, the bond correlation pattern |〈c†
i c j n.n. i〉|, and of the current

distribution corresponding to the order parameter configuration displayed in the panel above. Dark red corresponds to a large occupation
(strong bond), while dark blue corresponds to a small occupation (weak bond). The size of the arrows suggests the magnitude of the current
flowing through that bond. (d)–(f) ψ j = 0.3, φ1 = φ2 = φ3 = π/2.

consisting of two lattice translations R1 and R2, a sixfold
rotation C6, and a mirror plane MP. In addition to them, we
also consider the TRS. These symmetry operations might
force some of the contributions to the potential to be zero,
e.g., the linear or the cubic terms. Next, we analyze separately
each of the above-mentioned patterns for the CBO.

A. 2×2 unit cell: Hexagonal CBO

We start by analyzing the Hex CBO [Figs. 1(a)–1(c)]. By
writing each of the order parameters in terms of amplitude and
phase, � j = ψ jeiφ j , j = 1, 2, 3 and ψ j > 0, we arrive at the
expression of the GL potential [89]:

FHex =
∑

j

ψ2
j

[
α1 + α2 cos(2φ j ) + β

4
ψ2

j

]
, (1)

where the quartic interaction has been included in its simplest
time-reversal invariant form (the general expression of this
interaction is provided in the Supplemental Material [90]).
The combination of the contributions proportional to α1 and
β is characteristic of most of the GL potentials; the stabi-
lization of a state with finite (zero) amplitude ψ j is assured
by considering β > 0 and α1 < 0 (α1 > 0) below (above)
the critical temperature TC of the system; α1 ∝ T − TC. The
term proportional to α2 is minimized by φ j mod π = 0
for α2 < 0 and by φ j mod π = π/2 for α2 > 0. Thus, the
potential in Eq. (1) has only two nontrivial solutions: one
in which the order parameters are purely real, and one in
which they are purely imaginary. One can find an analytic

expression for the minima of Eq. (1), with ψ j =
√

2(|α2|−α1 )
β

,

implying |α2| > α1 below the critical temperature. Since our
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FIG. 2. Trihexagonal charge-bond order. (a)–(c) Real-space representations of the TrH CBO, where the same notation used in Figs. 1(a)–
1(c) is used. (a) p6 wallpaper group pattern [70] and the corresponding generating symmetry operations (in green), which consist of
two translations R1 : (�1, �2, �3) → (−�∗

1, �2,−�∗
3 ) and R2 : (�1, �2, �3) → (−�∗

1,−�∗
2, �3), a rotation of 2π/6 around the axis

orthogonal to the plane of the lattice passing through the center of the anti-tri-hexagonal pattern C6 : (�1, �2, �3) → (�3, �1, �2), a mirror
symmetry with respect to a plane orthogonal to the plane of the lattice passing through the green dashed line shown in the image MP :
(�1,�2, �3) → (�∗

3, �
∗
2, �

∗
1 ) and the time-reversal symmetry TRS : (�1, �2, �3) → (�∗

1, �
∗
2, �

∗
3 ). (b) p31m wallpaper group pattern [74]

with symmetries R1 : (�1, �2,�3) → (−�1, �2, −�3), R2 : (�1, �2,�3) → (−�1, −�2,�3), C6 : (�1, �2, �3) → (�∗
3, �

∗
1, �

∗
2 ), MP :

(�1,�2, �3) → (�∗
3, �

∗
2, �

∗
1 ), and TRS : (�1, �2,�3) → (�∗

1, �
∗
2, �

∗
3 ). (c) p6 configuration [70,73,75,88] with symmetry transformations

R1 : (�1, �2, �3) → (−�1,�2, −�3), R2 : (�1, �2, �3) → (−�1, −�2, �3), C6 : (�1,�2, �3) → (�3, �1,�2), MP : (�1, �2, �3) →
(�∗

3, �
∗
2,�

∗
1 ), and TRS : (�1, �2, �3) → (�∗

1, �
∗
2, �

∗
3 ). (d)–(f) Same quantities and values as described in the caption of Fig. 1. (d) ψ j = 0.3,

φ1 = φ2 = φ3 = π/2; (e), (f) ψ j = 0.3, φ1 = 2.4, φ2 = φ3 = 0.7.

primary goal is to stabilize a (nematic) state that breaks the
TRS, we assume α2 > 0, a condition that leads to purely
imaginary order parameters. With these assumptions, we do
not have to distinguish between the Hex [as represented in
Figs. 1(a)–1(c)] and the anti-Hex configurations.

To obtain additional information about the symmetry prop-
erties of the resulting state, we perform a mean-field analysis
of the extended Hubbard model on the kagome lattice in the
presence of the ordering fields � j , j = 1, 2, 3 [11,69]. The
Hamiltonian of the problem is

H ′ = − t
∑

〈i, j〉,σ
(c†

i,σ c j,σ + H.c.)

+ μ
∑

i

ni + U
∑

i

ni,↑ni,↓ + V
∑
〈i, j〉

nin j, (2)

where c†
i,σ (ci,σ ) corresponds to the creation (annihilation)

operator for one electron on site i and with spin σ , and
ni = ni,↑ + ni,↓ is the total occupation for site i (given by the
sum of the occupations per spin). In Eq. (2), t is the nearest-
neighbor hopping integral (t = 1 sets our energy scale), μ is
the chemical potential, which is fixed to have 2.5 electrons

every three sites (filling fraction 5/6, corresponding to the
p-type filling [68]), U sets the magnitude of the local Hubbard
repulsion, and V is the nearest-neighbor Coulomb interaction.
We consider the Hamiltonian (2) to be renormalized by � j , so

H = H ′ +
∑

R

�(R) · Ô(R), (3)

with Ô(R) the vector that contains all 24 (18) operators of
the form

∑
σ c†

i,σ c j,σ in the 2×2 (
√

3×√
3) unit cell at R,

with i and j nearest-neighbor sites, and �(R) is the vector
containing the corresponding values of �1, �2, and �3 as
represented in Figs. 1(a)–1(c).

The mean-field solutions of the Hamiltonian (3) are
shown in Figs. 1(d)–1(f) for the patterns represented in
Figs. 1(a)–1(c), respectively (additional details on the mean-
field procedure are provided in the Supplemental Material
[90–93]). In all these cases, the CDW and the CBO do not
break the rotational and the mirror symmetry of the problem,
and they can be identified as TrH [Fig. 1(d)] and anti-TrH
[Figs. 1(e) and 1(f)] configurations. Moreover, the imaginary
order parameters produce finite currents in the lattice, which
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FIG. 3. Star of David charge-bond order. (a)–(c) Real-space representations of the SoD CBO, where the same convention
introduced in Figs. 1(a)–1(c) is used. The translations act in a trivial way [R1 : (�1, �2,�3, �4, �5, �6) → (�1, �2,�3, �4, �5,�6)
and R2 : (�1, �2, �3, �4, �5,�6) → (�1, �2, �3,�4, �5, �6)]. (a) p6 wallpaper group pattern with generating symmetries
C6 : (�1, �2, �3, �4, �5,�6) → (�3, �1, �2,�6, �4, �5), MP : (�1, �2, �3, �4,�5, �6) → (�∗

3, �
∗
2, �

∗
1, �

∗
6,�

∗
5, �

∗
4 ), TRS :

(�1,�2, �3, �4, �5, �6) → (�∗
1, �

∗
2,�

∗
3, �

∗
4, �

∗
5, �

∗
6 ), and the mapping (�4,�5, �6) → (−�∗

1, −�∗
2, −�∗

3 ). (b) p31m wallpaper
group pattern with symmetries C6 : (�1, �2, �3, �4, �5, �6) → (�∗

3, �∗
1, �∗

2, �∗
6, �∗

4, �∗
5 ), MP : (�1, �2, �3, �4, �5, �6) →

(�∗
3, �∗

2, �∗
1, �∗

6, �∗
5, �∗

4 ), and TRS : (�1, �2,�3, �4, �5,�6) → (�∗
1, �

∗
2, �

∗
3, �

∗
4, �

∗
5,�

∗
6 ), together with (�4, �5, �6) →

(−�∗
1,−�2, −�∗

3 ). (c) p6 configuration with symmetry transformations C6 : (�1, �2,�3, �4, �5,�6) → (�3, �1, �2, �6, �4,�5),
MP : (�1, �2, �3, �4, �5, �6) → (�∗

3,�
∗
2, �∗

1, �∗
6, �∗

5, �∗
4 ), TRS : (�1, �2, �3, �4, �5, �6) → (�∗

1, �
∗
2, �

∗
3, �

∗
4, �

∗
5, �

∗
6 ), and

(�4, �5, �6) → (−�1, −�∗
2, −�3). (d)–(f) Same quantities and values as described in the caption of Fig. 1. (d) ψ1 = ψ3 = 0, ψ2 = 0.3,

φ2 = π/2. (e), (f) ψ1 = ψ3 = 0.35, ψ2 = 0.20, φ1 = 0, φ2 = π/2, and φ3 = π .

might reduce the rotational symmetry of the problem, as is the
case for Figs. 1(e) and 1(f), which are C3-symmetric. None of
the configurations reached is nematic.

B. 2×2 unit cell: Trihexagonal CBO

The configuration we analyze next is of the TrH (or anti-
TrH) type [77] [Fig. 2(a)], leading to the GL potential:

F a
TrH =

∑
j

ψ2
j

[
α1 + α2 cos(2φ j ) + β

4
ψ2

j

]

+ 8γ

3
ψ1ψ2ψ3 cos(φ1) cos(φ2) cos(φ3). (4)

When γ = 0, Eq. (4) reduces to Eq. (1). The
minimization of the cubic interaction leads to
ψ1 = ψ2 = ψ3 and (φ1, φ2, φ3) mod (2π, 2π, 2π ) =
(π, π, π ), (π, 0, 0), (0, π, 0) or (0, 0, π ) when γ > 0, while,
for γ < 0, the minima are (φ1, φ2, φ3) mod (2π, 2π, 2π ) =
(0, 0, 0), (π, π, 0), (π, 0, π ) or (0, π, π ). If we assume
α2 > 0 and α2 
 |γ |, the analytic expression found for
Eq. (1) also holds for the potential Eq. (4) [indeed, in this
case, we assume an irrelevant contribution coming from the

cubic term, effectively mapping Eq. (4) into Eq. (1)]. The
mean-field solution of the Hamiltonian in Eq. (3) with spatial
distribution of the order parameters shown in Fig. 2(a) is
represented in Fig. 2(d), and it is found to be identical to
Fig. 1(d), consistent with the purely imaginary nature of the
order parameters in the two cases. As a side remark, we notice
that the potential in Eq. (4) can describe a CDW with a 2×2
unit cell provided that we assume � j to be real-valued, i.e.,
φ j mod π = 0, and that they are local order parameters.

A different form of the GL potential can be obtained by
analyzing the patterns in Figs. 2(b) and 2(c). Both of them are
characterized by the same symmetry constraints, going across
two sign changes and three complex conjugations under the
action of the generating symmetry operations, leading to the
potential [72–74]

Fb
TrH =

∑
j

ψ2
j

[
α1 + α2 cos(2φ j ) + β

4
ψ2

j

]
+ 2

3
ψ1ψ2ψ3

×
[

(γ1 − γ2) cos

( ∑
j

φ j

)
+ 4γ2

∏
j

cos(φ j )

]
. (5)
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FIG. 4.
√

3×√
3 charge-bond order. (a)–(c) Real-space representations of the CBO with

√
3×√

3 unit cell. (a) Pattern belonging to
the p6 wallpaper group with real order parameters (�1, �2, �3). (b) The pattern belongs to the p6 wallpaper group, and the lattice
translations R1 and R2 act in a trivial way on the order parameter. The sixfold rotation transforms the vector of the order parameters as
C6 : (�1, �2, �3) → (�3, �1, �2). The mirror plane symmetry acts as MP : (�1, �2, �3) → (�3, �

∗
2, �1) while the time-reversal sym-

metry is TRS : (�1,�2, �3) → (�∗
1, �

∗
2,�

∗
3 ). (c) Pattern belonging to the p3m1 wallpaper group, characterized by the transformations

C6 : (�1, �2, �3) → (�∗
3,�

∗
1, �

∗
2 ), MP : (�1,�2, �3) → (�∗

3, �
∗
2,�

∗
1 ), and TRS : (�1, �2,�3) → (�∗

1, �
∗
2, �

∗
3 ). (d)–(f) Same quantities

and values as described in the caption of Fig. 1. (d) ψ1 = ψ2 = ψ3 = 0.3, φ1 = φ3 = π , φ2 = 0; (e) ψ1 = ψ3 = 0.26, ψ2 = 0.34, φ1 = φ3 = 0,
φ2 = 1.72; (f) ψ1 = ψ3 = 0.26, ψ2 = 0.34, φ1 = φ3 = −1.496, φ2 = 2.43. Panels (a) and (d), which display a real order parameter configu-
ration, are shown as a reference.

In passing, we notice that Eq. (5) reduces to Eq. (4) when
γ1 = γ2 = γ . The term proportional to γ1, when γ1 > 0 (γ1 <

0), is minimized by (φ1 + φ2 + φ3) mod 2π = π [(φ1 +
φ2 + φ3) mod 2π = 0], a condition that is satisfied, e.g., by
φ2 �= φ1,3 �= π/2, implying complex order parameters and
a Z3 symmetry that has been suggested to be relevant for
kagome metals [26,32,94] and for twisted bilayer graphene
[95]. In the case in which all φ j mod π �= 0, the phase reached
has also been called 3Q−3Q (the three order parameters are
all complex, having both real and imaginary components),
while, in the case φ2 mod π = 0 and φ1,3 mod π = π/2,
the phase has been called 2Q−1Q (two of the three order
parameters are purely imaginary and one is purely real) [96].
These phases can thus be regarded as limiting cases of the
condition (φ1 + φ2 + φ3) mod 2π = π enforced by γ1 > 0.
The term proportional to γ2 in Eq. (5) tends to stabilize real or-
der parameters, with φ1 = φ2 = φ3 = π mod 2π when γ2 > 0
and φ1 = φ2 = φ3 = 0 mod 2π when γ2 < 0. Both the cubic
terms concur in realizing a state with ψ1 = ψ2 = ψ3. The
presence of cubic interactions in Eqs. (4) and (5) might justify
the weak first-order character of the transition to the CO phase
observed for the kagome metals AV3Sb5 (A = K,Rb,Cs).

For γ2 = 0 [73–75], the potential in Eq. (5) describes the
onset of a C2-symmetric CBO with TrH shape, as confirmed

by the mean-field results displayed in Figs. 2(e) and 2(f), as
well as by previous analysis [72,74]. Despite the similarities
of the CBO and the CDW in the two configurations [Figs. 2(e)
and 2(f)], the distribution of the currents is very different. In
particular, while the currents displayed in Fig. 2(e) preserve
a mirror symmetry plane but break inversion symmetry (CS-
symmetric), the ones shown in Fig. 2(f) preserve inversion
symmetry but do not have any mirror plane (C2-symmetric).
In this respect, only the state in Fig. 2(f) is nematic.

C. 2×2 unit cell: Star of David CBO

We now move to the discussion of the 2×2 CBO with SoD
shape, as displayed in Figs. 3(a)–3(c). The spatial distribution
of the order parameters depicted in Fig. 3(a) leads to the GL
potential:

F a
SoD =

∑
j

ψ2
j

[
α1 + α2 cos(2φ j ) + β

4
ψ2

j

]

+
∑
j, j′> j

ψ jψ j′ [α3 cos(φ j + φ j′ ) + α4 cos(φ j − φ j′ )].

(6)
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The contribution to the potential proportional to α3 favors
the solution φ j mod π = 0, ψ1 = ψ2 = ψ3 when α3 < 0; if
instead α3 > 0, we generally get φ1 = φ2 = φ3 = π/2 mod π

and ψ1 = ψ2 = ψ3 at the minimum (something similar is
found for the contribution proportional to α4). Thus, in the
case α4 = 0, α1, α3 < 0, α2, β > 0, the competition among
the quadratic contributions α2 and α3 might stabilize a so-
lution with ψ1 = ψ3 < ψ2 and φ2 mod 2π = −π/2, φ1 =
φ3 = π/2 mod 2π . Taking this behavior to its extremes, we
might assume ψ1 = ψ3 = 0, while ψ2 is still finite [this as-
sumption is consistent with the presence of an interaction
β(ψ2

1 + ψ2
2 + ψ2

3 )2/4 instead of the quartic form used in
Eq. (6)]. The mean-field solution corresponding to this con-
figuration of the order parameters is displayed in Fig. 3(d),
showing the onset of a chiral nematic state with TrH order.
In this case, the origin of nematicity is related to the different
amplitudes of the order parameters rather than to the different
phase, as described for the potential in Eq. (5). Although
only �2 has a finite and imaginary value, a finite current is
observed along all three independent directions of the kagome
lattice.

Considering now the configurations shown in Figs. 3(b)
and 3(c), we find a different GL potential:

Fb
SoD =

∑
j

ψ2
j

[
α1 + α2 cos(2φ j ) + β

4
ψ2

j

]

+ α
∑
j, j′> j

ψ jψ j′ cos(φ j ) cos(φ j′ ). (7)

Equation (7) can be obtained from Eq. (6) by assuming α3 =
α4 = α. The quadratic term proportional to α is minimized,
for α > 0 (α < 0), by φ2 mod 2π = π , φ1,3 mod 2π = 0
(φ j mod 2π = 0 or φ j mod 2π = π ) and ψ2 > ψ1 = ψ3

(ψ1 = ψ2 = ψ3); in any case, it tends to produce a real-valued
solution that does not break the TRS. However, a subtle inter-
play between α2 and α might lead to the stabilization of a state
with ψ1 > ψ2 = ψ3, φ2 mod π = π/2, φ1 mod 2π = 0, and
φ3 mod 2π = π . Even in this case, the mean-field solutions
show TrH features. In particular, the ordered state depicted
in Fig. 3(f), besides breaking the TRS, shows nematicity.
Recent x-ray diffraction measurements (combined with an
unsupervised machine learning analysis) have found a TrH
CBO qualitatively similar to the ones displayed in Figs. 2(e)
and 2(f) and Figs. 3(d)–2(f) [97], even though these measure-
ments are only sensitive to interatomic distances and not to
the hopping strength.

D.
√

3×√
3 unit cell

In this section, we consider a CBO with a
√

3×√
3 unit

cell, represented in Figs. 4(a)–4(c). The patterns are character-
ized by symmetries of the CBO that do not imply any change
of sign of the order parameters, leading to a larger number of
nonzero contributions to the potential. The pattern shown in
Fig. 4(b) leads to the GL free energy:

F a√
3×√

3
=

∑
j

ψ j[h cos(φ j ) + α1ψ j + α2ψ j cos(2φ j )]

+ α
∑
j, j′> j

ψ jψ j′ cos(φ j ) cos(φ j′ )

+ 8γ

3

∏
j

ψ j cos(φ j )

+ 2

3

∑
j, j′ �= j

ψ2
j ψ j′ cos(φ j′ )[2γ̄ cos(2φ j ) + γ5]

+
∑

j

ψ3
j

[
2γ6

3
cos(3φ j ) + 2γ7 cos(φ j ) + β

4
ψ j

]
,

(8)

which reduces to Eq. (7) if h = γ = γ̄ = γ5 = γ6 = γ7 = 0.
To start with the analysis of Eq. (8), we notice the pres-
ence of a linear contribution in the order parameters. For
h > 0 (h < 0), this term is minimized by φ j mod 2π = π

(φ j mod 2π = 0). However, this term is not compatible with
the zero order parameters we expect at high temperatures. For
this reason, we are inclined to believe that h must be zero
for a faithful description of the CBO in kagome metals. The
contribution related to γ̄ is minimized, if γ̄ < 0 (γ̄ > 0), by
φ j mod 2π = 0 (φ j mod 2π = π ) and ψ1 = ψ2 = ψ3. We
also analyze the cubic term proportional to γ5; for γ5 > 0
(γ5 < 0), this is minimized by φ j mod 2π = π (φ j mod 2π =
0) and ψ1 = ψ2 = ψ3. Moreover, the term proportional to
γ7 stabilizes a solution φ j mod 2π = π when γ7 > 0 and
φ j mod 2π = 0 when γ7 < 0. Finally, the contribution pro-
portional to γ6 is minimized by φ j mod 2π/3 = π/3 when
γ6 > 0 and by φ j mod 2π/3 = 0 if γ6 < 0, a condition that
might lead to complex order parameters.

Despite most of the contributions appearing in Eq. (8)
tending to stabilize a state with real order parameters, one can
select a proper combination of the interactions that lead to a
breaking of the TRS. By taking into account a combination
of α2 > 0, α > 0, and γ̄ > 0 (besides α1 and β), one might
get a solution with φ1,3 mod 2π = 0 and φ2 mod π �= 0 and
with ψ2 > ψ1 = ψ3 (the other two degenerate solutions can
be obtained by exchanging 2 ↔ 1 and 2 ↔ 3, reflecting once
again the Z3 symmetry of the problem). Even in this case, one
can perform a mean-field calculation starting from Eq. (3),
which shows the onset of a CDW besides the CBO. This
occurs together with the appearance of orbital currents along
all the bonds and not just in the direction that explicitly breaks
the TRS; see Fig. 4(e). Assuming φ j mod π = 0 and � j to
have on-site character, Eq. (8) describes an l = 0 CDW with√

3×√
3 unit cell.

The pattern in Fig. 4(c) shows three complex conjugations
under the action of the generating symmetries, implying the
GL free energy:

Fb√
3×√

3
=

∑
j

ψ j[h cos(φ j ) + α1ψ j + α2ψ j cos(2φ j )]

+
∑
j, j′> j

ψ jψ j′ [α3 cos(φ j + φ j′ )+α4 cos(φ j − φ j′ )]

+ 2

3
ψ1ψ2ψ3

[
(γ1 − γ2) cos

( ∑
j

φ j

)

+ 4γ2

∏
j

cos(φ j )

]
+ 2

3

∑
j, j′ �= j

ψ2
j ψ j′
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TABLE I. For each of the potentials analyzed in Sec. II, the table
shows if they can produce (�) or cannot produce (✗) a nematic
solution related to a phase (φ) or to an amplitude (ψ) difference
among the three order parameters.

FHex F a
TrH F b

TrH F a
SoD F b

SoD F a√
3×√

3
F b√

3×√
3

Nematicity φ ✗ ✗ � � � � �
Nematicity ψ ✗ ✗ ✗ � � � �

×[γ3 cos(2φ j + φ j′ ) + γ4 cos(2φ j − φ j′ )]

+ 2γ5

3

∑
j, j′ �= j

ψ2
j ψ j′ cos(φ j′ )

+
∑

j

ψ3
j

[
2γ6

3
cos(3φ j ) + 2γ7 cos(φ j ) + β

4
ψ j

]
.

(9)

The above expression might be reduced to Eq. (8) by assum-
ing α3 = α4 = α, γ1 = γ2 = γ , γ3 = γ4 = γ̄ . Considering the
term proportional to γ3, one readily realizes that, for γ3 < 0,
it is minimized when φ j mod 2π = 0 and ψ1 = ψ2 = ψ3,
while for γ3 > 0 the minimum corresponds to (φ1, φ2, φ3) =
(π, π, π ) mod 2π and ψ1 = ψ2 = ψ3. A similar result is
found for γ4. The several cubic contributions to the free energy
in Eqs. (8) and (9) might explain the strong first-order charac-
ter of the CO transition observed in SbV6Sn6. When γ4 > 0
appears together with α2 > 0, the competition between these
two terms might stabilize a state with φ2 �= φ1,3 and ψ2 >

ψ1,3, leading to three complex values for the order parameters.
The corresponding CDW and CBO break the mirror symmetry
but preserve inversion symmetry. However, the current pattern
breaks mirror and inversion symmetry, see Fig. 4(f).

E. Nematicity from the Ginzburg-Landau potentials

Before we conclude this section, a few considerations are
necessary. Immediately below the critical temperature TC, for
a second- or higher-order phase transition, the order param-
eters are infinitesimally small. As a consequence, for such
a condition just the lowest contributions to the Ginzburg-
Landau potential are relevant, i.e., the quadratic ones analyzed
before [as we mentioned, we expect the linear terms in
Eqs. (8) and (9) to be zero]. Since the nematic character of
the solution of Eq. (5) is carried by the cubic term, we cannot
expect this potential to describe the onset of nematicity at
the phase transition. At the critical temperature of a first-

order phase transition, instead, the above argument seems
not applicable anymore, since the order parameters do not
become infinitesimally small but discontinuously jump to a
finite value. Since kagome metals AV3Sb5 (A = K,Rb,Cs)
show a weakly first-order transition to the CO phase, the
considerations we made for a second-order transition should
remain substantially valid for this class of compounds. Given
the presence of the cubic interactions, the potential Eq. (5) can
describe both the onset of nematicity at and below the critical
temperature depending by the choice of the GL parameters.

On the other hand, Eqs. (6) and (7) do not have any cubic
terms, thus the transition described by these potentials has to
be (at least) second order. The nematicity is driven, in these
cases, by the interplay among several quadratic contributions
to the free energy. To have a nematic CO at TC electronic ne-
maticity has to be developed already in the high-temperature
metal. If, instead, the metal has sixfold rotational symmetry
(as we are assuming), this implies that α3, α4, and α in Eqs. (6)
and (7) must satisfy some constraints at the transition point,
e.g., they might be very small (in absolute value) compared to
the other quadratic interactions. Nevertheless, this constraint
does not have to be satisfied at lower temperatures, implying
that nematicity can still develop below TC. If nematicity al-
ready takes place in the high-temperature metallic state, the
coefficients of the GL potentials become dependent by the
index of the order parameters �1, �2, and �3. To provide
an example, the quadratic term proportional to α1 is replaced
by α1

∑
j ψ

2
j → ∑

j α1, jψ
2
j and analogously for the other

contributions to the free energy.
Similar considerations as outlined in the previous two para-

graphs apply also for the potentials in Eqs. (8) and (9).
From the previous analysis, we conclude that nematicity

might arise in kagome metals in several ways: from a phase
difference among the three order parameters, and from a
combination of different phases and different amplitudes. In
particular, the first case seems to be supported by the GL po-
tential in Eq. (5), corresponding to a TrH ordering; the second
scenario is instead supported by the potentials in Eqs. (6) and
(7) (corresponding to a SoD distortion) and by Eqs. (8) and (9)
(for the

√
3×√

3 unit cell). As we analyze in the next section,
RUS might help distinguish between these cases and it might
provide additional information on the critical temperature
for the onset of nematicity. We further stress that, within this
analysis, we are not considering the possibility for the order
parameters �1, �2 and �3 to have an out-of-plane compo-
nent, which might explain nematicity due to a phase-shift
of the CBO in consecutive kagome layers. The key results
obtained in this section are summarized in Tables I and II.

TABLE II. For each of the mean-field solutions analyzed in Sec. II and represented in Figs. 1(d)–1(f), 2(d)–2(f), 3(d)–3(f) and 4(d)–4(f),
the table shows if they break (✗) or do not break (�) the mirror symmetry (σ ), the threefold rotation (C3), and the inversion symmetry (C2).
Apart from Fig. 4(d), all the solutions break TRS. The corresponding free-energy potential is displayed in the upper row.

FHex F a
TrH F b

TrH F a
SoD F b

SoD F a√
3×√

3
F b√

3×√
3

1d 1e 1f 2d 2e 2f 3d 3e 3f 4d 4e 4f

σ ✗ � ✗ ✗ � ✗ ✗ ✗ ✗ � ✗ ✗

C3 � � � � ✗ ✗ ✗ ✗ ✗ � ✗ ✗

C2 � ✗ � � ✗ � � ✗ � � � ✗

155131-9



FRANCESCO GRANDI et al. PHYSICAL REVIEW B 107, 155131 (2023)

III. RESONANT ULTRASOUND SPECTROSCOPY

Resonant ultrasound spectroscopy measures the disconti-
nuities in the elements of the stiffness tensor at the critical
temperature, which can be related to the symmetry proper-
ties of the order parameters at the phase transition. In this
section, we aim to develop a theoretical description of RUS
for the CO in kagome metals. To do that, we consider the
free-energy contributions for the elastic deformations of the
solid ε and the coupling between the order parameters � j

and ε. The space group of the kagome metals is P6/mmm,
with point group D6h. Given the quadratic representations of
this point group, we might decompose the deformation tensor
εpq = 1

2 (∂puq + ∂qup), where uq is the qth component of the
local deformation vector (p, q = x, y, z), into the irreducible
representations (irreps) εA1g,1 = εxx + εyy, εA1g,2 = εzz, εE1g =
(2εxz, 2εyz ) and εE2g = (εxx − εyy, 2εxy) [26]. Here, we choose
the coordinate system so that the x and the y axes belong to the
plane containing the kagome lattice formed by the vanadium
atoms, while the z axis is orthogonal to this plane. The εA1g,1

and εA1g,2 deformations change the volume of the system and,
for this reason, are called compressional, while εE1g and εE2g

are called shear deformations because they preserve the total
volume even if they break the hexagonal symmetry of the
lattice. By moving to the Voigt notation, which maps the six
independent components of the deformation tensor into a vec-
tor ε = (ε1, ε2, ε3, ε4, ε5, ε6) = (εxx, εyy, εzz, 2εyz, 2εxz, 2εxy),
one can write the elastic (el) contribution to the free energy
as

Fel = 1

2

6∑
i,k=1

εicikεk, (10)

with cik the stiffness matrix, which, for a system with D6h

symmetry, has only five independent components [98]:

c =

⎛
⎜⎜⎜⎜⎜⎜⎝

c11 c12 c13 0 0 0
c12 c11 c13 0 0 0
c13 c13 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c66

⎞
⎟⎟⎟⎟⎟⎟⎠

, (11)

since c66 = c11−c12
2 . The allowed contributions appearing in

the free energy must couple terms in the electronic order
parameter and in the elastic deformations which share the
same symmetry. We consider the order parameters to belong
to the two single-component A1g or to the two-component E2g

irreps. In the following, we analyze both of these cases.

A. One-component order parameters

We consider the three order parameters � j to have one
component. Particularly, on-site and real � j would describe
a CDW [74,89,99]. The ordered state breaks at least the trans-
lational symmetry, thus the lowest-order contribution to the
interaction (int) free energy between the elastic deformations
and the order parameters is

Fint = (
g1εA1g,1 + g2εA1g,2

)∑
j

ψ2
j , (12)

where g1 (g2) is the coupling constant of the order parameter
with the A1g,1 (A1g,2) irrep of the elastic tensor. The total (tot)
potential of the problem reads

Ftot = F + Fint + Fel, (13)

with F the contribution to the free energy coming from the or-
der parameters, which, for a CDW with real � j , correspond to
Eq. (4) or to Eq. (8) with the prescriptions commented above.
At the phase transition, when � j starts to become finite, we
expect a sudden coupling with the elastic deformations due
to Eq. (12). This interaction produces a discontinuity in the
components of the stiffness matrix at the critical temperature,
which can be measured with RUS. By introducing the vector
of the order parameters � = (ψ1, ψ2, ψ3, φ1, φ2, φ3), one can
provide the expression for the discontinuity of the stiffness
matrix elements as [86,100,101]

�cik =
6∑

n,m=1

∂2Fint

∂εi∂�n

(
∂2F
∂�2

)−1

n,m

∂2Fint

∂εk∂�m
, (14)

where ∂2F
∂�2 is the Hessian of the GL potential.

If a nematic CO is stabilized below TC (Tnem < TC), the
discontinuities of the stiffness matrix at the onset of the trans-
lation symmetry breaking (TC) are

�c11 = �c22, �c33, �c12, �c13 = �c23, (15)

together with the consistency relation �c11+�c12
2 �c33 =

(�c13)2. Since Eq. (12) is insensible to the phases of the order
parameters φ1, φ2, and φ3 and to the relative difference in the
amplitudes ψ1, ψ2, and ψ3, the onset of the nematic order at
Tnem < TC would not be marked by a finite value of �cik .

As we have already mentioned, to have Tnem = TC, the sys-
tem must show nematicity already in the higher-temperature
metallic state. In that case, the starting stiffness matrix would
not be Eq. (11) but rather the one of a system with point
group C2, i.e., with 13 independent components. Also the
Ginzburg-Landau free energy for the order parameters has to
be changed as described in Sec. II E. Similarly, the lowest
order contributions to the interaction part of the free energy
Eq. (12) have to be modified accordingly:

FC2
int = (

g1εA1 + g2εA2 + g3εA3 + g4εA4

) ∑
j

ψ2
j , (16)

where εA1 = εxx, εA2 = εyy, εA3 = εzz, and εA4 = εxy are irreps
of C2. In this case, the discontinuities of the stiffness matrix
at TC are

�c11 �= �c22, �c33, �c66, �c12, �c13 �= �c23,

�c16, �c26, �c36. (17)

B. Two-component order parameters

We now consider the order parameters � j to have a two-
component representation. Since, for the CBO, each � j has
both an amplitude and a direction [the latter is provided by
the spatial orientation of each � j , as represented, e.g., in
Figs. 2(a)–2(c)], they can be regarded as two-dimensional
vectors � j = (� j,x,� j,y ) = � j ( cos(θ j ), sin(θ j )) with am-
plitude � j = √

�2
j,x + �2

j,y. If no strain is applied to
the system, the angles θ j are fixed and we can write
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�1 = �1
2 (1,−√

3), �2 = �2(1, 0), and �3 = �3
2 (1,

√
3),

having assumed a frame of reference with the x-axis parallel
to �2. We might write the interaction with the elastic defor-
mations to the lowest order in � and ε as [102]

Fint = (
g1εA1g,1+g2εA1g,2

)∑
j

ψ2
j +g3εE2g,1

(
ψ2

2 − ψ2
1 + ψ2

3

2

)

+
√

3

2
g3εE2g,2

(
ψ2

3 − ψ2
1

)
, (18)

where the coupling constant g3 to εE2g,1 and εE2g,2 is the
same because they belong to the same irrep E2g. In prin-
ciple, a coupling of the order parameters with εE1g of the
kind ε2

E1g

∑
j ψ

2
j would be allowed by symmetry. However,

this contribution is higher-order with respect to the other
terms in Eq. (18) and is not expected to provide any dis-
continuity in any component of the stiffness matrix; at most,
it would provide a change of slope in c44 at the phase
transition [103]. Given the more complex structure of the
interaction between the order parameters and the elastic defor-
mations with respect to the single-component case [compare
Eqs. (12) and (18)], we expect not only a different func-
tional dependence of the discontinuities of the stiffness matrix
components, but also a qualitative difference. In the case in
which the ordered state reached at TC is characterized by
order parameters with the same amplitude ψ1 = ψ2 = ψ3,
we obtain

�c11 = �c22, �c33, �c66, �c12, �c13 = �c23, (19)

with the same consistency relation discussed below Eq. (15).
Differently from a one-component order parameter, in this
case a discontinuity in c66 is expected to be finite.

Below the critical temperature for the onset of the CBO,
the system might go through the nematic transition, moving
from a state with ψ1 = ψ2 = ψ3(=ψ ) to one with ψ2 �= ψ1 =
ψ3. By assuming this transition to be of second order, one
might compute the discontinuities of the stiffness matrix us-
ing Eq. (14) starting from ψ �= 0. In this equation, the same
expression of Fint considered above can be used, i.e., Eq. (18).
However, the free energy F is not just the GL potential for
the order parameters as it was in the previous cases, and it
also has the contribution coming from the finite value of the
deformations ε. With respect to Eq. (19), this produces the
additional differentiation:

�c11 �= �c22, �c13 �= �c23. (20)

Since the point group C2 has only one-component irreps,
it does not make sense to discuss the case in which ne-
maticity occurs at TC when the order parameters have two
components.

IV. DISCUSSION AND CONCLUSIONS

In this work, we have developed a general Ginzburg-
Landau theory for the charge order observed in kagome metals
based on the assumptions of having a 3Q ordering, an in-
plane 2×2 or

√
3×√

3 reconstruction, and, in most of the
cases, a high-temperature metal with the same point-group
symmetries of the kagome lattice. Our mean-field analysis

shows that different 2×2 patterns, such as the trihexagonal
or the star of David ones, can induce a charge order com-
patible with the experimental indications, i.e., a state with
broken translation and time-reversal symmetries with nematic
character; see panel (f) of Figs. 2 and 3. The corresponding
Ginzburg-Landau potentials are presented in Eqs. (5) and (7),
respectively. Instead, the real order parameter limit of Eqs. (8)
and (9), which produces the

√
3×√

3 charge order shown in
Fig. 4(d), seems compatible with experiments on ScV6Sn6

[20]. The analysis we have performed might also be relevant
for other kagome metals that might be discovered in the future
[104–107].

Concerning the order parameters, there are no clear in-
dications regarding their number of components. Moreover,
different experiments do not agree on the temperature Tnem

for the transition to the nematic charge order, with some sug-
gesting that this state is reached below the critical temperature
for the charge ordering TC, and others indicating that they
occur together (Tnem = TC). We suggest resonant ultrasound
spectroscopy as an experimental tool to clarify these aspects.
Indeed, our symmetry analysis implies that if the nematic
charge order is stabilized at the critical temperature TC, the
order parameters must have one component. The correspond-
ing discontinuities in the components of the stiffness matrix at
the transition are reported in Eq. (17).

Now, suppose the nematic state with C2 symmetry is sta-
bilized at lower temperatures than the critical temperature
for the charge bond order phase transition Tnem < TC. Then,
if the order parameters have a single component each, we
should not expect a jump in the 66 component of the stiffness
matrix at TC (�c66 = 0). In contrast, the opposite has to occur
if the order parameters have two components (�c66 �= 0);
compare Eqs. (15) and (19). At Tnem, instead, if nematicity
is due to a difference in the amplitudes and not only in the
phases of �1, �2, and �3, one would observe another set
of discontinuities in the elements of the stiffness matrix at
this lower temperature only if the order parameters have two
components; see Eq. (20). In this case, the Ginzburg-Landau
potential in Eq. (7) is the preferred candidate for describing
the 2×2 charge order of kagome metals. Indeed, this potential
allows the three amplitudes of the order parameters to become
different at Tnem < TC.

Once the properties of the ground state are finally clarified
by experiments such as the one we are proposing, it would
be of interest to study the enhancement of nematicity, or to
select one of the states related by the emergent Z3 symmetry
by applying a finite strain to the system. A similar procedure
has recently shown its power in controlling the anomalous
Hall effect in the Weyl antiferromagnet Mn3Sn [108,109].
Another fruitful avenue for future research is the application
of short laser pulses to kagome metals to study their behavior
under nonthermal conditions [34,60,110], which might give
rise to the opportunity of polarization-selective control over
the multiple order parameter components, similar to the case
of multicomponent superconductors [111]. Other interesting
avenues are to study the interplay among the 2×2 charge
order and in-plane ferromagnetism observed in the iron-based
kagome layers of FeGe [112,113] with Ginzburg-Landau the-
ories, or to investigate the role of a near-Fermi-level flat band
as observed in the kagome compound Ni3In [114].
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