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Hydrodynamics of plastic deformations in electronic crystals

Jay Armas ,1,2,* Erik van Heumen,2,3,† Akash Jain,1,2,‡ and Ruben Lier1,2,4,5,§

1Institute for Theoretical Physics, University of Amsterdam, 1090 GL Amsterdam, Netherlands
2Dutch Institute for Emergent Phenomena (DIEP), University of Amsterdam, 1090 GL Amsterdam, Netherlands

3Van der Waals-Zeeman Institute, Institute of Physics, University of Amsterdam, 1090 GL Amsterdam, Netherlands
4Max Planck Institute for the Physics of Complex Systems, 01187 Dresden, Germany

5Würzburg-Dresden Cluster of Excellence ct.qmat, Germany

(Received 9 February 2023; accepted 13 March 2023; published 5 April 2023)

We construct a hydrodynamic framework describing plastic deformations in electronic crystals. The frame-
work accounts for pinning, phase, and momentum relaxation effects due to translational disorder, diffusion
due to the presence of interstitials and vacancies, and strain relaxation due to plasticity and dislocations. We
obtain the hydrodynamic mode spectrum and correlation functions in various regimes in order to identify the
signatures of plasticity in electronic crystal phases. In particular, we show that proliferation of dislocations
depins the spatially resolved conductivity until the crystal melts, after which point a new phase of a pinned
electronic liquid emerges. In addition, the mode spectrum exhibits a competition between pinning and plasticity
effects, with the damping rate of some modes being controlled by pinning-induced phase relaxation and some by
plasticity-induced strain relaxation. We find that the recently discovered damping-attenuation relation continues
to hold for pinned-induced phase relaxation even in the presence of plasticity and dislocations. We also comment
on various experimental setups that could probe the effects of plasticity. The framework developed here is
applicable to a large class of physical systems including electronic Wigner crystals, multicomponent charge
density waves, and ordinary crystals.
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I. INTRODUCTION

Strong interactions in electronic systems can lead to
collective electron states with properties resembling solid,
liquid-crystal, or glassy phases of matter. Such states have
been observed in metals, semiconductors, as well as super-
conductors, and appear to be generic in strongly correlated
materials. The intricate symmetry breaking patterns that char-
acterize these phases pose both experimental as well as
theoretical challenges [1–3]. Amongst these exotic states
of matter, the phases characterized by some form of crys-
tallization are particularly fascinating. A typical example
is the formation of collective charge density wave states,
the observational signatures of which are widespread across
the phase diagram of various materials [1–5]. Phenomeno-
logically, charge density wave states are one-dimensional
phenomena, akin to uniaxial crystals, and are characterized
by an approximate translational order along the direction in
which the density wave propagates [4,5].
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Multicomponent charge density wave phases, where the
translation symmetry is spontaneously broken in all spatial
directions, have also been experimentally observed in vari-
ous contexts; see e.g., [1,2,6]. Of particular importance are
ordered phases characterized by rotational symmetry among
all the density wave components, such as tridirectional charge
density waves [7]. Rotational symmetry combined with spon-
taneously broken translations makes such phases analogous to
Wigner crystals, despite the different microscopic origins. In
particular, Wigner crystals typically form when the Coulomb
interactions between electrons dominate over their kinetic
energy, resulting in electrons spontaneously crystallizing and
giving rise to an electronic crystal [8–11].

Isotropic electronic crystal phases, while expected to be
ubiquitous in a broad class of materials, continue to pose
considerable experimental challenges compared to their one-
dimensional charge density wave counterparts. In particular,
Wigner crystals are quite fragile in nature and the pres-
ence of impurities or topological defects in the crystalline
structure can readily destroy the ordered state. Nevertheless,
they have been observed in a variety of experimental setups
ranging from two-dimensional electron gases [12,13], metal
dichalcogenide heterostructures [14,15] and moiré superlat-
tices [16,17], liquid helium interfaces [18,19], van der Waals
heterostructures [20,21], to soft materials made of charged
colloids [22], to mention a few.

The difficulty in unambiguously observing the electronic
crystal phases has been a subject of debate in the past (see
e.g., [23]) and motivates the identification of clear signa-
tures of such states in potential experimental realizations. In
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addition, recent developments in the direct observation of
Wigner crystals using scanning tunneling microscopy [21]
and the quantum melting of Wigner crystals [14], makes it
timely to understand the dynamics of these states in the bulk
of the material. A useful theoretical approach to this problem,
applicable at low energies and for long-wavelength fluctua-
tions, is to formulate a hydrodynamic theory for electronic
crystals where the role of defects and impurities in various
phase transitions can be systematically investigated.

It is well understood that defects and impurities can act
as indirect probes into the phases of electronic crystals. For
instance, the physics of pinned Wigner crystals involves a rich
interplay between the translational order due to the underly-
ing lattice structure and relaxation effects (e.g., momentum
and phase relaxation) due to possible inhomogeneities and
impurities [4,5,23–26]. This combination manifests itself as
broadening and pinning of the Drude-like peak in the optical
conductivity

σ (ω) = −n2

ρ

iω − �φ

(iω − �)(iω − �φ ) + ω2
0

, (1)

defined as the flux response function σ (ω) = i
ω

GR
j j (ω). Here

n denotes the electron charge density, ρ the momentum sus-
ceptibility, �φ the rate of density wave phase relaxation, � the
rate of momentum relaxation, ω the probe frequency, and ω0

is the pinning frequency. Assuming � ≈ 0, the real part of the
optical conductivity peaks at a nonzero frequency

ω2
peak = ω2

0 − 1
2�2

φ. (2)

In a recent paper [27] (see also [24,28]), we showed that the
optical conductivity (1) arises from a hydrodynamic frame-
work where the presence of point-like impurities leads to
pseudospontaneous breaking of translation symmetry, i.e.,
translations are both spontaneously as well as explicitly
broken.

Our main interest in this paper is the role of topological
defects (dislocations) and associated plasticity in isotropic

electronic crystal phases. These point defects in two spatial
dimensions, or line defects in three spatial dimensions, are
known to mediate plastic deformations and their proliferation
plays a crucial role in phase transitions, in particular crystal
melting. The interplay between topological defects and col-
lective electronic states has been extensively studied in the
context of charge density waves (see e.g., [29,30]), which are
subject to both elastic and plastic deformations. In particular,
dislocations can depin the density waves and produce coherent
signals [12,31] as well as cause softening of the crystalline
structure [32]. In this paper we will distill some of these
signatures of topological defects in electronic crystal phases
using a hydrodynamic framework.

Frameworks dealing with the near-equilibrium dynamics
of topological defects have been formulated in the context
of ordinary crystals [33,34] as well as for charge density
waves and Wigner crystal phases [24]. Our approach will
be distinct from these earlier works and combines insights
from various sources [27,35–39]. Specifically, we introduce a
bookkeeping parameter � that allows us to control the strength
of topological defects or plasticity in a crystal. Furthermore,
instead of working with singular Goldstone fields that arise
due to spontaneous breaking of translation symmetry in a
defected crystal, we work with a dynamical reference metric
hIJ that tracks the evolution of the reference configuration of
the crystal [40].

Using symmetry considerations as our guiding principle,
we uncover transport coefficients arising from the presence
of topological defects. Additionally, the small parameter �

allows us to probe the dynamics of plastic crystals both for
low and high density of topological defects. In particular, we
show that topological defects do not contribute to pinning
or phase/momentum relaxation in the optical conductivity
(1); these effects are purely induced by point-like impurities.
Instead, topological defects lead to the relaxation of the strain
tensor, which can only be probed by the optical conductivity
at nonzero wavevector k. In a specific limit where the crystal
viscosity is ignored and is nearly Galilean, the k-dependent
optical conductivity in the transverse sector reads

σ⊥(ω, k) = −n2

ρ

(iω − �φ ) − iω
iω−�G

D⊥
φ k2

(iω − �)(iω − �φ ) + ω2
0 + iω

iω−�G
(v2

⊥ − (iω − �)D⊥
φ )k2

, (3)

where �G is the shear-strain relaxation rate, v⊥ the speed
of the crystal sound mode, and D⊥

φ is the attenuation rate of
Goldstone phases (equivalently, the attenuation rate of inter-
stitial defects). We can see that this expression reduces to
its plasticity-free form (1) in the k → 0 limit. However, for
nonzero k, the optical conductivity receives additional signa-
tures from the plasticity-induced relaxation rate �G.

The result in (3) allows us to draw some interesting conclu-
sions regarding the effects of plasticity on optical conductivity
at nonzero wavevector. Firstly, we note that the strength of
plasticity (or dislocations) is related to the solid-liquid phase
transition of a crystal. If the scale of plasticity-induced relax-
ation �G is much smaller than the scale of probe wavevector
v⊥k, and all other timescales induced by pinning, the material

essentially behaves like a pinned solid and the position of the
k-dependent peak is given by

ω2
peak = ω2

0 + v2
⊥k2 − �2

φ

(
ω2

0 + v2
⊥k2

)2

2ω4
0

. (4)

This peak is nothing but the resonance associated with the
transverse sound mode in a crystal. As dislocations start to
proliferate, �G increases and the peak starts to shorten, widen,
and shift to the left until we hit the solid to liquid phase
transition point; see Fig. 1. At this point, the peak starts to
rise up and sharpen again while still moving to the left, even-
tually settling back to its zero-wavevector position in (2) as
the melting completes and �G � v⊥k. A qualitatively similar
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FIG. 1. Real part of the transverse optical conductivity at nonzero wavevector for increasing rate of plasticity-induced relaxation �G in
the absence of pinning (left) and in the presence of pinning (right). The peak in the optical conductivity widens and shortens until the solid
to liquid phase transition point, sharpening and rising back up again at a lower frequency after the transition. The black curves represent the
phase transition point.

result also holds for the longitudinal optical conductivity and
charge susceptibility at nonzero wavevector, and is discussed
in detail in Sec. V E.

To highlight the physical signatures of plasticity and dislo-
cations, for the majority of our discussion we focus on “pure
crystals” and neglect the presence of point-like impurities or
inhomogeneities [41]. Phenomenologically, this means that
we focus on crystals where the translation symmetry is spon-
taneously, but not explicitly, broken. However, this discussion
will incorporate the presence of other point-like defects in
crystals, namely interstitials and vacancies. Specifically, we
will show how the diffusive nature of interstitials naturally
arises from the diffusion of translational Goldstones. In the
final section of our discussion, we will generalize this con-
struction to combine the effects of plasticity with point-like
impurities and explicitly broken translational invariance. In
particular, this will allow us to probe the qualitative dif-
ferences between strain and Goldstone phase relaxation and
how they affect the hydrodynamic equations. We will in par-
ticular show that the recently derived damping-attenuation
relation �φ = D⊥

φ ω2
0/v

2
⊥ [27,28] continues to hold in the pres-

ence of dislocations and plasticity, albeit for phase relaxation
and not the total strain relaxation. The hydrodynamic frame-
work we construct is applicable to a large class of isotropic
physical systems with spontaneously broken (approximate)
translational invariance, including (electronic) liquid crystals,
metals, and multicomponent charge density wave phases.

This paper is organized as follows. We start our discussion
in Sec. II with the formulation of a hydrodynamic theory
for dissipative plastic crystals. Notably, we work without
explicitly imposing any boost symmetry. This allows us to
democratically describe both nonrelativistic and relativistic
crystals at once, while simultaneously enabling us to describe
physical situations where boost symmetries might not apply.
In Sec. III, we linearize our hydrodynamic theory and work
out the rheology equations and stress-strain material diagrams
associated with our model. We also report the hydrodynamic
predictions for the mode spectrum and response functions in
this section, and work out the frequency-dependent viscosities
and conductivity. We devote Sec. IV to a brief discussion
of dislocations in crystals and how they give rise to the dy-
namical reference metric. In Sec. V, we combine our results
with explicitly broken translations and study the interplay

between pinning, phase relaxation, momentum relaxation, and
plasticity-induced relaxation. In Sec. VI we discuss experi-
mental setups for probing signatures of plasticity in electronic
materials. Finally, we provide an outlook and possibilities
for future explorations in Sec. VII. The paper has four
Appendices. In Appendix A, we revisit our hydrodynamic
framework in the presence of a curved spacetime background,
enabling us to compute hydrodynamic response functions us-
ing the variational approach. In Appendix B, we give details
regarding the material diagrams. In Appendix C, we give a de-
tailed comparison of our work to [34]. The final Appendix D
contains a manifestly Lorentz-invariant reconstruction of our
hydrodynamic framework specialized to relativistic crystals,
which can be useful for approaches to condensed matter sys-
tems using holography.

II. HYDRODYNAMICS OF PLASTIC DEFORMATIONS

In this section, we develop the hydrodynamic formal-
ism to describe plastic deformations in a crystal. This is an
extension of the earlier work on viscoelasticity with trans-
lational Goldstone fields [37,38] to include a dynamical
reference configuration. Notably, the mentioned references
worked exclusively with relativistic crystals. In contrast, with
applications to condensed matter systems in mind, we will
work without any boost symmetry, relativistic or Galilean. We
will comment on the specialization of our results to Galilean
or relativistic crystals as we go. We have also given a separate
discussion for relativistic plastic crystals in Appendix D.

A. Elastic vs plastic crystals

A crystal is a phase of matter where the spatial translational
symmetry is spontaneously broken, giving rise to a set of
Goldstone fields φI (�x, t ), which we call the crystal fields. The
crystal space indices I, J, . . . = 1, . . . , d run over the number
of spatial dimensions, which we shall distinguish from the
physical space indices i, j, . . . = 1, . . . , d also running over
the number of spatial dimensions. From a phenomenological
standpoint, the crystal fields can be understood as a set of
Eulerian coordinates describing the spatial distribution of the
lattice cores as a function of time [37,38]. In the context of
electronic crystals and charge density wave states, the crystal
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fields, also referred to as phasons, are the phases in each
spatial direction associated with the spontaneous modulation
of electron charge and atomic displacements.

Provided that the crystal is homogeneous, the effective
theory describing the crystal must be invariant under constant
shifts of the crystal fields φI → φI + aI . This means that all
the dependence on φI in the effective theory must arise via the
crystal frame fields eI

i = ∂iφ
I , which represent a local Carte-

sian basis carried by each lattice site. We will also make use
of the inverse crystal frame fields ei

I . The physical distances
between lattice cores throughout the crystal can be measured
by the induced metric on the crystal space

ds2
crystal = hIJdφI dφJ , (5a)

where hIJ is the inverse of hIJ = eIieJ
i . We choose to

lower/raise the crystal space indices I, J, . . . using hIJ and
hIJ . Crystals are also equipped with a reference intrinsic met-
ric

ds2
reference = hIJdφI dφJ , (5b)

for some invertible symmetric matrix hIJ . This represents the
preferred equilibrium distance between lattice cores that the
crystal tries to abide by when no external strains are at play.
The difference between the two metrics is captured by the
crystal strain tensor

κIJ = 1
2 (hIJ − hIJ ) (5c)

that serves as a measure for the distortions, shear and expan-
sion, of the crystal. We will often also use its pullback onto
the physical space κi j = eI

i e
J
jκIJ . The crystal evolves in such a

way so as to minimise its strain.
The physical description of a crystal should not depend on

the choice of coordinates labeling the lattice sites. Therefore,
we must impose a symmetry under local diffeomorphisms on
the crystal space

Diff (φ) : dφI → �I
J (φ)dφJ , ∂[K�I

J] = 0, (6a)

that act on hIJ and hIJ as usual

hIJ → �I
K�J

LhKL,

hIJ → (�−1)K
I (�−1)L

J hKL. (6b)

This means that the crystal fields φI and the reference
metric hIJ are not independently physical, while the Diff (φ)-
invariant strain tensor κi j is. It should be emphasized that
Diff (φ) is not a local gauge symmetry in the physical space,
because these diffeomorphisms can only depend on the crys-
tal fields and not on the spacetime coordinates explicitly. A
consequence of this is that the time derivatives of φI do carry
physical information in form of the crystal velocity

ui
φ = −ei

I∂tφ
I . (7)

It satisfies (∂t + ui
φ∂i )φI = 0 and defines the local rest frame

of the crystal. In this paper we are mainly interested in pure
crystals where the translational symmetry in all the d spatial
directions is spontaneously broken. We could generalize the
above setup to model smectic liquid crystals, where only
k < d translations are spontaneously broken, by allowing the
crystal space indices to only run over I, J, . . . = 1, . . . , k. In

this case, the derivatives of the crystal fields transverse to
the crystalline structure will be Diff (φ) invariant. While such
situations would be very interesting to study as they would
describe generic multicomponent charge density wave states,
we leave an explicit analysis for future work.

For an elastic crystal, the reference metric hIJ is fixed
to some known form hIJ (φ). This means that the reference
metric does not evolve in the rest frame of the crystal,
specifically [42]

Elastic crystals: ḣIJ ≡ (∂t + ui
φ∂i )hIJ = 0. (8)

In fact, provided that the crystal is homogeneous, we can
always choose hIJ to be the Kronecker delta symbol δIJ ,
thereby fixing the Diff (φ) symmetry down to global rotation
in the crystal space SO(φ). Following a distortion, an elastic
crystal tries to relax back to its original state by aligning the
induced metric hIJ with its fixed reference metric hIJ = δIJ .
In contrast, for a plastic crystal, the reference metric hIJ no
longer satisfies (8) and evolves independently from the crystal
fields. The best we can do in this case is to fix hIJ to δIJ at
some initial time, say t = 0. A plastic crystal still tries to
align the induced metric hIJ with the reference metric hIJ .
However, in the time 
t that this process takes, the reference
metric itself might have evolved from hIJ (t = 0) = δIJ to
some hIJ (t = 
t ) �= δIJ , leading to a “permanent distortion”
of the crystal; see e.g., [35,36].

In the context of plasticity, it is also useful to define a dis-
tortion strain tensor with respect to the original configuration
of the crystal, i.e.,

εIJ = 1
2 (hIJ − hIJ (t = 0)) = 1

2 (hIJ − δIJ ). (9)

This quantity is more meaningful for experiments as it mea-
sures the net distortion of the crystal with respect to some
original state. This notion is distinct from the strain tensor κIJ

defined in (5c), which is the strain that is felt by the crystal and
which it tries to minimise, and hence is more relevant for the
effective description. For an elastic crystal, the two definitions
coincide. The distortion strain εIJ is not directly relevant for
the effective field theory because it is not Diff (φ) covariant.
This makes sense because the absolute notion of “distortion”
bears no physical meaning without a fixed reference state.
However, temporal changes in the distortion are physical and
can be captured by the Diff (φ)-covariant object

ε̇IJ ≡ (∂t + ui
φ∂i )εIJ = 1

2 (∂t + ui
φ∂i )hIJ

= ei
I e

j
J∂(iu

φ

j). (10)

These are essentially the shear and expansion associated with
the crystal velocity ui

φ .
To get some handle on the problem, we will focus on

weakly plastic crystals. To this end, we introduce a small pa-
rameter � to control the strength of plasticity and decompose
the reference metric as

hIJ = δIJ + �ψIJ , (11)

where ψIJ parametrises the plastic deformations. In view of
the discussion above, we take ψIJ (t = 0) = 0. Correspond-
ingly, the intrinsic and distortion strain tensors are related
via εIJ = κIJ + �/2 ψIJ . We will use the derivative ordering
� ∼ O(∂ ) to suppress the plastic corrections.
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B. Crystals in equilibrium

The equilibrium configurations of a crystal, elastic or plas-
tic, can be obtained by minimizing the grand-canonical free
energy

F = −
∫

dd x
(
p(T, μ, �u2, hIJ ,hIJ ) + T i j

extκi j
)
. (12)

Here p is the local thermodynamic pressure of the system,
written in terms of the thermodynamic variables: temperature
T , chemical potential μ, and velocity ui, as well as the induced
and reference crystal metrics hIJ and hIJ . Note that the crystal
velocity ui

φ defined earlier is distinct from the thermodynamic
velocity ui introduced here. While the former characterizes
the local velocity of the lattice sites, the latter characterizes the
flow of momentum. The explicit relation between the pressure
and its arguments p = p(T, μ, �u2, hIJ ,hIJ ) defines the grand-
canonical equation of state of the system. The equation of
state must, of course, respect the physical space rotation and
translation symmetries, plus the boost symmetry relevant for
the problem—relativistic, Galilean, or none at all. In addition,
it must also be invariant under the Diff (φ) symmetry given in
(6).

We have introduced an external stress source T i j
ext for the

strain tensor κi j in (12). In previous papers on elastic crystals
[27,37,38], the authors introduced sources for the crystal fields
φI directly. However, for a plastic crystal, it is not consistent
to introduce background sources for φI and hIJ independently
because of the Diff (φ) symmetry mentioned above.

The variation of the thermodynamic pressure can be pa-
rameterised by the Gibbs-Duhem relation

d p = sdT + ndμ + πidui + 1
2 rIJdhIJ + 1

2rIJdhIJ , (13a)

defining the entropy density s, charge/particle density n, mo-
mentum density π i, and the crystal stress tensor rIJ . The
quantity rIJ is entirely fixed in terms of rIJ due to Diff (φ)
symmetry as rJKhKJ = rIK hKJ . Up to leading order in strain,
both of these objects are the same. We can also define the
energy density ε via the Euler relation

ε = −p + T s + μn + uiπi. (13b)

Combining this with (16) above, we find the first law of
thermodynamics

dε = T ds + μdn + uidπi − 1
2 rIJdhIJ − 1

2rIJdhIJ . (13c)

Due to rotational invariance on physical space, momentum
density and fluid velocity must be aligned, i.e., π i = ρui [43].
The quantity ρ is the momentum susceptibility; it is just n for a
Galilean system (multiplied with appropriate units of mass per
unit particle), while for a relativistic system it is (ε + p)/c2,
where c is the speed of light. See [44–46] for further details
on this point.

By varying the free energy with respect to the crystal fields
φI and ψIJ , the latter being the plastic part of the reference
metric, we can obtain the respective configuration equations

−∂i(rIJeJi ) + �

2
rJK ei

I∂iψJK + Kext
I = 0, (14a)

�rIJ + U IJ
ext = 0, (14b)

where we have defined convenient combinations of back-
ground fields

U IJ
ext = −�T i j

exte
I
i e

J
j ,

Kext
I = ∂i

(
T i j

exte
J
j

)
hIJ − U JK

ext

(
ei

K∂iψIJ − 1
2 ei

I∂iψJK
)
. (15)

We have massaged the two configuration equations so as to
make them explicitly covariant under Diff (φ). For a rigorous
derivation, see the details in Appendix A. In the elastic limit
� → 0, the ψIJ configuration equation (14b) is trivial and
we just have (14a) determining the configurations of φI . For
� �= 0, however, one can check that (14a) is completely depen-
dent on (14b). This makes sense because all the hydrostatic
information in φI can be “gauged away” using the Diff (φ)
symmetry. This will no longer be the case out of equilibrium
because φI can have independent physical information con-
tained in ui

φ .
Normally, we are only interested in the effective theory

arranged perturbatively around the strain-free configuration.
For this purpose, we can consider the equation of state up to
quadratic order in κIJ , giving us

p = p f + p� κ I
I − 1

2CIJKLκIJκKL, (16)

where all the coefficients are understood to be arbitrary func-
tions of T , μ, and �u2. Here p f denotes the “fluid” part of the
thermodynamic pressure that is independent of the crystalline
structure. We can use it to obtain the “fluid” thermodynamic
densities s f , n f , ρ f , and ε f similarly to (13). On the other
hand, the elastic moduli tensor CIJKL contains information
about the bulk modulus B and shear modulus G via

CIJKL =
(

B − 2

d
G

)
hIJhKL + 2G hI (K hL)J . (17)

Both B and G must be non-negative to ensure mechani-
cal stability. Finally, p� denotes the lattice pressure [37,38].
Mechanical stability requires that p�|eq = 0, when evaluated
in thermodynamic equilibrium T = T0, μ = μ0, and ui = 0.
However, its thermodynamic derivatives can generically be
nonzero and define the crystal expansion coefficients

αT = 1

B

∂ p�

∂T
, αm = 1

B

∂ p�

∂μ
, αu = 2

B

∂ p�

∂ �u2
, (18)

related to temperature, chemical potential, and velocity fluc-
tuations respectively. The thermodynamic densities from (13)
can be obtained in terms of these as

s = s f + BαT κ I
I + O(u2),

n = n f + Bαmκ I
I + O(u2),

ρ = ρ f + Bαuκ
I
I + O(u2),

rIJ = −p�hIJ + B hIJκ
K
K + 2G κ〈IJ〉 + O(u2),

rIJ = −p�hIJ + B hIJκK
K + 2G κ 〈IJ〉 + O(u2), (19)

where the angular brackets denote a symmetric-traceless com-
bination.

Finally, we note that the free energy (12) can also admit
higher-derivative corrections that we have ignored here for
simplicity. Incidentally, assuming time-reversal invariance, no
such corrections appear at first order in derivatives.
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C. Viscoplastic hydrodynamics

Plastic deformations of a crystal are an out-of-equilibrium
phenomenon. To study these, we will employ the framework
of hydrodynamics [47–49], meaning that we model plastic
deformations by small perturbations of a crystal near the equi-
librium state discussed in the previous subsection.

Out of equilibrium, we do not have the liberty to derive
the equations for the crystal fields φI and the reference metric
ψIJ from a hydrostatic free energy. But we know that such
equations must exist and we take them to have the schematic
form

KI + Kext
I = 0, (20a)

U IJ + U IJ
ext = 0. (20b)

Here KI and U IJ are some operators dual to φI and ψIJ

respectively. However, for the time being, we do not know
much about these operators except that they must reduce to
their hydrostatic form (14) in equilibrium. In foresight, the
first one of these equations gives rise to the Josephson equa-
tion for the crystal fields, relating the crystal velocity ui

φ to
the thermodynamic velocity ui. On the other hand, the second
equation determines the time evolution of the intrinsic metric
ḣIJ = (∂t + ui

φ∂i )hIJ , which is identically zero for an elastic
crystal due to (8).

Out of equilibrium, the conserved quantities: energy den-
sity ε, momentum density πi, and charge/particle density n,
also become dynamical and are governed by their respective
conservation equations

∂tε + ∂iε
i = −KI∂tφ

I − 1
2U IJ (∂t + uk

φ∂k )ψIJ , (21a)

∂tπ
i + ∂ jτ

i j = KI∂
iφI , (21b)

∂t n + ∂i ji = 0, (21c)

where εi is the energy flux, τ i j the symmetric stress tensor,
and ji the particle flux. When the external sources are absent,
the operators KI and U IJ are zero on-shell due to (20), and
energy and momentum are both conserved. In the presence
of external sources, however, both the energy and momentum
are sourced. The precise form of these couplings is derived
in Appendix A. In particular, we note that the couplings are
such that the conservation equations are invariant under the
Diff (φ) symmetry, provided that both KI and U IJ transform
homogeneously.

It is also useful to introduce the interstitial density n
 and
flux ji


, defined as the total particle density/flux minus the
particle density/flux of lattice sites

n
 = n − m0v,

ji

 = ji − m0v ui

φ, (22a)

where

v =
√

det
(
eI

i e
J
jhIJ

)
, (22b)

is the local volume element of the lattice and m0 denotes the
(constant) number of particles per unit volume in the crystal
[50]. It measures the number density of interstitials or vacan-
cies present in a crystal. For an elastic crystal, this quantity is
conserved, while a plastic crystal can develop new interstitials

FIG. 2. Circuit representation of the rheology equations for a
plastic crystal in the shear sector. The circuit describes a Jeffrey ma-
terial. In the limit η → 0, the dashpot in the lower arm disappears and
we get a Maxwell material, whereas in the limit �G → 0, the dashpot
in the upper arm becomes infinitely rigid and we get a Kelvin-Voigt
material. The bulk sector of the rheology equations behaves similarly,
with G, �G, η replaced with B, �B, ζ , respectively.

or vacancies due to the change in the volume of the reference
metric. To wit

∂t n
 + ∂i ji

 = −m0(∂t + uk

φ∂k ) det h. (22c)

As we review in Sec. IV, changes in the volume of the
reference metric corresponds to climb motion of dislocations
[34,51–54]. Climbing of dislocations is often neglected as it is
energetically much more costly than glide motion (see Fig. 3),
which results in the interstitial density being conserved. For a
Galilean crystal, we have ji = π i = nui. It is clear, therefore,
that the diffusion of interstitials and vacancies is directly tied
to the diffusion of the crystal fields responsible for the mis-
alignment between ui and ui

φ . We shall see this explicitly in
the course of our discussion.

To complete the hydrodynamic setup, we must specify a
set of constitutive relations for all the unknown operators:
εi, τ i j , ji, KI , and U IJ , arranged order-by-order in a deriva-
tive expansion. Note that we do not need to write down the
constitutive relations for ji


, which will be determined by the

FIG. 3. Climb motion of a dislocation perpendicular to its Burg-
ers vector (given in black) takes the lattice configuration (a) to (b),
creating a new lattice site in the process. On the other hand, glide
motion of a dislocation parallel to its Burgers vector takes the lattice
configuration (a) to (c), without the need to create or remove a lattice
site.
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relations for ji along with ui
φ obtained through the Josephson

relation (20a). In general, however, the constitutive relations,
cannot be arbitrary. They must satisfy the local second law of
thermodynamics, which states that there must exist an entropy
density st and flux si such that

∂t s
t + ∂is

i = 
 � 0, (23)

for all solutions of the equations of motion. The quantity 


denotes the non-negative dissipation rate of the system. For
the sake of simplicity, we shall assume that st = s is the ther-
modynamic entropy density, although in general it can also
admit higher-derivative corrections [55,56]. These corrections
are directly related to the admissible derivative corrections in
the hydrostatic free energy (12), and are incidentally absent at
one-derivative order for a time-reversal invariant crystal.

Let us take the following ansatz for the constitutive rela-
tions:

εi = (ε + p)ui + rIJeIieJ
t + T i ju j + E i,

τ i j = ρ uiu j + p δi j − ei
I e

j
J rIJ + T i j,

ji = nui + J i, (24)

KI = −∂i(rIJeJi ) + �

2
rJK ei

I∂iψJK + KI ,

U IJ = �rIJ + U IJ ,

where E i, T i j , J i, KI , and UIJ denote the respective dissi-
pative corrections. The form of the constitutive relations is
precisely picked so that entropy is conserved in the absence of
these corrections. In detail, using the thermodynamic relations
(13) together with the conservation laws (21), we find

T ∂t s = ∂tε − μ∂t n − ui∂tπi + 1

2
rIJ∂t h

IJ + 1

2
rIJ∂thIJ

= − 1

T
E i∂iT − T i j∂iu j − TJ i∂i

μ

T
− KI (∂t + ui∂i )φ

I

− 1

2
U IJ (∂t + ui

φ∂i )ψIJ − T ∂is
i, (25)

where the entropy (heat) flux is given as

si = 1

T
(εi + pui − μ ji − τ i ju j − rIJeIi(∂t + ui∂i )φ

J )

= sui + 1

T
E i − μ

T
J i. (26)

Note that the U IJ term in (25) comes with (∂t + ui
φ∂i )ψIJ and

not (∂t + ui∂i )ψIJ . This ensures that the said term is Diff (φ)
covariant, because the operator (∂t + ui

φ∂i ) yields zero when
acting on the Diff (φ) parameters. To achieve this, we needed
to add the ∂iψIJ term in (24), ensuring that KI is also Diff (φ)
covariant. We can check that the form of KI and U IJ in (24)
matches their hydrostatic expectation from (14).

Moving on, from (25), we infer that the dissipation rate is
given as

T 
 = − 1

T
E i∂iT − T i j∂iu j − TJ i∂i

μ

T
− KI (∂t + ui∂i )φ

I

− 1

2
U IJ (∂t + ui

φ∂i )ψIJ � 0, (27)

which, as promised, is trivially zero in the absence of dis-
sipative corrections. Furthermore, the dissipative corrections
themselves must be constrained so as to ensure that 
 � 0.

D. Constitutive relations

To obtain all the dissipative corrections permitted by the
second law of thermodynamics, we will need to solve (27)
order-by-order in the derivative expansion. Let us outline our
derivative counting scheme. The thermodynamic variables T ,
μ, and ui are treated as O(∂0). The crystal fields φI are
counted as O(∂−1), ensuring that the frame fields eI

i and the
crystal velocity ui

φ are both O(∂0). We shall treat ψIJ also
as O(∂0), with the suppression of plasticity controlled by
� ∼ O(∂ ).

Looking at the form of (27) and the derivative counting
scheme above, we notice that we can write down a term in
KI , which contributes even before the thermodynamic contri-
butions in (24). These are given by

KI = −σφhIJ (∂t + ui∂i )φ
I + O(∂ ), (28)

for some non-negative coefficient σφ . Noting that all the
other terms in KI in (24), as well as Kext

I , are already O(∂ ),
the Josephson equation (20a) at leading order tells us that
(∂t + ui∂i )φI = O(∂ ) or that the crystal velocity is the same as
the thermodynamic fluid velocity up to derivative corrections:
ui

φ = ui + O(∂ ). In view of this, we will count the combi-
nation (∂t + ui∂i )φI as O(∂ ) in the rest of the discussion.
This general structure occurs whenever we include massless
degrees of freedom, like Goldstones, in the hydrodynamic
description [57].

We want to obtain the dissipative corrections to the con-
stitutive relations of viscoplastic hydrodynamics up to first
order in derivatives. For simplicity, we shall only look at the
dissipative corrections that affect the constitutive relations at
the level of linearized fluctuations. This, in particular, means
that we will ignore any terms that are nonlinear in strain κIJ or
fluid velocity ui. In this regime, we can split the solutions of
(27) into scalar, vector, and tensor sectors. Let us first consider
the vector sector⎛

⎜⎝
E I

J I

KI

⎞
⎟⎠ = −

⎛
⎜⎜⎝

σε γεn γεφ

γ ′
εn σn γnφ

γ ′
εφ γ ′

nφ σφ

⎞
⎟⎟⎠

⎛
⎜⎜⎝

eI
i

1
T ∂ iT

eI
i T ∂ i μ

T

(∂t + ui∂i )φI

⎞
⎟⎟⎠, (29a)

where we have defined E i = ei
IE I , J i = ei

IJ I . These consti-
tutive relations are the same as obtained for elastic crystals
in [37,38], generalized to systems without a boost symmetry.
The coefficients in the first 2 × 2 block are the thermoelectric
conductivities. The very last entry σφ is the crystal conductiv-
ity, while the remaining off-diagonal entries γεφ , γnφ capture
the response of Goldstone fields to thermal and particle num-
ber fluctuations. The plasticity effects only enter the scalar and
symmetric-traceless tensor sector, where we find(

T IJ

U IJ

)
= −hIJ

(
ζτ ζτh

ζ ′
τh ζh

)(
∂kuk

1
2 hKL(∂t + ūi∂i )ψKL

)

−
(

ητ ητh

η′
τh ηh

)(
2e〈I

i eJ〉
j ∂ iu j

hK〈I hJ〉L(∂t + ūi∂i )ψKL

)
. (29b)
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We have defined T i j = ei
I e

j
JT IJ . The first entries in the re-

spective matrices ζτ and ητ are the well-known bulk viscosity
and shear viscosity terms. The respective last entries ζh and
ηh will be related to the relaxation rates of crystal strain tensor
due to plasticity. We will return to the remaining off-diagonal
entries in the next section.

The off-diagonal primed and unprimed coefficients in the
expressions above are related by Onsager’s relations [58–60]

γ ′
εn = γεn, γ ′

εφ = −γεφ, γ ′
nφ = −γnφ,

η′
τh = ητh, ζ ′

τh = ζτh. (30a)

Demanding that the dissipation rate is positive-semidefinite
further results in the sign constraints

ητ � 0, ζτ � 0, σε � 0, σφ � 0,

σεσn � γ 2
εn, ητ ηh � η2

τh, ζτ ζh � ζ 2
τh. (30b)

We note that if Galilean boost symmetry were imposed,
the particle flux does not receive any derivative corrections,
leading to the coefficients γεn, γ ′

εn, γnφ , γ ′
nφ , and σn being zero.

However, we will keep these coefficients nonzero for now
because some of these are relevant for relativistic crystals.
In the relativistic case, the energy flux does not receive any
derivative corrections and we instead must set γεn, γ ′

εn, γεφ ,
γ ′

εφ , σε to zero. See Appendix D for more details on relativistic
crystals.

III. LINEAR VISCOPLASTICITY

We devote this section to understanding the physical impli-
cations of the hydrodynamic model we developed above. For
simplicity, we shall assume the crystal to evolve isothermally,
i.e., we will fix T to the constant equilibrium temperature T0.
This has the consequence that energy conservation decouples
from the rest of the system and we will not be able to probe
the respective coefficients σε , γεn, and γεφ . Generalizing our
discussion to restore the effects of temperature variations
is straightforward, albeit the explicit manipulations become
more involved. Furthermore, we will turn off the external
stress source T i j

ext for simplicity, which in turn sets Kext
I and

U IJ
ext to zero, and focus on linearized fluctuations in

ui, μ = μ0 + δμ,

φI = xI − δI
i δφ

i, ψIJ . (31)

In particular, this means that

rIJ = rIJ = B
(
κK

K − αmδμ
)
hIJ + 2G κ 〈IJ〉 + · · · . (32)

A. Hydrodynamic equations

First, let us look at the Josephson equation for the crystal
fields φI given by (20a), which determines the crystal velocity
ui

φ = ∂tδφ
i. Plugging in the constitutive relations, we find

ui
φ = ui + D‖

φ∂ iκk
k + 2D⊥

φ

(
∂ jκ

i j−∂ iκk
k

) −
(

γn + Bαm

σφ

)
∂ iμ,

(33a)

where we have defined

D‖
φ = B + 2 d−1

d G

σφ

, D⊥
φ = G

σφ

, γn = γnφ

σφ

. (33b)

The coefficients D‖
φ and D⊥

φ are the diffusion rates of the Gold-
stone field δφi longitudinal and transverse to the wavevector
respectively, while γn denotes its response to the chemical
potential fluctuations; see [27]. For a plastic crystal, we see
that D‖

φ and D⊥
φ also capture the response of δφi to the fluc-

tuations in the reference metric via the strain tensor. We can
use (46) to obtain the evolution of the distortion strain tensor
εi j = eI

i e
J
jεIJ defined in (9). In the rest frame of the crystal,

this is given by the gradient of the crystal velocity

ε̇i j = ∂(iu
φ

j)

= ∂(iu j) −
(

γn + Bαm

σφ

)
∂i∂ jμ + D‖

φ∂i∂ jκ
k
k

+ 2D⊥
φ

(
∂(i∂

kκ j)k − ∂i∂ jκ
k
k

)
. (33c)

In (33c) the “dot” denotes the Lie derivative operator with
respect to ∂t + ui

φ∂i [61]. Importantly, we see that the dis-
tortion strain diffuses but does not relax to zero. This is in
contrast to the plastic crystal strain as we will see below.

Next, we have the dynamical equation for the reference
metric hi j = eI

i e
J
jhIJ given by (20b). Using the constitutive

relations, we find

ḣi j = − 2

d
δi j (λB − 1)∂kuk − 2(λG − 1)∂〈iu j〉

+ 2

d
δi j�B

(
κk

k − αmδμ
) + 2�Gκ〈i j〉, (34a)

where we have defined

λG = 1 + �ητh

ηh
, λB = 1 + �ζτh

ζh
,

�G = �2G

ηh
, �B = �2B

ζh
. (34b)

In the limit � → 0, the right-hand side vanishes and the ref-
erence metric does not evolve with respect to the crystal, as
expected for a purely elastic material. The coefficients defined
here find physical meaning in the evolution of the crystal
strain tensor; we get

κ̇i j = 1

d
λBδi j∂kuk + λG∂〈iu j〉 −

(
γn + Bαm

σφ

)
∂i∂ jμ

+ D‖
φ∂i∂ jκ

k
k + 2D⊥

φ

(
∂(i∂

kκ j)k − ∂i∂ jκ
k
k

)
− 1

d
δi j�B

(
κk

k − αmδμ
) − �Gκ〈i j〉. (34c)

The first thing we notice is that the leading order term
is no longer just the gradient of the fluid velocity. We have
new coefficients λB, λG �= 1 that modify these relations in
the expansion and shear channels respectively. Similar phe-
nomena was also observed in the presence of pinning in our
previous paper [27]. The diffusion coefficients D‖

φ , D⊥
φ and the

chemical potential response γn are the same as in the distortion
strain. Importantly, however, the crystal strain also relaxes
with independent rates �B, �G in the expansion and shear
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channels respectively. Such relaxation processes in the crystal
strain are expected to be found in generic plastic materials.
We also see a relaxation of strain due to chemical potential
fluctuations via a nonzero chemical expansion coefficient αm.

Let us now look at the conserved fluxes. We have the stress
tensor and the particle flux

τ i j = (p + λBBαmδμ)δi j − λBBδi jκk
k − 2λGGκ 〈i j〉

− ζ δi j∂kuk − 2η∂ 〈iu j〉, (35a)

ji = n ui − (σ + Bαmγn)∂ iμ

− nD‖
n∂

iκk
k − 2nD⊥

n

(
∂ jκ

i j−∂ iκk
k

)
, (35b)

where

η = ητ − η2
τh

ηh
, ζ = ζτ − ζ 2

τh

ζh
,

σ = σn + γ 2
nφ

σφ

, (35c)

are the true shear viscosity, bulk viscosity, conductivity of the
crystal, and

D‖
n = −γnφ

n
D‖

φ, D⊥
n = −γnφ

n
D⊥

φ , (35d)

are the longitudinal and transverse diffusion coefficients for
the particle flux. For a Galilean crystal, the coefficients σ , γn,
D‖

n, and D⊥
n all vanish and the particle flux ji just becomes

nui.
We can also obtain the interstitial flux using (22a). We can

always choose m0 to be the equilibrium number density n0,
so that the interstitial density n
 vanishes in equilibrium. We
find

n
 = δn + κk
k ,

ji

 = −σ
∂ iμ − nD‖


∂ iκk
k − 2D⊥




(
∂ jκ

i j−∂ iκk
k

)
, (36a)

where

σ
 = σ − nγn −
(

1 − γnφ

n

)nBαm

σφ

,

D‖

 =

(
1 − γnφ

n

)
D‖

φ, D⊥

 =

(
1 − γnφ

n

)
D⊥

φ . (36b)

Notice from (36a) that the diffusion of interstitials and
vacancies is controlled by the Goldstone diffusion coefficients
appearing in (33a). The prefactor appearing in the relation is
unity for Galilean crystals.

B. Field redefinitions of crystal strain

We have already discussed the physical distinction between
the distortion strain εi j representing the mechanical distortions
of the crystal with respect to an original configuration, and
the crystal strain κi j representing the strain felt by the crystal.
Since κi j is only really meaningful in the context of the effec-
tive field theory description, we can arbitrarily redefine it as
long as the redefinition scales as � and drops out in the elastic
limit. For example, we can take

κi j → κi j + �aGκ〈i j〉 + �aBδi jκ
k
k . (37a)

This is equivalent to redefining the plastic part of the reference
metric as

ψIJ → ψIJ − 2aGei
I e

j
Jκ〈i j〉 − 2aBhIJκ

k
k . (37b)

The upshot of this procedure is that we can choose

aG = ητh

ηh
, aB = 1

d

ζτh

ζh
, (38a)

and rescale the thermodynamic coefficients

G → 1

λ2
G

G, B → 1

λ2
B

B, αm → λBαm, (38b)

to get rid of λB and λG entirely from the hydrodynamic equa-
tions, up to the one-derivative order terms in the constitutive
relations. In view of this, we will set λB = λG = 1 in the
remainder of this section.

We note that the situation is qualitatively different for the
analogous λ coefficient appearing in pinned crystals [27]. In
that context, we could also perform a field redefinition to
remove the λ coefficient from the hydrodynamic equations.
However, this procedure required redefining the crystal phase
fields φI → λφI , which are charged under translations and
hence modified the correlation functions involving the stress
tensor.

C. Rheology equations

To understand the physical materials our hydrodynamic
model is describing, let us further freeze the chemical po-
tential fluctuations by setting μ = μ0 where μ0 is a constant
chemical potential and focus on just the mechanical fluctua-
tions of the crystal. In addition, we assume that the relevant
observable to probe the material with is the time derivative
of the distortion strain (33c). Under these conditions, we can
write the rheology equations by eliminating the shear tensor
∂(iu j) in favour of the distortion strain εi j using (33c), i.e.,

τi j = −δi j
(
Bκk

k + ζ ε̇k
k

) − 2Gκ〈i j〉 − 2ηε̇〈i j〉, (39a)

κ̇i j = 1

d
δi j

(
ε̇k

k − �Bκk
k

) + ε̇〈i j〉 − �Gκ〈i j〉. (39b)

In writing these equations, we have only considered terms
that contribute to the hydrodynamic equations up to second-
derivative order, meaning that we consider terms up to O(∂2)
for κ̇i j and terms up to O(∂ ) for τi j . We have also ignored the
constant pressure term in the stress tensor. Due to this power
counting scheme and the specific observable under consider-
ation ε̇i j , we see that all the diffusive corrections disappear
and the rheology equations neatly split into the bulk and shear
channels.

If we momentarily ignore the plasticity effects by setting
� → 0, we get �B = �G = 0. In this case, (39b) implies that
the crystal strain tensor κi j and the distortion strain tensor εi j

are the same objects and we arrive at the Kelvin-Voigt model

τ k
k = −dBεk

k − dζ ε̇k
k ,

τ〈i j〉 = −2Gε〈i j〉 − 2ηε̇〈i j〉. (40)

If we keep the plasticity effects, however, we end up with the
Jeffrey model [35,36,39]

τ̇ k
k + �Bτ k

k = −d (B + ζ�B)ε̇k
k − dζ ε̈k

k ,

τ̇〈i j〉 + �Gτ〈i j〉 = −2(G + η�G)ε̇〈i j〉 − 2ηε̈〈i j〉. (41)

155108-9



ARMAS, VAN HEUMEN, JAIN, AND LIER PHYSICAL REVIEW B 107, 155108 (2023)

The respective material diagram in given in Fig. 2. There-
fore, our hydrodynamic theory describes the nonequilibrium
fluctuations of a Jeffrey material. The special case η = ζ = 0
describes a Maxwell material.

As we see from (39), there are no diffusive corrections in
the rheology equations from the perspective of the crystal evo-
lution. The first such corrections appear at O(�∂2) in (39b),
which are suppressed due to our weak-plasticity assumption
� ∼ O(∂ ). The diffusive effects in our viscoplastic model
relate to the diffusion of interstitials relative to the crystal.
In Appendix B, we consider the rheology equations from the
point of view of total matter displacement, including both
crystalline and interstitial matter. In this context, the rheology
equations do admit diffusive corrections and we find a rich
structure akin to generalized Maxwell materials.

D. Mode spectrum

Let us now compute the linearized mode spectrum of
plastic hydrodynamics. The behavior of the spectrum is quali-
tatively different based on the interplay between the plasticity
scale [62] � and the momentum (wave-number) scale k of fluc-
tuations. To stay within the hydrodynamic regime, we must
require that k � L−1

T , where LT is the thermal length scale.
To stay within the weak plasticity regime, we also require that
� � L−1

T ; however, the relative ordering of k and � may differ.
If we focus on fluctuations at momentum scales larger than the
scale of plasticity, but still within the hydrodynamic regime,
i.e., � � k � L−1

T , the modes behave like that of a solid with
small “softening” corrections due to plasticity. On the other
hand, if we look at fluctuations at momentum scales smaller
than the plasticity scale, i.e., k � � � L−1

T , the modes behave
like that of a liquid with “rigidity” corrections.

To begin with it, is useful to make a wavevector decompo-
sition of the strain such that

κi j = kik j

k2
κ‖ + k(i

k
κ⊥

j) +
(

δi j − kik j

k2

)
κT + κTT

i j , (42a)

where κ⊥
i is transverse to ki, κTT

i j is transverse and traceless, κ‖

is the longitudinal component, and κT is the transverse trace.
We can correspondingly decompose the fluid velocity as

ui = ki

k
u‖ + ui

⊥, (42b)

where u‖ is the longitudinal component and ui
⊥ is trans-

verse to ki. Given this decomposition, we note that the
transverse-traceless fluctuations κTT

i j of the strain tensor com-
pletely decouple from the rest of the system and lead to a
momentum-independent gapped mode ω = −i�G. This mode
is not important for our linearized analysis in this section,
thought might play a significant role upon taking nonlinear
interactions into account. Note that this sector only exists in
d > 2.

Let us now focus on the transverse vector sector spanned
by the transverse velocity ui

⊥ and the transverse strain κ i
⊥.

In the solid regime � � k � L−1
T , we find the well-known

transverse sound mode characteristic of a crystal, but damped
due to plastic effects [63]

ω = ±v⊥k − i

2
(�⊥k2 + �⊥) + · · · , (43a)

where we have isolated the speed of transverse sound v⊥,
attenuation rate �⊥, and damping rate �⊥ as

v2
⊥ = G

ρ
, �⊥ = η

ρ
+ G

σφ

, �⊥ = �G. (43b)

The longitudinal sector is considerably more involved and
is spanned by the temperature T , chemical potential μ, longi-
tudinal velocity u‖, longitudinal strain κ‖, and the transverse
trace strain κT. As with the earlier discussion, we ignore the
temperature fluctuations, which removes the energy diffusion
mode. Other than this, focusing on the solid regime � � k �
L−1

T , we find a damped longitudinal sound mode and a damped
crystal diffusion mode

ω = ±v‖k − i

2
(�‖k2 + �‖) + · · · ,

ω = −iD‖k2 − i�D + · · · . (44a)

The speed of longitudinal sound v‖, attenuation rate �‖, and
damping rate �‖ are given as

v2
‖ = n2

m

ρχ
+ B + 2 d−1

d G

ρ
,

�‖ = ζ + 2 d−1
d η

ρ
+ n2

mσ

ρχ2v2
‖

+
ρ
(
v2

‖ − nnm
ρχ

)2

σφv2
‖

+
2nmγn

(
v2

‖ − nnm
ρχ

)
χv2

‖
,

�‖ = (1 + nmαm/χ )2B�B + 2 d−1
d G�G

ρv2
‖

, (44b)

while the diffusion constant D‖ and diffusion damping rate
�D are given as

D‖ = B + 2 d−1
d G

ρχv2
‖

(
σ − 2nγn + n2

σφ

)
,

�D = B�B
(
n − 2 d−1

d Gαm
)2 + 2 d−1

d G�Gn2
m

ρv2
‖χ

(
B + 2 d−1

d G
) , (44c)

along with χ = ∂n/∂μ and nm = n + Bαm. We also find a
gapped nonhydrodynamic mode

ω = −i
B�G + 2 d−1

d G�B

B + 2 d−1
d G

+ · · · , (45)

which is absent in an elastic crystal, arising from the fact
that we now have an additional degree of freedom κT. Upon
turning off the plasticity effects, i.e., �B = �G = 0, both
the sound and diffusion modes become undamped, while the
last nonhydrodynamic mode disappears altogether. This mode
spectrum is a direct generalization of the mode spectrum
reported in [37,38] to plastic crystals. Compared to these
references, we have one less diffusion mode because we have
ignored thermal fluctuations for simplicity.

Passing onto the liquid regime k � � � L−1
T , the two

branches of the transverse sound mode (43) decouple into the
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liquid shear mode and a gapped mode

ω = −i
ηl

ρ
k2 + · · · ,

ω = −i�G + · · · , (46a)

while the four longitudinal modes mix to give the liquid sound
mode and two other gapped modes

ω = ±
√

n2

ρχl
k − i

2

(
ζl + 2 d−1

d ηl

ρ
+ σ

χl

)
k2 + · · · ,

ω = −i�B

(
1 + Bα2

m

χ

)
+ · · · ,

ω = −i�G + · · · . (46b)

Here we have defined the effective “liquid coefficients” cor-
rected due to rigidity effects as

χl = χ + Bα2
m,

ηl = η + G

�G
,

ζl = ζ +
(

1 + nαm

χ + Bα2
m

)2 B

�B
. (46c)

These can be compared directly with the modes in a rel-
ativistic fluid [48] or a boost-agnostic fluid [46]. Again, we
do not find a charge/energy diffusion mode because we have
ignored temperature fluctuations.

We note that we have only focused on modes near the zero-
velocity equilibrium state ui = 0. If the system has some boost
symmetry, Galilean or relativistic, all boosted equilibrium
states can be related to this one via symmetry transforma-
tions. However, for systems without a boost symmetry, the
finite-velocity equilibrium states can carry qualitatively new
information; see e.g., [46]. We do not analyze this scenario
here.

E. Correlation functions

We can use this hydrodynamic framework to compute the
retarded correlation functions, also called response functions,
of conserved operators and fluxes. To this end, we use the
variational approach described in [48]; see [46] for discus-
sions specific to the boost-agnostic construction. We consider
coupling the hydrodynamic equations to background sources:
frame velocity vi for momentum density πi, spatial metric gi j

for stress tensor τ i j , gauge potential At for number density n,
and gauge field Ai for number flux ji, along with the exter-
nal stress tensor T i j

ext already introduced for the strain tensor
κi j . The precise form of these couplings has been derived in
Appendix A. Having done that, schematically, the correla-
tion functions GR

O1O2
can be obtained by observing how the

operator O1 responds to the source of the operator O2; see
Appendix A 4 for the precise formulas.

The following results apply to Galilean crystals upon set-
ting ρ = n along with γn, σ set to zero. On the other hand,
they directly apply to relativistic crystals upon setting ρ =
(ε + p)/c2.

For simplicity, we will focus only on the zero-wavevector
correlation functions. In this limit, all the number density

and momentum density correlators are trivial on account of
the conservation laws (Ward identities), while all the number
flux and stress tensor correlators become isotropic. Let us
start with the flux and crystal velocity: all the nontrivial ω-
dependent correlators involving the flux ji and crystal velocity
ui

φ are given by

GR
ji j j (ω) = δi j

(
n2

ρ
− iωσ

)
,

GR
ui

φu j
φ

(ω) = δi j

(
1

ρ
− iω

σφ

)
,

GR
jiu j

φ

(ω) = δi j

(
n

ρ
− iωγn

)
. (47)

Interestingly, these results are the same as found for pure
elasticity in [37,38], meaning that they are not sensitive to the
plastic nature of the crystal. This is not really surprising as we
already noted that there are no plasticity-dependent dissipative
transport coefficients in the vector sector; see (29a).

Notably, the flux-flux correlator is typically the only avail-
able observable in experiments, so an important question to
consider is whether there are ways to still see the effects of
plasticity in this correlator. As it turns out, one can get some
mileage by looking at nonzero wavevectors. For example,
turning on the wavevector ki = kδx

i and looking at the trans-
verse sector we find

GR
jy jy (ω, k) = n2

ρ
− iωσ − Gk2(n/ρ − iωγn)2

iω(iω − �G) + k2(v2
⊥ − iωD⊥

φ )
.

(48)

Here we have switched off the viscosity η to isolate the
plasticity effects on conductivities, which we clearly see ap-
pearing with k2 terms. Further turning off σ and γn, one can
then obtain the expression (3) reported in the introduction,
specialized to no-pinning case.

Next we consider the stress and strain correlators at zero
wavevector. As one would expect, these are sensitive to plas-
ticity and we find

GR
τ i jτ kl (ω) = p(2δi(kδl ) j − δi jδkl ) + n2

χ + Bα2
m

δi jδkl

− iωδi jδkl

⎛
⎝ζ +

(
1 + Bα2

m
χ

)(
1 + nαm

χ+Bα2
m

)2
B(

1 + Bα2
m

χ

)
�B − iω

⎞
⎠

− 2iωδi〈kδl〉 j

(
η + G

�G − iω

)
,

GR
κ i jκkl (ω) = −δi jδkl 1

4B

�B(
1 + Bα2

m
χ

)
�B − iω

− 2δi〈kδl〉 j 1

4G

�G

�G − iω
,

GR
τ i jκkl (ω) = 1

2
δi jδkl

nαm
χ

�B + iω(
1 + Bα2

m
χ

)
�B − iω

+ δi〈kδl〉 j iω

�G − iω
. (49)
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The imaginary part of the stress-stress correlator can be used
to obtain the ω-dependent viscosities, i.e., [64]

ζ (ω) = − 1

ω
Im

(
GR

τ xxτ xx (ω) − 2
d − 1

d
GR

τ xyτ xy (ω)

)

= ζ +
(
1 + Bα2

m
χ

)2(
1 + nαm

χ+Bα2
m

)2
B�B(

1 + Bα2
m

χ

)2
�2

B + ω2

η(ω) = − 1

ω
Im GR

τ xyτ xy (ω)

= η + G�G

�2
G + ω2

. (50)

In the solid regime ω � �B,�G, these objects reduce to the
crystal viscosities ζ , η. Whereas, in the liquid regime ω �
�B,�G, these give rise to the effective liquid viscosities ζl , ηl

defined in (46c).

IV. PLASTIC DEFORMATIONS FROM LATTICE
DISLOCATIONS

In this section we discuss how dislocations in a crystal
give rise to plasticity. We started our effective description
of crystals in Sec. II with the crystal fields φI . These are
arbitrary labels that we assigned to each lattice site; however,
these labels might not correspond to how the sites are actually
organized in the crystal. In fact, if the crystal has topological
defects, it might not be possible at all to assign a smooth
labeling φI throughout the crystal. For this purpose, let us
introduce another crystal field ϕ̃I that does correspond to the
actual structure of the crystal. As a downside, ϕ̃I is no longer
smooth and cannot be directly used in the effective field theory
description. For simplicity, we will assume that the associated
frame fields ẽI

i = ∂iϕ̃
I and ẽI

t = ∂t ϕ̃
I are smooth, which means

that the crystal only has translational defects called disloca-
tions, but no rotational defects called disclinations.

Even though the frame fields ẽI
i are smooth, they are no

longer curl free, i.e.,

εi j∂iẽ
I
j = �nI

dloc �= 0. (51)

The object nI
dloc is known as the dislocation density and the

small parameter � here controls the strength of dislocations.
This parameter will end up being the same as the one intro-
duced for the strength of plasticity in our discussion above
and hence we use the same notation. We have specialized to
d = 2 spatial dimensions for simplicity, although the notion
of dislocations can also be generalized to higher dimensions;
see e.g., [65]. We can integrate the dislocation density in some
volume U to define the Burgers vector

BI =
∫

U
d2x �nI

dloc

=
∮

∂U
dxi∂iϕ̃

I . (52)

It measures the displacement, in lattice units, as we circle a
loop around U . If the region U contains no defects, the net
displacement is zero. However, when U contains a disloca-
tion, going around the loop we pick up a net displacement.

Dislocations are topologically conserved and satisfy the con-
servation law

∂t n
I
dloc + ∂i jI

dloc = 0, (53)

where the dislocation flux is defined as

� jIi
dloc = −εi j∂t ẽ

I
j + εi j∂ j ẽ

I
t , (54)

which follows from the definition of dislocation density in
(51). This means that once excited, dislocations cannot decay
locally and must interact with antidislocations to annihilate.
Furthermore, creating dislocation/antidislocation pairs only
requires restructuring the bond structure of a crystal and can
be achieved with comparatively little energy than the creation
of interstitials/vacancies that require displacement of lattice
sites. Thus dislocations can be found even in the purest of
crystals. See [51,52] for a more detailed discussion.

We wish to see how dislocations in a crystal give rise to
plasticity. For this purpose, we decompose the frame fields
ẽI

i = ∂iϕ̃
I into an “undefected” part expressed as the gradient

of a smooth crystal field φI and a part arising from disloca-
tions

∂iϕ̃
I = ∂iφ

I + �V I
i ,

∂t ϕ̃
I = ∂tφ

I + �V I
t . (55)

It is trivial to see that the φI part does not contribute to the
dislocation density. We can think of φI , V I

i , and V I
t as indepen-

dent degrees of freedom describing a crystal with dislocations.
However, the decomposition in (55) is not unique and must be
accompanied by a local U(1)d gauge symmetry, with V I

i , V I
t

acting as the respective gauge fields

φI → φI − �λI ,

V I
i → V I

i + ∂iλ
I , (56)

V I
t → V I

t + ∂tλ
I .

We can partially gauge-fix this symmetry by demanding that
the crystal velocity ui

φ defined using the φI fields in (7), also
defines the local rest frame of the ϕ̃I fields, i.e.,

∂t ϕ̃
I + ui

φ∂iϕ̃
I = 0. (57)

This can be seen as determining V I
t in terms of the other fields.

Note that this is not a complete gauge fixing. We are still left
with the residual Diff (φ) symmetry in the crystal fields that
leaves ui

φ invariant. This can be understood as the origin of
the Diff (φ) symmetry introduced in Sec. II A in the context of
dislocations.

Since the crystal fields ϕ̃I are allowed to be singular, we
can always choose them such that the reference metric of the
crystal is just δIJ . This allows us to define the strain tensor of
the crystal

κ̃IJ = 1
2 (h̃IJ − δIJ ), (58)

where h̃IJ is the inverse of h̃IJ = ẽIiẽJ
j . Given that φI and ϕ̃I

describe the same physical crystal, the pullbacks of the respec-
tive strain tensors to the physical space must be identical

κi j = eI
i e

J
jκIJ = ẽI

i ẽ
J
j κ̃IJ . (59)
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This gives us a nonlinear relation between the plastic part of
the reference metric ψIJ and the dislocation part of the frame
fields V I

i , i.e.,

eI
i e

J
jψIJ = 2δIJeI

(iV
J
j) + �2δIJV I

i V J
j . (60)

We have therefore established that a crystal with dislocations
gives rise to plasticity.

It is instructive to do a counting exercise at this point. Note
that V I

i has d2 degrees of freedom in d spatial dimensions
as opposed to ψIJ , which only has d (d + 1)/2 components.
It suggests that dislocations do a bit more than just making
the crystal plastic. Normally, in an undefected crystal, the
bond angles among the lattice sites are entirely determined by
the respective bond lengths. This, however, is no longer the
case in the vicinity of dislocations and the crystal can carry
independent local bond angles in addition to the reference
metric. This accounts for the missing d (d − 1)/2 degree of
freedom. If we assume that the dislocation density is weak
enough so that the orientations of nearby dislocations is ef-
fectively uncorrelated, we can ignore the angular degrees of
freedom. In this regime, the effective dynamics of a crystal
with dislocations is exactly captured by the theory of plasticity
constructed above.

Glide constraint

The motion of dislocations can be categorized into either
“glide” (movement parallel to the Burgers vector) or “climb”
(movement perpendicular to the Burgers vector). Glide mo-
tion merely requires a reconfiguration of the bond structure of
the lattice, while climb motion requires creation or removal
of lattice sites and is thus energetically much costlier; see
Fig. 3. Creation or removal of lattice sites result in permanent
expansion or compression of the local volume element of a
material and is hard to achieve except in extreme cases, such
as during the process of densification; see e.g., [66]. As such,
for most practical purposes, climb motion of dislocations can
be neglected, resulting in the so-called glide constraint.

Since climb motion acts as a local source or sink for lattice
sites, the glide constraint can simply be formulated as the
statement that the interstitial density (total particle density
minus the density of lattice sites) given in (22) is conserved.
Due to (22c), this is equivalent to the statement that the local
volume element associated with the reference metric of the
crystal remains fixed in the rest frame of the crystal(

∂t + uk
φ∂k

)
det h = 0. (61a)

Using relation (60) between plasticity and dislocations, to-
gether with the definitions of dislocation density (51) and flux
(54), we can obtain the equivalent statement

ẽi
Iεik

(
jIk
dloc − nI

dlocuk
φ

) = 0, (61b)

which implies that there is no flux of dislocations with re-
spect to the crystal velocity perpendicular to the local Burgers
vector. Imposing the glide constraint (61a) on the evolution
equation of the reference metric (34a), we find λB = 1 and
�B = 0, or equivalently ζh → ∞. We have already set λB = 1
following our discussion in Sec. III B using the redefinition
freedom of the reference metric. However, we have kept �B �=
0 throughout the paper for generality.

V. PINNED PLASTIC CRYSTALS

In this section, we consider viscoplastic crystals with pin-
ning due to possible point-like impurities and inhomogeneities
in the lattice structure, thereby breaking the translational
invariance of the theory. This is particularly relevant for elec-
tronic crystals because the background lattice of ions serves
as a natural source of pinning in these phases. Notably, just
like plasticity, pinning also causes the strain tensor of a crystal
to relax. Considering both pinning and plasticity in the same
hydrodynamic framework will also allow us to clearly distin-
guish between the physical signatures of the two phenomena.

A. Pinned viscoplastic hydrodynamics

In a recent paper [27], we formulated the hydrodynamic
theory of viscoelastic crystals with pinning. The main ingre-
dient of this construction was background crystal fields �I (x)
that explicitly break the spatial translational symmetry of the
crystal. In the presence of these fields, the equation of state
of the crystal (16) additionally contains a mass term depen-
dent on the difference between the dynamical and background
crystal fields

p ∼ − 1
2�′2m2hIJ (φI − �I )(φJ − �J ). (62)

Here we have introduced another small parameter �′ to control
the strength of pinning. Just like the plasticity parameter �, we
choose �′ to also scale as O(∂ ) to keep the pinning effects
weak.

The consequence of pinning for the hydrodynamic equa-
tions is that energy and momentum can now also be sourced
by the background crystal fields �I , leading to a modification
of the conservation laws (21) to

∂tε + ∂iε
i = −KI∂tφ

I − 1
2U IJ (∂t + ūk∂k )ψIJ − �′LI∂t�

I ,

∂tπ
i + ∂ jτ

i j = KI∂
iφI + �′LI∂

i�I ,

∂t n + ∂i ji = 0. (63)

See Appendix A for the derivation. Here LI is a new op-
erator dual to �I , which has to be fixed using the second
law of thermodynamics. We have introduced the parameter �′
in these equations so that the pinning-induced modifications
vanish when we tune �′ → 0. Note that the particle continuity
equation does not get affected by pinning. The schematic form
of the Josephson equations also remains the same as (20);
however, the constitutive relations for the operators KI and
U IJ can now contain new terms due to pinning.

To implement the constraints coming from the second law
of thermodynamics, let us take the same parametrisation for
the constitutive relations as (24) except

KI = −∂i(rIJeJi ) + �

2
rJK ei

I∂iψJK

− �′2m2hIJ (φI − �I ) + KI ,

LI = �′m2hIJ (φI − �I ) + LI . (64)

The pinning contributions to these operators are the same as
found in [27] for pinned elastic crystals. Proceeding with the
second law calculation as before, we find that the entropy
production rate (27) receives an additional contribution from
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pinning

T 
 = − 1

T
E i∂iT − T i j∂iu j − TJ i∂i

μ

T

− KI (∂t + ui∂i )φ
I − 1

2
U IJ (∂t + ui

φ∂i )ψIJ

− �′LI (∂t + ui∂i )�
I � 0. (65)

The details of this derivation in the presence of background
sources can be found in Appendix A.

The one-derivative corrections to the constitutive relations
allowed by the second law can be found similarly to Sec. II D.
The tensor sector (29b) remains unchanged, while the vector
sector receives an new row and column⎛
⎜⎜⎜⎜⎝
E I

J I

KI

LI

⎞
⎟⎟⎟⎟⎠ = −

⎛
⎜⎜⎜⎜⎝

σε γεn γεφ γε�

γ ′
εn σn γnφ γn�

γ ′
εφ γ ′

nφ σφ σ×
γ ′

ε� γ ′
n� σ ′

× σ�

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎝

eI
i

1
T ∂ iT

eI
i T ∂ i μ

T

(∂t + ui∂i )φI

�′(∂t + ui∂i )�I

⎞
⎟⎟⎟⎟⎠.

(66)

Onsager’s relations imply that the new off-diagonal terms are
related as

γ ′
ε� = −γε�, γ ′

n� = −γn�, σ ′
× = σ×, (67a)

whereas the positivity of entropy production leads to the sign
constraint

σ�σφ � σ 2
×. (67b)

B. Linearised hydrodynamic equations

Pinning leads to some qualitative changes in the dynamical
properties of the crystal. Notably, the Josephson equation for
ui

φ modifies from (33a) to

ui
φ = λui + D‖

φ∂ iκk
k + 2D⊥

φ

(
∂ jκ

i j−∂ iκk
k

)
−

(
γn + Bαm

σφ

)
∂ iμ − �φδφi, (68)

where we have defined

�φ = �′2m2

σφ

, λ = 1 + �′σ×
σφ

. (69)

The coefficient λ modifies the leading order Josephson rela-
tion and controls the screening (or enhancement) of the speed
of sound due to impurities; see [27]. We note that, unlike its
analog plastic coefficients λB, λG, the coefficient λ is phys-
ical and cannot be rescaled away from the theory; see our
discussion at the end of Sec. III B or the Appendix of [27].
More importantly, there is a relaxation term in the Josephson
equation, which was absent in the case of pure plasticity. The
physical consequence of this is that while previously only the
crystal strain underwent relaxation, see (33c), the distortion
strain now also relaxes

ε̇i j = λ∂(iu j) −
(

γn + Bαm

σφ

)
∂i∂ jμ + D‖

φ∂i∂ jκ
k
k

+ 2D⊥
φ

(
∂(i∂

kκ j)k − ∂i∂ jκ
k
k

) − �φεi j . (70)

The equation (34a) for the evolution of the reference metric
hIJ is unaffected by pinning because there are no pinning
induced transport coefficients in the tensor sector. However,
the evolution of the crystal strain tensor does get pinning con-
tributions coming from the distortion strain and (34c) modifies
to

κ̇i j = 1

d
λ′

Bδi j∂kuk + λ′
G∂〈iu j〉 −

(
γn + Bαm

σφ

)
∂i∂ jμ

+ D‖
φ∂i∂ jκ

k
k + 2D⊥

φ

(
∂(i∂

kκ j)k − ∂i∂ jκ
k
k

)
− 1

d
δi j�B

(
κk

k − αmδμ
) − �Gκ〈i j〉 − �φεi j, (71)

where we have defined the new pinning-induced versions of
the coefficients

λ′
B = 1 + �ητh

ηh
+ �′σ×

σφ

, λ′
G = 1 + �ζτh

ζh
+ �′σ×

σφ

, (72)

We have kept λB, λG nonunity here for generality; if were to
implement the discussion from Sec. III B and set λB = λG =
1, we would have λ′

B = λ′
G = λ.

The expression for the particle flux modifies compared to
(35) due to pinning

ji = (n + λn) ui + �nδφ
i − (σ + Bαmγn)∂ iμ

− nD‖
n∂

iκk
k − 2nD⊥

n

(
∂ ju

i j−∂ iκk
k

)
, (73)

where

λn = −�′
(

γn� − γnφ

σ×
σφ

)
, �n = −�′2m2γnφ, (74)

are new coefficients related to the screening of particle flux
and pinning due to impurities. The pinning corrections to
interstitial flux can be obtained from here by combining ji and
ui

φ . The expression for the stress tensor in (35) does not change
due to the absence of any plasticity-induced transport in the
tensor sector. However, due to broken translations, momentum
is now sourced by

�Li = −ρ

λ
ω2

0δφ
i − �π i +

(
λn − �σ×

Bαm

σφ

)
∂ iμ

+ �′σ×D‖
φ∂ iuk

k + 2�′σ×D⊥
φ

(
∂ ju

i j−∂ iuk
k

)
, (75)

where

ω2
0 = λ2�′2m2

ρ
, � = �′2

ρ

(
σ� − σ 2

×
σφ

)
, (76)

are the pinning frequency and the rate of momentum relax-
ation respectively.

The pinning-induced phase relaxation rate �φ , crystal con-
ductivity σφ , and pinning frequency ω0 are related via the
damping-attenuation relation [27,28]

�φ = ρ ω2
0

λ2σφ

. (77a)

Using the speed of transverse sound v2
⊥ = λ2G/ρ and the

elastic contribution to the speed of longitudinal sound v2
‖φ =

λ2(B + 2 d−1
d G)/ρ (see Sec. V D), the same relation can also

be recast as

�φ = D⊥
φ ω2

0

/
v2

⊥ = D‖
φω2

0

/
v2

‖φ. (77b)
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In particular, this tells us that the phase or distortion strain
in a pinned crystal cannot relax without diffusing or cannot
diffuse without relaxing. Note that no such relation applies
for the plasticity-induced strain relaxation rates �B, �G.

C. Rheology equations

Pinning results in modifications of the rheology of the
materials under consideration. Following the same procedure
as Sec. III C, we can obtain the rheology equations for pinned
plastic crystals

τi j = −δi j

(
Bκk

k + ζ

λ

(
ε̇k

k + �φ εk
k

))

− 2Gκ〈i j〉 − 2η

λ
(ε̇〈i j〉 + �φ ε〈i j〉), (78a)

κ̇i j = 1

d
δi j

(
ε̇k

k − �Bκk
k

) + ε̇〈i j〉 − �Gκ〈i j〉. (78b)

The relation between the distortion strain and the crystal strain
is only sensitive to plasticity and does not receive any correc-
tions due to pinning. However, we do generate some pinning
dependence in the stress tensor after eliminating ∂(iu j) in favor
of εi j . With our choice of order counting �′ ∼ O(∂ ), these
new terms are technically suppressed and their effects on the
rheology of the material will only become important when
the strength of pinning is increased. However, given their
qualitatively distinct nature, it is interesting to consider the
effects of these pinning-induced phenomena on the material
diagrams.

Eliminating κi j , we can write down the stress-strain rela-
tions associated with (78), i.e.,

τ̇ k
k + �Bτ k

k = −d

(
B + ζ

λ
(�B + �φ )

)
ε̇k

k − dζ

λ
ε̈k

k

− dζ

λ
�φ�Bεk

k ,

τ̇〈i j〉 + �Gτ〈i j〉 = −2
(

G + η

λ
(�G + �φ )

)
ε̇〈i j〉 − 2η

λ
ε̈〈i j〉

− 2η

λ
�φ�Gε〈i j〉. (79)

The respective last terms in these relations are new com-
pared to the pure plasticity case in (41) and result in the
system eventually returning to its original state at very late
time scales, similar to a Zener material [67]; see the material
diagram in Fig. 4. Note that the last term in both the sectors in
(79) combines viscosities, plasticity-induced relaxation, and
pinning-induced relaxation, and is truly a concoction of the
three physical phenomena.

D. Mode spectrum

We can use our hydrodynamic framework to compute the
mode spectrum for a plastic crystal in the presence of pinning.
We will keep the scale of pinning comparable to the wavevec-
tor scale �′ ∼ k throughout this discussion, although other
scaling regimes could also be physically interesting and can be
explored using our hydrodynamic theory. In the solid regime

FIG. 4. Circuit representation of the rheology equations for a
pinned plastic crystal in the shear sector. Pinning introduces a weak
spring component parallel to the Jeffrey circuit, causing the material
to return to its original state at very late time scales similar to Zener
materials. The bulk sector behaves similarly, with G, �G, η replaced
with B, �B, ζ , respectively.

� � k � L−1
T , we find that the already damped transverse

sound mode is now pinned at the frequency ω0, i.e.,

ω = ±
√

ω2
0 + v2

⊥k2 − i

2
(�⊥k2 + �⊥(k) + �). (80a)

The speed of sound and damping rate are modified to

v2
⊥ = λ2G

ρ
,

�⊥(k) = v2
⊥k2

ω2
0 + v2

⊥k2
�G + �φ, (80b)

while the definitions of the attenuation rate �⊥ remains the
same as quoted in (43). Note that we have allowed some k
dependence in the damping rate. We see that the damping
of the sound mode is now dominated by the pinning-induced
momentum relaxation � and Goldstone phase relaxation �φ .
In this sense, pinning “washes away” the damping effects
arising from the plasticity-induced relaxation �G at small
k. In the longitudinal sector, we instead find the pinned
and damped sound mode and a damped crystal diffusion
mode

ω = ±
√

ω2
0 + v2

‖k2 − i

2
(�‖(k)k2 + �‖(k) + �),

ω = −iD‖k2 − i�D, (81a)

where the modified speed of sound, attenuation, and damping
rates are given as

v2
‖ = (nm + λn)2

ρχ
+ λ2(B + G)

ρ
,

�‖(k) = ζ + 2 d−1
d η

ρ
+ n2

mσk2

ρχ2
(
ω2

0 + v2
‖k2

) +
ρ
(
v2

‖ − nnm
ρχ

)2

σφv2
‖

+ 2nmγn

χ

(
1 − nnmk2

ρχ
(
ω2

0 + v2
‖k2

)
)

,

�‖(k) = v2
‖k2

ω2
0 + v2

‖k2

(1 + nmαm/χ )2B�B + 2 d−1
d G�G

ρv2
‖

− n2n2
m�φ(

ω2
0 + v2

‖k2
)
χ2ρ2v2

‖
+ �φ, (81b)
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where nm = n + λBαm. The diffusion rate and the associated
damping rate also modify to k-dependent expressions

D‖(k) =
σ − 2nγn + n2

σφ

χ

(
1 − n2

mk2

ρχ
(
ω2

0 + v2
‖k2

)
)

,

�D(k) = B�B
(
ραmω2

0 − (
n − 2 d−1

d Gαm
)
k2

)2

ρχ
(
ω2

0 + (
B + 2 d−1

d G
)
k2

)(
ω2

0 + v2
‖k2

)
+ 2 d−1

d G�Gn2
mk4

ρχ
(
ω2

0 + (
B + 2 d−1

d G
)
k2

)(
ω2

0 + v2
‖k2

) . (81c)

We see the same qualitative behavior in the longitudinal
sound mode as well: the damping is now dominated by the
pinning-induced relaxation coefficients. However, the damp-
ing of the crystal diffusion mode, while gets affected by
pinning, is still controlled by the plasticity-induced relaxation
coefficients.

In addition, we get three nonhydrodynamic modes as op-
posed to just one found in the theory of plasticity without
pinning; see (45). This is because the lack of translational
symmetry gives physical meaning to the φI fields indepen-
dently of the reference metric hIJ , thereby breaking the
Diff (φ) symmetry mentioned in (6). The effect this has is
that we now have one nonhydrodynamic damped mode in the
transverse sector

ω = −i
ω2

0�G

ω2
0 + v2

⊥k2
+ · · · , (82a)

and two coupled modes in the longitudinal sector that can be
disentangled assuming weak pinning as

ω = −i
B�G + 2 d−1

d G�B

B + 2 d−1
d G

− i
ρBG(�B − �G)2(

B + 2 d−1
d G

)2(
B�G + 2 d−1

d G�B
) ω2

0

k2
+ · · · ,

ω = −i
ρ�B�G

B�G + 2 d−1
d G�B

ω2
0

k2
+ · · · . (82b)

We can check that two of these modes go away when we
switch off pinning, while the third reduces to (45).

We can also obtain the mode spectrum in the liquid regime
k � � � L−1

T . The three transverse sector modes from (80)
and (82a) combine and give rise to a pair of pinned shear
modes and a damped mode

ω = ±ω0 − i

2

(
η f

ρ
k2 + � + �φ

)
+ · · · ,

ω = −i�G + · · · . (83)

When pinning is absent, one of the branches of the shear
modes goes away, while the other gives rise to the ordi-
nary shear mode reported in (46a). The longitudinal sector
is slightly more richer; the five modes from (81) and (82b)
combine to give rise to a pinned and damped liquid sound
mode, an undamped and unpinned diffusion mode, and two

damped modes

ω = ±
√

ω2
0 + v2

f k2 − i

2

(
ζ f + 2 d−1

d η f

ρ
k2 + σ

χ f
k2

−
ω2

0

(
σ − 2nγn + n2

σφ

)
χ f

(
ω2

0 + v2
f k2

) k2 + � + �φ

⎞
⎠ + · · · ,

ω = −
ω2

0

(
σ − 2nγn + n2

σφ

)
χ f

(
ω2

0 + v2
f k2

) k2 + · · · ,

ω = −i�B

(
1 + Bα2

m

χ

)
+ · · · ,

ω = −i�G + · · · , (84)

where the speed of sound in this regime is modified to

v2
f = (n + λn)2

ρ
(
χ + Bα2

m

) . (85)

When pinning is absent, the additional diffusive mode drops
out and the sound mode reverts to its original form seen
in (46b). The presence of an undamped diffusive mode is
physically expected because pinning only causes the mo-
mentum to relax, not particle density. Therefore, after the
proliferation of dislocations and impurities when both pinning
and plasticity are strong, there will be only one long-lived
hydrodynamic mode left associated with the diffusion of
particles.

We can check that the modes presented here reduce to the
pure plasticity results in Sec. III D in the absence of pinning
coefficients. On the other hand, they reduce to the results
of [27] in the absence of plasticity effects, modulo the non-
Galilean coefficients σ , γn, and λn.

E. Correlation functions

We can couple the hydrodynamic equations to background
sources, as given in Appendix A, and read off the respective
correlation functions. Focusing on zero wavevector, we find
that the flux and crystal velocity correlators are sensitive to
pinning effects and modify from their trivial form in (47) to

GR
ji j j (ω) = δi j

(
−iωσ + ω

ρ

(n − λn)2(ω + i�φ )

(ω + i�)(ω + i�φ ) − ω2
0

−ωγnω
2
0

λ2

2iλ(n − λn) + γnρ(ω + i�)

(ω + i�)(ω + i�φ ) − ω2
0

)
,

GR
ui

φu j
φ

(ω) = −δi j ω
2λ2

ρω2
0

(
1 − ω(ω + i�)

(ω + i�)(ω + i�φ ) − ω2
0

)
,

GR
jiu j

φ

(ω) = ω2 λ(n − λn)/n − iγn(ω + i�)

(ω + i�)(ω + i�φ ) − ω2
0

. (86)

These are a generalization of our results in [27] to boost-
agnostic crystals. Notably, as we discussed in the introduction,
there are no signatures of plasticity in these correlators when
k = 0. In particular, optical conductivity at k = 0 is insensi-
tive to plasticity.
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FIG. 5. Real parts of the longitudinal optical conductivity and charge/particle susceptibility at nonzero wavevector for increasing rate of
plasticity-induced relaxation �G. The peaks in both the plots widen and shorten until the solid to liquid phase transition point, sharpening
and rising back up again at a lower frequency after the transition. The black curves represent the phase transition point. The imaginary parts
of the longitudinal optical conductivity and susceptibility are proportional to the imaginary parts of susceptibility and longitudinal optical
conductivity respectively.

With sufficient computational power, we can also work
out the correlation functions at nonzero wavevector. In the
transverse sector optical conductivity result reported in (3),
we have ignored the non-Galilean coefficients σ , λn, γn and
set λ → 1 for simplicity, along with the shear viscosity η.

Further switching off the bulk viscosity ζ and the expansion
coefficient αm, we find an analogous expression for the optical
conductivity and charge/particle susceptibility in the longitu-
dinal sector

σ‖(ω, k) = i

ω
GR

j‖ j‖ (ω, k)

= −n2

ρ

(iω − �φ ) − ik2ω
σφ

(
B

iω−�B
+ 2 d−1

d
G

iω−�G

)
(
iω − � + n2

ρχ
k2

iω

)
(iω − �φ ) + ω2

0 + ik2ω
(

B
iω−�B

+ 2 d−1
d

G
iω−�G

)(
1
ρ

− 1
σφ

(
iω − � + n2

ρχ
k2

iω

)) , (87)

χ (ω, k) = GR
nn(ω, k) = k2

ω2
GR

j‖ j‖ (ω, k) = ik2

ω
σ‖(ω, k)

= χ − χ
(iω − �)(iω − �φ ) + ω2

0 + ik2ω
(

B
iω−�B

+ 2 d−1
d

G
iω−�G

)(
1
ρ

− 1
σφ

(iω − �)
)

(
iω − � + n2

ρχ
k2

iω

)
(iω − �φ ) + ω2

0 + ik2ω
(

B
iω−�B

+ 2 d−1
d

G
iω−�G

)(
1
ρ

− 1
σφ

(
iω − � + n2

ρχ
k2

iω

)) . (88)

Note that susceptibility is defined as the correlator of particle
density and is proportional to the longitudinal optical conduc-
tivity due to Ward identities (conservation laws). We see a
similar analytic form in these observables as the transverse op-
tical conductivity in (3) discussed in the introduction, except
for the n2/(ρχ ) terms in the denominator that correspond to
the fluid contribution to the speed of longitudinal sound mode
[68]. We also find a qualitatively similar peak interpolation
behavior across the melting phase transition as we increase
the strength of plasticity-induced relaxation; see Fig. 5.

On the other hand, we find that the stress and strain corre-
lators at zero wavevector do not get affected by pinning at all
and are still given by their pure plasticity form in (49).

F. Pinning vs plasticity

Let us close this section with some comments on the
distinction between the physical signatures of pinning and
plasticity in a crystal. It is common knowledge that pinning
and plasticity can both cause the strain tensor of a crystal to
relax. In the former case, this relaxation is due to the pres-
ence of impurities or inhomogeneities that relax the crystal
phase fields and thereby relax the strain tensor. Whereas, in

the latter case, the relaxation is caused by the motion of
dislocations present in a crystal and affects the strain tensor
directly. Notably, plasticity does not relax the distortion strain
of the crystal, while pinning does. The distinct origins of these
phenomena are also highlighted by the recently discovered
“damping-attenuation relation” [27,28] given in (77), which
posits that the pinning-induced relaxation rate of a crystal
scales proportionately with its diffusion constant. We find that
this relation continues to hold in the presence of plasticity as
well, but no such relation applies for the plasticity-induced
relaxation rate; see (77).

The hydrodynamic framework we developed allows us to
probe these differences on a more quantitative level directly in
the mode spectrum and correlation functions. When crystals
are subjected to both weak plasticity and weak pinning, we
find that the damping of the sound modes is dominated by
the pinning-induced phase relaxation rate �φ and momen-
tum relaxation rate �. On the other hand, the damping of
the crystal diffusion mode is controlled by plasticity-induced
strain relaxation rates �B, �G. When the strength of plasticity
is increased in a pinned crystal, the crystal effectively melts
giving rise to the mode spectrum of a “pinned liquid phase”.
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Whereas, when the strength of pinning is increased, we in-
stead are left with a single particle diffusion mode.

We find that the plasticity-induced relaxation has no effect
on the optical conductivity at k = 0, while pinning-induced
relaxation does. One heuristic way to understand this for
electronic crystals is to note that the optical conductivity at
k = 0 is the response of the material to a uniform time-varying
electric field. Since this electric field is uniform in space,
it only induces a uniform collective motion of the electrons
making up the crystal and does not trigger any plasticity-
related effects. On the other hand, this uniform motion is
sensitive to the presence of a background lattice, impurities,
or inhomogeneities, and does trigger pinning-related effects
that shows up in the optical conductivity at k = 0; see e.g.,
[24,26]. At k �= 0, the electric (and magnetic fields) applied
to the material are nonuniform and generically trigger both
pinning and plasticity effects. As we noted in the introduction,
the effects of plasticity on the optical conductivity at nonzero
k can be used to probe the solid-liquid phase transition.

We also computed the effects of pinning and plasticity
on frequency-dependent viscosities. We found that pinning
leaves no signatures on viscosities at k = 0, while plasticity
does. Returning to our heuristic picture, viscosities at k = 0
parametrize the response of the electronic crystal to a uniform
time-dependent shear/expansion of the background metric.
Such deformations are sensitive to plasticity effects, but since
the inhomogeneities and the crystalline matter experience the
deformations simultaneously, the pinning effects are not trig-
gered. The effect of plasticity on viscosities for an unpinned
crystal was worked out in [24] (see also [34]), although the
effects of pinning were not explored.

Finally, we note that the rheology equations of an unpinned
plastic crystal behave like a Jeffery material, prone to per-
manent distortions at long time scales. On the other hand,
the rheology equations of a pinned elastic crystal, similar to
that of an unpinned elastic crystal, behave like a Kelvin-Voigt
material with no permanent distortions. However, upon com-
bining these two effects, we find a new behavior similar to
a Zener material, in which the material admits “permanent”
distortions at long time scales, but due to pinning eventually
returns to its original state at very long timescales proportional
to the product of pinning and plasticity time scales.

VI. EXPERIMENTAL OBSERVATIONS

Experimentally observing the effects of plasticity on the
dynamics of the collective excitations, i.e., fluctuations of the
phasons φI such as charge density waves (CDW), requires a
momentum resolved probe as pointed out above. The photon
momentum involved in optical conductivity experiments is
negligible compared to the typical electron momenta, and
consequently the optical signatures of the collective dynamics
remains largely unaffected. One possible exception may be
the observation of creep dynamics in I(V) characteristics [69].
However, the phase slip dynamics reported there is beyond
the scope of the current paper and it remains to be seen if
one can disentangle the different effects of pinning and plastic
deformation from each other based on such experiments.

There are several other probes where the momentum
dependence of the collective response can potentially be

identified. In the frequency-momentum domain, inelastic x-
ray scattering and neutron scattering experiments have been
used to study the collective dynamics of CDW states. A
particular difficulty is that one has to disentangle the phase
and amplitude collective motion of the CDW order from the
phonon modes. Given that the phonons are participants in the
formation of the CDW phase, their response is intrinsically
coupled. Nevertheless, collective modes have been observed
with x-ray scattering methods in various CDW materials such
as NbSe3 [70], blue bronze [71], and high Tc superconductors
[72–74]. In particular, the improvements in energy resolution
obtained in resonant inelastic x-ray scattering experiments has
enabled the detection of collective modes.

There are very few papers that directly report the phason
dispersion. In [71], the momentum dependence of the phason
mode around the ordering wavevector has been extracted at
temperatures close to the CDW melting temperature. These
authors also report the lifetime broadening of the collective
mode. A later work on the same material reported the direct
observation of dislocations using coherent x-ray diffraction
imaging [75]. The situation is similar in cuprates [73,76],
where signatures of the dispersive excitations have been ob-
served. However, in all these experiments the collective mode
is probed through the modulation of Bragg peaks associated
with the CDW order. Our framework, on the other hand,
describes the momentum dependence of the collective mode
in an isotropic momentum space.

An alternative approach to experimentally probe the effects
of plasticity is through ultrafast time-resolved experiments.
Using free electron laser sources, it is possible to probe energy
scales down to 0.1 meV, which is in principle sufficient to
probe the dynamics of the collective mode response. The
authors in [74] report the exponential decay dynamics of
collective excitations around the charge ordering wavevector
in La2−xBaxCuO4. Interestingly, these authors report gapless
excitations below the previously observed amplitude modes.
Near equilibrium, [74] reports an exponential decay of the
collective mode with damping rate of the form � ∼ γ0 + Dk2,
where γ0 is a relaxation coefficient and D a diffusion constant.
Our results in (80)–(84) show the same qualitative behavior
of exponential decay and damping rate. Moreover, the very
late-time dynamics reported [74] show a universal behavior
as a function of momentum with an approximate logarithmic
time dependence. Such behavior is characteristic of long-
time tails in hydrodynamic correlation functions and could
in principle be incorporated into our formalism by taking
into account stochastic corrections as in [77–79]. We leave
a precise comparison between our work and [74] for the
future.

These x-ray scattering methods also provide insight in the
mode dynamics through the determination of the renormal-
ized sound velocities. A very recent study of the collective
mode dynamics in (TaSe4)2I reports a possible phase ex-
citation that disperses approximately linearly with a mode
velocity that is significantly different from the predicted sound
velocity and momentum dependent damping rate [80]. Per-
haps more detailed analysis of the experiments combined with
further refinements of our theoretical framework will enable
us to extract some of the parameters of the hydrodynamic
theory.
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To conclude, we mention three probes that could poten-
tially be used to probe the dynamics of the CDW collective
modes. The first probe is momentum resolved, electron energy
loss spectroscopy (M-EELS). In this electron scattering ex-
periment, one probes the density-density correlation function
or charge susceptibility. In contrast to the transverse response
probed with optical experiments, M-EELS probes the lon-
gitudinal response [81]. As demonstrated in Sec. V E, this
charge susceptibility is modified by plasticity and pinning and
M-EELS could therefore be an interesting probe to detect the
effects of plasticity and pinning. Several collective modes of
electronic origin have been observed in CDW phases at finite
momentum [82]. However, the CDW collective modes have so
far not been detected. The second probe we mention is ultra-
fast electron diffraction where plasticity can be probed either
directly through measuring the collective electron dynamics
as well as through resolving real-space deformations [83]. An-
other experiment that can probe the finite momentum dynam-
ics of ordered phases is near-field optical spectroscopy [84].

The caveat with each of these three probes is that one only
probes the dynamics of the collective mode indirectly. Both
in M-EELS and near-field optical spectroscopy, the collective
modes will hybridize with polariton modes. Even though this
prohibits the direct measurement of the momentum depen-
dence introduced by plasticity, the framework presented in
this paper could be a useful starting point to describe the
dynamics of such hybrid modes.

VII. OUTLOOK

We have formulated a systematic hydrodynamic frame-
work for plastic deformations in electronic crystals, with and
without pinning effects arising from translational disorder.
We have used this framework to obtain the hydrodynamic
mode spectrum and correlation functions in the presence of
plasticity, interstitials/vacancies, and impurities or spatial in-
homogeneities. As far as we are aware, these results have
appeared in full generality in various interpolating regimes
of pinning and plasticity, parametrising the phase space of
metals and electronic crystals. More broadly, this formalism
is applicable to physical systems characterized by sponta-
neously (and explicitly) broken translation symmetry and
residual rotation symmetry. Hence, it is useful for describing
the near-equilibrium dynamics of isotropic electronic crystals,
multicomponent charge density waves, metals, as well as or-
dinary crystals.

Our primary motivation has been to identify the signa-
tures of plasticity in electronic crystals, in particular isotropic
Wigner crystals and multi-component charge density wave
states. Starting with pure crystals without translational disor-
der or impurities, we found in Sec. III that the introduction
of weak plasticity causes the sound and diffusion modes of
a crystal to become damped due to plasticity-induced strain
relaxation rates �B, �G. In other words, the “softening” of the
crystalline structure due to plasticity makes the perturbations
die out faster. As the strength of plasticity is increased, or
alternatively we probe the crystal at distance- and time-scales
larger compared to the plasticity scale, the mode spectrum be-
haves like that of a liquid with increased effective viscosities;
see Fig. 6. As we discussed in Sec. IV, the increase in plastic-

FIG. 6. Real part of frequency-dependent shear viscosity η(ω)
for nonzero rate of plasticity-induced relaxation �G. The viscosity
asymptotes to its “solid value” η for ω � �G and to its “liquid
value” ηl for ω � �G. The bulk viscosity ζ (ω) also shows a similar
qualitative behavior with the bulk sector relaxation rate �B.

ity can be understood as the proliferation of dislocations in a
crystal, causing it to melt and hence the liquid-like behavior.

We also noted in Sec. III that plasticity does not affect the
optical conductivity of a crystal at zero wavevector. However,
it does leave some interesting signatures in the optical conduc-
tivity peak at nonzero wavevector k as the material undergoes
the solid-liquid phase transition; see Fig. 1. For clear signa-
tures of plasticity at k = 0, one can look at the frequency
dependence of viscosities measured via the stress-stress cor-
relator GR

ττ (ω) in (49); see Fig. 6. One can also look at the
strain-strain correlator GR

κκ (ω) at k = 0 given in (49), which is
only nonzero in the presence of plasticity and can potentially
be measured by applying an external stress to the crystal.

Combining plastic deformations with translational disorder
or inhomogeneities in a crystal leads to an interesting
interplay between plasticity-induced and pinning-induced
effects. In particular, for weak plasticity and pinning, the
sound modes are now pinned at the pinning frequency ω0

and their damping is controlled by the pinning-induced phase
relaxation coefficient �φ , as opposed to the plasticity-induced
strain relaxation �G, �B. On the other hand, the damping
of the crystal diffusion mode receives corrections due to
pinning, but is still controlled by �B,�G. When dislocations
in a pinned crystal are proliferated and the strength of
plasticity is strong, we find a spectrum analogous to that
of a liquid, but with all the modes pinned at ω0. It will be
interesting to further explore this “pinned liquid” phase as
an effective hydrodynamic theory of its own, which might be
relevant for metallic phases where electrons are pinned due
to the ionic lattice but are not necessarily crystallized into an
electronic crystal. Increasing the strength of pinning further
removes all the hydrodynamic modes from the spectrum,
leaving only the particle diffusion mode because particle
conservation is not explicitly broken by pinning.

We found that at zero wavevector, conductivity (particle
flux correlator) and viscosities (stress correlator) are ex-
clusively sensitive to pinning-induced and plasticity-induced
effects respectively. At nonzero wavevector, all correlators
become contaminated with both plasticity- and pinning-
induced effects. In particular, we found that plasticity-induced
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relaxation “depins” the transverse optical conductivity at
nonzero wavevector by lowering and broadening the optical
conductivity peak as well as nontrivially affecting its position;
see Fig. 1. Furthermore, we have shown that the damping-
attenuation relation for pseudo-Goldstones derived recently in
[27,28] still holds for the pinning-induced phase relaxation
coefficient �φ , relating it to the crystal diffusion coefficient
D⊥

φ , while no such relation exists for the plasticity-induced
strain relaxation coefficients �B,�G.

The fragility of electronic crystal phases in most experi-
mental setups is often overcome by turning on background
magnetic fields [12]. Nonzero magnetic fields can lead to new
physical effects, including the appearance of new vibrational
magnetophonon modes [85,86] or modification of the pin-
ning frequency [23]. Weak and strong background magnetic
fields can be accounted for in a hydrodynamic theory akin
to the work of [87,88]. We have included the presence of
weak electromagnetic fields in our hydrodynamic framework
in Appendix A, but have not studied their physical effects.
Accounting for strong magnetic fields would be especially in-
teresting and requires a nontrivial extension of our formalism.
We hope to return to these phenomena in the future.

It would be interesting to use the techniques developed
here to study unidirectional charge density wave states, which
can be thought of as the smectic phase of an electronic liquid
crystal. While a lot of work has been done in this direction,
we note that we are not aware of a complete formulation
of the corresponding hydrodynamic theory along the lines
of [27,37,38]. Such a theory, which we expect to be closely
related to superfluids [89], will likely reveal new transport
properties. Topological defects, in this context, can be incor-
porated as vortices of a single phase field. A careful analysis
of these systems, including the interplay with translational
disorder and impurities, will be enlightening and shall be one
of our main goals moving forward.

Our approach did not assume any particular type of boost
symmetry and, as such, our results are valid for both Galilean
and relativistic crystals, or crystals with no boost symmetry
at all. The case of relativistic boost symmetry is interesting
in its own right, given the large body of work on holographic
models of pinned charge density waves (see e.g., [38,90–95]),
which could potentially be extended to accommodate the
presence of topological defects and plasticity. We have given
a manifestly relativistic formulation of pinned plastic crystals
in Appendix D. The construction suggests that holographic
models of dislocations and plasticity will require a bimetric
theory in the bulk, wherein the additional metric will give rise
to a dynamical reference metric at the boundary. It would be
interesting to pursue this line of thought further and construct
holographic models for the solid-liquid phase transitions
discussed here.
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APPENDIX A: VISCOPLASTIC HYDRODYNAMICS WITH
BACKGROUND SOURCES

In this Appendix, we revisit the framework of viscoplastic
hydrodynamics while paying careful attention to the back-
ground sources. In addition to extending the applicability of
the framework to plastic crystals on curved spacetime back-
grounds and in the presence of background electromagnetic
fields, this will also allow us to obtain the hydrodynamic cor-
relation functions using background variational methods. We
also include the effects of pinning in the following following
the construction of [27].

1. Aristotelian geometry and conservation laws

We wish to derive the conservation laws for viscoplastic
hydrodynamics that served as the starting point of our dis-
cussion in Secs. II C and V A. To this end, let us couple our
crystal to an Aristotelian spacetime background, which is the
appropriate geometric structure for systems without a boost
symmetry [44,46,96]; see also [56,97–100]. The spacetime
background includes a clock form nμ (coupled to the energy
density and flux) and a degenerate spatial metric hμν (coupled
to the momentum density and the stress tensor). The covariant
indices μ, ν, . . . run over both the spatial indices i, j, . . . as
well as the time coordinate t . The spatial metric admits a null
eigenvector vμ, called the frame velocity, satisfying vμhμν =
0 and vμnμ = 1. Using this, it is also convenient to define
a contravariant spatial metric hμν using hμνhνρ = δμ

ρ − vμnρ

and hμνnν = 0. The flat space (Cartesian) limit is given by

nμdxμ = dt, vμ∂μ = ∂t ,

hμνdxμdxν = δi jdxidx j,

hμν∂μ ⊗ ∂ν = δi j∂i ⊗ ∂ j . (A1)

We also introduce a background gauge field Aμ to couple to
the particle density and flux.

We can define the covariant version of crystal frame fields
as eI

μ = ∂μφI . We can also define the covariant crystal velocity
uμ

φ such that uμ

φ eI
μ = 0 and uμ

φ nμ = 1. The induced metric on
the crystal space is defined naturally as hIJ = hμνeI

μeJ
ν , which

can be used to define the strain tensor κIJ same as (5c). The
“inverse frame fields” eμ

I can be defined via eμ
I eI

ν = δμ
ν − uμ

φ nν

and nμeμ
I = 0. It is worth noting that eμ

I = hμνeJ
νhIJ .

Consider a crystal described by some effective action S,
expressed as a functional of the background fields as well as
the dynamical crystal fields. An infinitesimal variation of S
can be parametrized as

δS =
∫

gdtdd x
√

γ

[(
πμvν + 1

2
τμν

)
δhμν − εμδnμ + jμδAμ

+ KIδφ
I + 1

2
U IJ

(
δψIJ − eμ

K∂μψIJδφ
K
) + �′LIδ�

I

]
,

(A2)
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with γ denoting the determinant of γμν = hμν + nμnν . This
parametrisation defines the covariant momentum density πμ

(with πμnμ = 0), stress tensor τμν (with τμνnν = 0), energy
current εμ, and the particle number current jμ. See [46] for
more details. We have parametrised the variations with respect
to δφI and δhIJ = �δψIJ such that the dual the operators KI

and U IJ transform covariantly under the Diff (φ) symmetry in
(6). We have also allowed the action to depend on a set of
background crystal fields �I , explicitly breaking the transla-
tion symmetry of the crystal and giving rise to the physics of
pinning; see Sec. V or [27] for more discussion.

Taking the variations in (A2) to be physical spacetime
diffeomorphisms and gauge transformations, we can obtain
the respective conservation laws(∇μ + F n

μλv
λ
)
εμ

= −vν
(
Fνμ jμ − F n

νμεμ
) − τμλhλν∇μvν

− KIv
μeI

μ − 1
2U IJuμ

φ∂μψIJ − �′LIv
μ∂μ�I , (A3a)(∇μ + F n

μλv
λ
)
(vμπν + τμν )

= hνλ
(
Fλμ jμ − F n

λμεμ
) − πμ∇μvν

+ KI h
νμeI

μ + �′LI h
νμ∂μ�I , (A3b)(∇μ + F n

μλv
λ
)

jμ = 0. (A3c)

Here Fμν = 2∂[μAν] and F n
μν = 2∂[μnν]. The covariant deriva-

tive ∇μ is defined with respect to the torsional Aristotelian
connection

�λ
μν = vλ∂μnν + 1

2 hλρ
(
∂μhνρ + ∂νhμρ − ∂ρhμν

)
. (A4)

Restricting the background spacetime sources to their flat
form in (A1), the conservation laws reduce to their flat space
versions given in (21) and (63).

To derive the configuration equations, we need to consider
the coupling of the action to background sources like (12).
However, in the dynamical case, we can also introduce an
external momentum source �ext

μ for the crystal velocity uμ
φ in

addition to an external stress source T μν
ext for the strain tensor

κμν = eI
μeJ

νκIJ . We take the source action to be

Ssource =
∫

dtdd x
√

γ
[
T μν

ext κμν + �ext
μ uμ

φ

]
. (A5)

These couplings are, of course, manifestly invariant under
spacetime diffeomorphisms and gauge transformations. Vari-
ations of the source action can be obtained to be

δSsource =
∫

dtdd x
√

γ

[
κμνδT μν

ext + uμ

φ δ�ext
μ

+ Kext
I δφI + 1

2
U IJ

ext

(
δψIJ − eμ

K∂μψIJδφ
K
)

− (
T̄ μρ

ext hρνuν
φ − T ρσ

ext κρσvμ + �ext
ρ uρ

φ

(
uμ

φ − vμ
))

δnμ

+ (
T̄ μν

ext + (
T ρσ

ext κρσ + �ext
ρ uρ

φ

)
hμν

)1

2
δhμν

]
, (A6)

where T̄ μν
ext = T ρσ

ext (δμ
ρ − nρuμ

φ )(δν
σ − nσ uν

φ ) is the external
stress tensor projected against the crystal velocity and we have

defined

U IJ
ext = −�T μν

ext eI
μeJ

ν,

Kext
I = (∇μ + F n

μλv
λ
)(

T μν
ext eJ

νhJI + �ext
ν eν

I uμ
φ

)
+ 1

2U JK
ext eμ

I ∂μψJK . (A7)

The terms in the last two lines of (A6) tell us how the defini-
tions of the conserved currents obtained by varying the total
action S + Ssource with respect to the background fields gets
contributions from the crystal sources. These will play a role
in the computation of correlation functions in (A 4). The terms
in the second line tell us that the equations of motion for φI

and ψIJ are given by (14). Finally, the terms in the first line are
the coupling terms for the strain and crystal velocity operators.

2. Covariant viscoplastic hydrodynamics

We now redo the second law analysis for viscoplastic
hydrodynamics from Sec. II C and for pinned viscoplastic
hydrodynamics from Sec. V A, keeping track of all the back-
ground fields. We define the covariant fluid velocity uμ,
normalized as uμnμ = 1. We can isolate the spatial compo-
nents of the fluid velocity with respect to the background
frame velocity as �uμ = uμ − vμ, with �uμ = hμν �uν . The ther-
modynamic relations take the same form as (13) and (62), i.e.,

dε = T ds + μdn + 1

2ρ
d �π2 − 1

2
rIJdhIJ − 1

2
rIJdhIJ

+ �′2m2hIJ (φJ − �J ) d (φI − �I ),

d p = sdT + ndμ + 1

2
ρd �u2 + 1

2
rIJdhIJ + 1

2
rIJdhIJ

− �′2m2hIJ (φJ − �J ) d (φI − �I ),

ε = −p + T s + μn + uμπμ. (A8)

The momentum density related to the fluid velocity as πμ =
ρ�uν . We have also used �π2 = πμπνhμν = ρ2�u2.

The statement of the second law of thermodynamics in the
covariant language is that there must exist an entropy current
sμ such that (∇μ + F n

μλv
λ
)
sμ = 
 � 0. (A9)

We start with an appropriately covariantized parametrisation
of the constitutive relations (24) and (64), i.e.,

εμ = εuμ + p �uμ + rIJeIμvνeJ
ν + T μν �uν + Eμ,

τμν = ρ�uμ�uν + p hμν − rIJeIμeJν + T μν,

jμ = nuμ + J μ,

KI = −(∇μ + F n
μλv

λ
)(

rIJeJμ
) + �

2
rJK eμ

I ∂μψJK

− �′2m2hIJ (φJ − �J ) + KI ,

U IJ = �rIJ + U IJ ,

LI = �′m2hIJ (φJ − �J ) + LI , (A10)

where and eIμ = hμνeI
ν . The covariant parametrisation of the

constitutive relations has been motivated from [46]. All the
dissipative corrections are defined to be transverse to nμ. Let
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us pretend that the entropy current is given by the ideal form
suμ. By a straightforward computation, we can find that

T
(∇μ + F n

μλv
λ
)
(suμ)

= −Eμ

(
1

T
∂μT − uνF n

νμ

)

− T μνhνρ

(∇μuρ − uρuλF n
λμ

)
− J μ

(
T ∂μ

μ

T
+ uνFνμ

)

− KI u
νeI

ν − 1

2
U IJuμ

φ∂μψIJ − �′LI u
μ∂μ�I

− T
(∇μ + F n

μλv
λ
)( 1

T
Eμ − μ

T
J μ

)
. (A11)

From here, we can read out the corrected entropy current

sμ = suμ + 1

T
Eμ − μ

T
J μ, (A12)

while the dissipation rate is given as

T 
 = −Eμ

(
1

T
∂μT − uνF n

νμ

)
− T μνhνρ

(∇μuρ − uρuλF n
λμ

)
− J μ

(
T ∂μ

μ

T
+ uνFνμ

)
− KI u

νeI
ν − 1

2
U IJuμ

φ∂μψIJ

− �′LI u
μ∂μ�I , (A13)

which generalizes (27) and (65) to curved spacetime back-
grounds. The discussion for one-derivative order constitutive
relations in Secs. II D and V A can be generalized to curved
background by simply replacing

eIi 1

T
∂iT → eIμ

(
1

T
∂μT − uνF n

νμ

)
,

∂kuk → (∇μ + F n
μλv

λ
)
uμ,

2e〈I
i eJ〉

j ∂ iu j → 2e〈IμeJ〉νhνρ

(∇μuρ − uρuλF n
λμ

)
,

eIiT ∂i
μ

T
→ eIμ

(
T ∂μ

μ

T
+ uνFνμ

)
,

(∂t + ui∂i )φ
I → uμ∂μφI ,

(∂t + ui
φ∂i )ψIJ → uμ

φ∂μψIJ ,

(∂t + ui∂i )�
I → uμ∂μ�I , (A14)

together with the parametrisation of the derivative corrections
Eμ = eμ

I E I , T μν = eμ
I eν

JT IJ , and J μ = eμ
I J I .

3. Without energy sources

Let us record the version of the discussion above when the
clock form nμ is fixed to its flat spacetime form. This will
allow us to compute correlations of all observables except the
energy current, which we have ignored in the core of our paper
as we neglected temperature fluctuations. Setting nμdxμ = dt
means that

vμ∂μ = ∂t + vi∂i,

hμνdxμdxν = �v2dt2 − 2vidxidt + gi jdxidx j, (A15)

hμν∂μ ⊗ ∂ν = gi j∂i ⊗ ∂ j,

where �v2 = gi jv
iv j . The spatial indices in the following are

raised/lowered using the spatial metric gi j and its inverse gi j .
The coupling structure (A2) gives rise to

δS =
∫

dtdd x
√

g

[
− πiδv

i + 1

2
τ i jδhi j + nδAt + jiδAi

+ KIδφ
I + 1

2
U IJ

(
δψIJ − ek

K∂kψIJδφ
K
) + �′LIδ�

I

]
.

(A16)

Since only the spatial components of the strain tensor κi j and
crystal velocity ui

φ are independent, we can switch off the
time components of their respective sources T tt

ext, T ti
ext, �ext

t
for simplicity. The variation of the source action in (A6) then
becomes

δSsource =
∫

dtdd x
√

γ

[
κi jδT i j

ext + ui
φδ�ext

i

+ Kext
I δφI + 1

2
U IJ

ext

(
δψIJ − ek

K∂kψIJδφ
K
)

+ (
T i j

ext + (
T kl

extκkl + �ext
k uk

φ

)
gi j

)1

2
δgi j

]
,

(A17)

where the definitions of U IJ
ext and Kext

I become

U IJ
ext = −�T i j

exte
I
i e

J
j ,

Kext
I = 1√

g
∂t

(√
g�ext

i ei
I

) + ∇i
(
T i j

exte
J
jhJI + �ext

k ek
I ui

φ

)

+ 1

2
U JK

ext ek
I ∂kψJK . (A18)

The conservation equations, on the other hand, reduce to
the noncovariant form

1√
g
∂t (

√
gε) + ∇iε

i

= Ei( ji − nvi ) − τ i j

(
∇iv j + 1

2
∂t gi j

)
− KI

(
eI

t + vieI
i

)
− 1

2
U IJ (∂t + ui

φ∂i )ψIJ − �′LI (∂t�
I + vi∂i�

I ),

(A19a)

1√
g
∂t (

√
gπi ) + ∇ j

(
v jπi + τ

j
i

)
= Ein + Fi j ( j j − nv j ) − πk∇iv

k + KI e
I
i + �′LI∂i�

I ,

(A19b)

1√
g
∂t (

√
gn) + ∇i ji = 0. (A19c)

Here Ei = Fit + Fi jv
j is the electric field with respect to

the background frame velocity vi. Also, ∇i is the spatial co-
variant derivative with respect to gi j . We have also identified
the densities ε = εμnμ and n = jμnμ. We can see that the
energy fluctuations decouple from the momentum and density
fluctuations and thus can be ignored in the isothermal limit.

155108-22



HYDRODYNAMICS OF PLASTIC DEFORMATIONS IN … PHYSICAL REVIEW B 107, 155108 (2023)

The constitutive relations are given now given in their
noncovariant form

εi = ε ui + p �ui + rIJeIi
(
eJ

t + vkeJ
k

) + T i j �u j + E i,

τ i j = ρ�ui�u j + p hi j − rIJeIieJ j + T i j,

ji = nui + J i,

KI = −∇i(rIJeJi ) + �

2
rJK ek

I ∂kψJK

− �′2m2hIJ (φJ − �J ) + KI ,

U IJ = �rIJ + U IJ ,

LI = �′m2hIJ (φJ − �J ) + LI . (A20)

Note that ui and �ui are generically different when the frame ve-
locity vi �= 0, i.e., �ui = ui − vi. Both of these are appropriate
notions of fluid velocity. On the one hand, ui is aligned parallel
to the (ideal order) particle flux, while �ui is aligned parallel
to the flow of momentum πi = ρ�ui. The constitutive relations
in Secs. II D and V A can be generalized to this particular
background by replacing

∂kuk → ∇kuk + 1

2
gi j∂t gi j,

2e〈I
i eJ〉

j ∂ iu j → 2e〈IieJ〉 j

(
∇iu j + 1

2
∂t gi j

)
,

eIiT ∂i
μ

T
→ eIi

(
T ∂i

μ

T
− Ei − Fi j �u j

)
. (A21)

4. Correlation functions via background variation

We can compute the retarded correlation functions of hy-
drodynamic observables by inspecting how they respond to
changes in the associated sources. We will ignore the energy
density and flux for clarity, although the procedure works
exactly the same as follows. First, we need the one point
functions of various operators in the presence of background
sources. These can be obtained by taking variations of the
total on-shell action Stot = (S + Ssource)onshell with respect to
the appropriate background fields. We find that

〈πi〉 = −δSonshell

δvi
= √

gπi,

〈τ i j〉 = 2
δSonshell

δgi j
= √

g
(
τ i j + T i j

ext + T kl
extκklg

i j + �ext
k uk

φgi j
)
,

〈n〉 = δSonshell

δAt
= √

gn,

〈 ji〉 = δSonshell

δAi
= √

g ji,

〈κi j〉 = δSonshell

δT i j
ext

= √
gκi j,

〈ui
φ〉 = δSonshell

δ�ext
i

= √
gui

φ. (A22)

All the objects on the right should be understood as eval-
uated on the solutions of the equations of motion, so they
only depend on the background sources. In the absence of
sources, they reduce to the equilibrium values of the respective

operators. Note that for a Galilean system, even when the
crystal sources are absent, the particle flux ji is the same as
the momentum density πi only up to the frame velocity vi (in
addition to the metric factor). This difference manifests itself
as slight differences in their correlation functions.

Using the shorthand notation for the operators and respec-
tive sources

O = (πi, τ
i j, n, ji, κi j, ui

φ ),

J = (−vi, 1
2 gi j, At , Ai, T i j

ext,�
ext
i

)
, (A23)

the retarded correlation functions can be read off as

GR
O1O2

= −δ〈O1〉
δJ2

∣∣∣∣
flat

. (A24)

This procedure has been used to compute the correlation func-
tions reported in Secs. III E and V E.

If the microscopic description underlying the crystal under
consideration is invariant under time-reversal symmetry, the
correlation functions in momentum space satisfy the so-called
Onsager reciprocal relations

GR
O1O2

(ω, k) = ηT
1 ηT

2 GR
O2O1

(ω,−k), (A25)

where ηT = (−,+,+,−,+,−) are the time-reversal eigen-
values of the respective operators. These lead to the relations
between the primed and unprimed off-diagonal dissipative
coefficients in (30a) and (67a). These constraints can be
adapted to alternative discrete symmetries that the crystal
might possess, like CPT, by using the appropriate eigenvalues
of operators in (A25).

APPENDIX B: MATERIAL DIAGRAMS FOR TOTAL
MATTER DISPLACEMENT

In this Appendix, we continue the discussion initiated in
Sec. III C regarding the type of materials described by our
framework. As we noted towards the end of that section,
the form of the rheology equations depend on the observable
being probed, e.g., displacements of just the crystalline matter
or displacements of the total matter including interstitials. In
view of the fact that the distinction between the crystalline
and interstitial matter in a plastic crystal is a bit artificial
because the two are not individually conserved, let us look at
the rheology equations from the perspective of the total matter
evolution, crystal plus interstitials. To this end, we define the
shear tensor with respect to the particle flux

Ki j = 1

n
∂(i j j) = ε̇i j + 1

n
∂(i j
j)

= ε̇i j − D‖

∂i∂ jκ

k
k − 2D⊥




(
∂(i∂

kκ j)k−∂i∂ jκ
k
k

)
. (B1)

For a Galilean crystal, this object is the same as the fluid shear
tensor ∂(iu j) and serves as the equivalent of ε̇i j for total matter
evolution. Note that these expressions are only exact linearly
and when both μ and T are fixed to their equilibrium values.
We can now express the rheology equations (39) in terms of
Ki j instead of ε̇i j . We find

τi j = −δi j
(
Bκk

k + ζKk
k

) − 2Gκ〈i j〉 − 2ηK〈i j〉, (B2a)

κ̇i j = 1

d
δi j

(
Kk

k − �Bκk
k

) + K〈i j〉 − �Gκ〈i j〉

+ D‖

∂i∂ jκ

k
k + 2D⊥




(
∂i∂

kκ jk−∂i∂ jκ
k
k

)
, (B2b)
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FIG. 7. Circuit representation of the rheology equations from the perspective of total matter displacement.

where we have ignored subleading terms in the derivative
expansion as well as the thermodynamic pressure, which be-
comes a constant when T and μ are frozen.

Due to the presence of diffusive corrections, the rheology
equations (B2) do not admit a neat split into shear and bulk
sectors. Instead, to be able to draw the respective material
diagrams, we need to perform a wavevector decomposition of
Ki j and τi j as follows:

Ki j = kik j

k2
K‖ + k(i

k
K⊥

j) ,

τi j = kik j

k2
τ ‖ + 2

k(i

k
τ⊥

j) +
(

δi j − kik j

k2

)
τT + τTT

i j . (B3)

The transverse vector components K⊥
i , τ⊥

i are transverse to ki,
while τTT

i j is transverse and traceless. Note that Ki j is a pure
gradient and does not get purely transverse contributions. In
addition, K‖ and τ ‖ are the longitudinal parts of Ki j and τi j

respectively, while τT is the transverse trace of τi j . Note that
the crystal strain tensor κi j was already decomposed in this
format in (42a).

Given this wavevector decomposition, we find that the
transverse traceless sector decouples trivially with

τTT
i j = −2GκTT

i j ,

κ̇TT
i j = −�GκTT

i j ,

⇒ τ̇TT
i j + �GτTT

i j = 0, (B4)

and has no contribution to the matter distortion strain.
Next, we have the vector sector with

τ⊥
i = −Gκ⊥

i − ηK⊥
i

κ̇⊥
i = K⊥

i − (�G + k2D⊥
φ )κ⊥

i ,

⇒ τ̇⊥
i + (�G + k2D⊥


)τ⊥
i

= −(
λ2

GG + η(�G + k2D⊥

)

)
K̇⊥

i − ηK̈⊥
i , (B5)

which behaves like a “k-dependent” Jeffrey material, with the
relaxation rate �G replaced with �G + k2D⊥


. We have given
the corresponding material diagram in Fig. 7(a). In detail,
we can label the spring and dashpot components in the top

elastic arm of the diagram by E1 and υ1 respectively, while
the dashpot in the bottom arm by υ2. Using circuit rules, the
diagram gives rise to the stress-strain relations

τ̇⊥
i + E1

υ1
τ⊥

i = −E⊥
1

(
1 + υ2

υ1

)
K⊥

i − υ2K̇⊥
i . (B6)

We can compare this to (B5) to read off

E1 = G, υ1 = G

�G + k2D⊥



, υ2 = η. (B7)

This is the usual Jeffrey’s model with k dependence in one of
the dashpots. One learns that the effect of Goldstone (inter-
stitial) diffusion in the rheology equation is that the dashpot
component in the elastic arm of the circuit representation gets
a wavenumber dependence.

Finally, the diffusive corrections nontrivially couple the
two scalar sectors. It is neater to work in a basis with isotropic
trace stress τ = 1

d τ ‖ + d−1
d τT and scalar shear stress τG =

1
2τ‖ − 1

2τT, and similarly for the strain tensor κ = κ‖ + (d −
1)κT and κG = κ‖ − κT. In the trace sector, we find

τ = −Bκ − ζK‖,

κ̇ = K‖ −
(

�B + D‖

k2 − 2

d − 1

d
D⊥


k2

)
κ

− 2
d − 1

d
D⊥


k2κG. (B8a)

On the other hand, in the scalar shear sector we have

τG = −GκG − ηK‖,

κ̇G = K‖ −
(

�G + 2
d − 1

d
D⊥


k2

)
κG

− k2

(
D‖


 − 2
d − 1

d
D⊥




)
κ. (B8b)

If we ignore the k dependence in these equations for the
moment, both these sectors behave as k-independent Jeffrey
materials, but with the shared K‖. This sharing is merely a
manifestation of the fact that Ki j , like ε̇i j , is a pure gradient
and has only one scalar component, which couples to both the
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scalar components of the stress tensor τ and τG. Restoring the
k dependence leads to additional nontrivial couplings between
the two sectors due to the diffusive terms. After eliminating κ

and κG, we arrive at “generalized Maxwell materials” [101] in
both the sectors, still sharing the same K‖, to wit

τ̈ + �1τ̇ + �2τ = −α1K‖ − α2K̇‖ − ζ K̈‖,

τ̈G + �1τ̇G + �2τG = −αG
1 K‖ − αG

2 K̇‖ − ηK̈‖. (B9)

The explicit expressions for the coefficients appearing here are
given by

�1 = �̃B + �̃G,

�2 = �̃B�̃G − XBXG,

α1 = ζ (�̃B�̃G − XBXG) + B(�̃G − XG)

α2 = ζ (�̃B + �̃G) + B,

αG
1 = η(�̃B�̃G − XBXG) + G(�̃B − XB)

αG
2 = η(�̃B + �̃G) + G, (B10)

where we defined

�̃B = �B +
(

D‖

 − 2

d − 1

d
D⊥




)
k2,

�̃G = �G + 2
d − 1

d
D⊥


k2,

XB =
(

D‖

 − 2

d − 1

d
D⊥




)
k2,

XG = 2
d − 1

d
D⊥


k2. (B11)

Note that all these coefficients have k dependence. The rheol-
ogy equations (B9) can be represented by the material diagram
given in Fig. 7(b), involving two circuits for τ and τG that
share a dashpot measuring K‖. Focusing on the τG circuit, we
can label the springs and dashpots in the two elastic arms by
E1, E2 and υ1, υ2 respectively, while the dashpot shared with
the τ circuit with υ3. We find the stress-strain relations

τ̈ +
(

E1

υ1
+ E2

υ2

)
τ̇ + E1E2

υ1υ2
τ

= −E1E2

(
1

υ1
+ 1

υ2
+ υ3

υ1υ2

)
K‖

−
(

E1 + E2 + υ3

(
E1

υ1
+ E2

υ2

))
K̇‖ − υ3K̈‖. (B12)

Comparing this expression to (B9), we can read off

υ3 = η, (B13)

while the explicit solution for the remaining coefficients E1,
E2, υ1, υ2 can be also be obtained. The discussion for the τ

sector proceeds similarly.

APPENDIX C: COMPARISON TO ZIPPELIUS ET AL.

In this Appendix, we compare our results to the work of
[34]. Instead of the grand canonical ensemble, the authors
in [34] work in the canonical ensemble controlled by the

temperature T , interstitial density n
, and momentum πi. This
is characterized by the free energy density

F = −p + (μ − μ0)n + uiπi, (C1)

where we perform the canonical transformation with respect
to μ − μ0 instead of just μ to avoid generating a linear term
in strain in the free energy. Using the definition of interstitial
density from (22a), we can check that

dF = −sdT + (μ − μ0)dn
 + uidπi

− 1
2 (rIJ − (μ − μ0)m0vhIJ )dhIJ

− 1
2 (rIJ − (μ − μ0)m0vhIJ )dhIJ , (C2)

where hIJ is the inverse of hIJ . Plugging in the thermodynamic
objects from (19), and specializing to the isothermal limit, we
can linearly expand the differential of F to get

dF = 1

χ
δn
dn
 + 1

ρ
π idπi

− n + Bαm

χ

(
κk

k dn
 + δn
dκk
k

)

+
(

B + (n + Bαm)2

χ

)
κk

k dκk
k

+ 2Gκ 〈i j〉dκ〈i j〉. (C3)

We have used that, linearly, δn = χδμ + Bαmκk
k , and δn
 =

δn + nκk
k . We have also taken the constant m0 in the definition

of interstitial density in (22a) to be the equilibrium number
density n0. Comparing this to (2.4) of [34], we arrive at the
identification of thermodynamic coefficients

n̂0 = ρ, χ̂0 = χ

n2
, γ̂0 = −n(n + Bαm)

χ
,

μ̂0 = G, λ̂0 + μ̂0 = B + (n + Bαm)2

χ
. (C4)

We have denoted the coefficients in [34] with a “hat”. The first
relation stems from the fact that [34] works with a Galilean
system, wherein the particle density is the same as the momen-
tum susceptibility; we have taken the “mass per unit particle”
proportionality factor m in [34] to be 1.

To compare the dissipative coefficients, we need to perform
a redefinition of the linearized crystal fields

δφ′i = δφi − aui, (C5)

which results in a transformation of the strain tensor and
crystal velocity as

κ ′
i j = κi j − a∂(iu j),

u′i
φ = ui

φ − a∂t u
i

= ui
φ + a

n + Bαm

ρ
∂ iμ − a

B

ρ
∂ iκk

k

− a
2G

ρ
∂ jκ

〈i j〉 + O(∂2). (C6)
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The interstitial density and flux with respect to the trans-
formed crystal fields are given as

n′

 = n
 − an∂kuk,

j′i
 = ji

 + an∂t u

i

= ji

 − an

n + Bαm

ρ
∂ iμ + an

B

ρ
∂ iκk

k

+ an
2G

ρ
∂ jκ

〈i j〉 + O(∂2). (C7)

To keep the thermodynamic relation δn = χδμ + Bαmκk
k in-

tact, we also need to transform the chemical potential

δμ′ = δμ + aBαm

χ
∂iu

i. (C8)

The authors in [34] work with Galilean-invariant crystals,
for which we need to set ρ = n and remove the dissipative
transport coefficients σ and γn in order to make ji = π i.
Having done this, we can compare the interstitial flux j′i
 to the
one obtained in [34]. The interstitial flux in [34] does not have
any contributions from the derivatives of the strain tensor. This
can be achieved by choosing

a = ρ

σφ

, (C9)

which leads to

j′i
 = − n2

σφ

∂ iμ. (C10)

The evolution equation for the transformed strain tensor can
be read off using (34c), leading to

κ̇ ′
i j = ∂(iu j) + n

σφ

∂i∂ jδμ
′

− 1

d
δi j�B

(
κ ′k

k − αmδμ′) − �Gκ ′
〈i j〉. (C11)

We have set λB = λG = 1 following our discussion in
Sec. III B. Finally, we can obtain the stress tensor in the
transformed basis as

τ i j = (p + Bαmδμ′)δi j − Bδi jκ ′k
k − 2Gκ ′〈i j〉

−
(

ζ + nB

σφ

(
1 + αm

χ
(n + Bαm)

))
δi j∂kuk

− 2

(
η + nG

σφ

)
∂ 〈iu j〉. (C12)

Before we read out the translation between the respective
transport coefficients, we need to consider that the discussion
in [34] also includes a dynamical angular part of the strain
tensor that does not contribute to plasticity. See our discussion
following (60). To switch these effects off we need to take the
following limit of the coefficients in their work:

n̂ f â2
0 → ∞, D̂⊥, D̂‖ → 0,

keeping D̂⊥n̂ f â2
0, D̂‖n̂ f â2

0 finite. (C13)

With these in mind, we can directly compare (C10), (C11),
(C12) to Secs. IV D and V A of [34]. We find the mapping

η̂ = η + nG

σφ

,

ζ̂ = ζ + nB

σφ

(
1 + αm

χ
(n + Bαm)

)
,

�̂ = 1

σφ

,

n̂ f â2
0

T
(D̂‖ + D̂⊥) = 2ν̂0 = �G

G
,

n̂ f â2
0

T
2D̂⊥ = �B

B
. (C14)

Using the mappings above, we can directly compare the
linearized mode spectrum reported in [34] to the one found
in Sec. III D. The matching works perfectly, except that [34]
has an extra mode in the transverse sector associated with
the dynamics of the angular degree of freedom. This mode
is removed from the spectrum upon using the limit prescribed
in (C13).

APPENDIX D: RELATIVISTIC PLASTIC
HYDRODYNAMICS

In this Appendix, we specialize the results from the bulk
of the paper to plastic crystals with relativistic boost sym-
metry. In principle, our boost-agnostic construction covers
relativistic systems as a special case (see e.g., [46]). However,
it is neater to consider this case separately manifesting the
full spacetime covariance at each step. This will allow us
to directly compare with the work of [36] and is also more
relevant for holographic models of crystals such as [90–94].

1. Relativistic conservation laws

Throughout this Appendix, we will keep the relativistic
background metric gμν turned on, as well as the background
gauge field Aμ. The covariant indices μ, ν, . . . run over both
space and time. We will use gμν to raise/lower the covariant
indices, while the covariant derivative ∇μ shall also be de-
fined with respect to gμν ; these conventions differ from the
boost-agnostic discussion in Appendix A. The fluid velocity
uμ (normalized as uμuμ = −1), temperature T , and chemical
potential μ denote the respective relativistic notions, related
to the boost-agnostic definitions used in the rest of the paper
via Lorentz factors; see [46].

In a relativistic crystal, we can combine the space and time
derivatives of the crystal fields φI into the covariant crys-
tal frame fields eI

μ = ∂μφI ; see [37,38]. The crystal velocity
uμ

φ can be defined as the unique time-like vector transverse
to the frame fields, i.e., uμ

φ eI
μ = 0. We normalize it so that

uμ

φ uν
φgμν = −1. In the relativistic context, it is also more

useful to define the induced inverse crystal metric hIJ co-
variantly using the full relativistic metric gμν , i.e., we take
hIJ = gμνeI

μeI
ν . The induced metric hIJ , the reference metric

hIJ , and the strain tensor κIJ are defined in the same way as
our discussion in Sec. II A. We can also use this to define an
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inverse frame field eμ
I = hIJeIμ; note that this is not the inverse

of eI
μ, which is not a square anymore. In particular, we have

eI
μeμ

J = δI
J but eI

μeν
I = δμ

ν + uμ
φ uφ

ν .
In the relativistic case, the coupling of background sources

to currents takes a familiar form

δS =
∫

dd+1x
√−g

[
1

2
T μνδgμν + JμδAμ + KIδφ

I

+ 1

2
U IJ

(
δψIJ − eμ

K∂μψIJδφ
K
) + �′LIδ�

I

]
. (D1)

From these, we can obtain the relativistic version of the
energy-momentum and particle conservation laws

∇μT μν = KI e
Iν − 1

2U IJuμ

φ uν
φ∂νψIJ + F νρJρ + �′LI∇ν�I ,

(D2a)

∇μJμ = 0. (D2b)

On the other hand, the crystal sources can be defined via the
source action

Ssource =
∫

dd+1x
√−g

[
T μν

ext κμν + �ext
μ uμ

φ

]
. (D3)

Performing a variation of the source action, we find

δSsource =
∫

dd+1x
√−g

[
κμνδT μν

ext + uμ

φ δ�ext
μ + Kext

I δφI

+ 1

2
U IJ

ext

(
δψIJ − eμ

K∂μψIJδφ
K
)

+ 1

2

(
T̄ μν

ext + T ρσ
ext κρσ gμν + �ext

ρ uρ

φPμν

φ

)
δgμν

]
,

(D4)

where T̄ μν
ext = Pμρ

φ Pνσ
φ T ext

ρσ is defined to be transverse to uμ
φ ,

with the projector operator Pμν
φ = gμν + uμ

φ uν
φ . We have also

defined

U IJ
ext = −�eI

μeJ
νT μν

ext ,

Kext
I = ∇μ

(
T μν

ext eJ
νhIJ + T ρν

ext uφ
ρeIνuμ

φ + �ext
ν eν

I uμ

φ

)
+ 1

2U JK
ext eμ

I ∂μhJK , (D5)

which result in the configuration equations for φI and ψIJ as
in (20).

2. Relativistic viscoplastic hydrodynamics

The equation of state for the thermodynamic pressure p
can be expressed in terms of the relativistic temperature T
and chemical potential μ. The thermodynamics takes the ap-
propriate form

dε = T ds + μdn − 1
2 rIJdhIJ − 1

2rIJdhIJ

+ �′2m2hIJ (φJ − �J ) d (φI − �I ),

d p = sdT + ndμ + 1
2 rIJdhIJ + 1

2rIJdhIJ

− �′2m2hIJ (φJ − �J ) d (φI − �I ),

ε = T s + μn − p. (D6)

Note that there is no explicit momentum term in the ther-
modynamic relations due to Lorentz invariance. Momentum

appears implicitly through the Lorentz factors contained
within the “proper” relativistic densities.

We now consider the hydrodynamic constitutive equa-
tions for T μν , Jμ, KI , and U IJ . With hindsight from our
boost-agnostic calculation, we choose the parametrisation of
the constitutive relations as

T μν = (ε + p)uμuν + pgμν − rIJeIμeJν + T μν,

Jμ = nuμ + J μ,

KI = −∇μ(rIJeJμ) + �

2
rJK eμ

I ∂μψJK

− �′2m2hIJ (φJ − �J ) + KI ,

U IJ = �rIJ − 1

uμuμ

φ

U IJ ,

LI = �′m2hIJ (φJ − �J ) + LI , (D7)

where T μν , J μ, KI , U IJ , and LI denote the respective dissipa-
tive corrections. We shall work in the Landau frame [48,49],
which is to say that we choose the direction of the fluid veloc-
ity so that there is no dissipation in the energy density, energy
flux/momentum density, or particle density in the comoving
frame of the fluid. This amounts to choosing

T μνuν = J μuμ = 0. (D8)

These constitutive relations must satisfy the second law of
thermodynamics, i.e., there must exist an entropy current Sμ

such that

∇μSμ = 
 � 0, (D9)

on solutions of the equations of motion. We choose the en-
tropy current to take the canonical form

Sμ = suμ − μ

T
J μ. (D10)

Going through with the entropy divergence calculation as in
Appendix A, we find that the relativistic dissipation rate is
given by

T 
 = −T μν∇μuν − J μ

(
T ∂μ

μ

T
+ uνFνμ

)
− KI u

μeI
μ

− 1

2
U IJuμ

φ∂μψIJ − �′LI u
μ∂μ�I . (D11)

Up to first order in derivatives, we can work out the hy-
drodynamic constitutive relations as in Sec. II D. First, in the
vector sector we have [37,38]⎛
⎜⎝
J I

KI

LI

⎞
⎟⎠ = −

⎛
⎜⎝

σn γnφ γn�

γ ′
nφ σφ σ×

γ ′
n� σ ′

× σ�

⎞
⎟⎠

⎛
⎜⎝

PIμ(T ∂μ
μ

T + uνFνμ)

uμeI
μ

�′uμ∂μ�I

⎞
⎟⎠,

(D12a)

where we have chosen the parametrisation of dissipative cor-
rections J μ = Pμ

I J I . We have defined the projected frame
fields as PI

μ = eI
μ + uμuνeI

ν . As before, we get plasticity
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effects in the scalar and symmetric-traceless tensor sector

(
T IJ

U IJ

)
= −hIJ

(
ζτ ζτh

ζ ′
τh ζh

)(
Pμ

I PI
ν∇μuν

1
2 hKLuμ

φ∂μψKL

)

−
(

ητ ητh

η′
τh ηh

)(
2P〈I

μ PJ〉
ν ∇μuν

hK〈I hJ〉Luμ
φ∂iψKL

)
, (D12b)

where we have again defined T μν = Pμ
I Pν

J T IJ .
We get the same constraints as Secs. II D and V E for

Onsager’s relations, i.e.,

γ ′
nφ = −γnφ, η′

τh = ητh, ζ ′
τh = ζτh,

γ ′
n� = −γn�, σ ′

× = σ×. (D13a)

On the other hand, demanding the entropy production to be
sign-definite, we get the positivity constraints

ητ � 0, ζτ � 0, σφ � 0,

σn � 0, ητ ηh � η2
τh, ζτ ζh � ζ 2

τh,

σ�σφ � σ 2
×. (D13b)

3. Modes and correlators

Let us now specialize to the isothermal regime like the
bulk of the paper. In the relativistic context, this decou-
ples the uμ projection of the energy-momentum conservation
equation (D2a). Following through with the computation, we
find the exact same modes as discussed in Secs. III D and V D,
only the momentum susceptibility ρ should be replaced with
its relativistic version ε + p (where the speed of light c has
been set to 1). The same holds for all the correlation functions
discussed in Secs. III E and V E.
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