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We analyze the free energy and the specific heat for fermions interacting with a gapless boson at a
quantum-critical point (QCP) in a metal. We use the Luttinger-Ward-Eliashberg formula for the free energy
in the normal state, which includes contributions from bosons, fermions, and their interaction, all expressed
via fully dressed fermionic and bosonic propagators. The sum of the last two contributions is the free en-
ergy Fγ of an effective low-energy model of fermions with boson-mediated dynamical 4-fermion interaction
V (�m ) ∝ 1/|�m|γ (the γ model). This purely electronic model has been used to analyze the interplay between
non-Fermi liquid behavior and pairing near a QCP, which are both independent of the upper energy cutoff
�. However, the specific heat Cγ (T ), obtained from Fγ , does depend on �. We argue that this dependence
is spurious and cancels out, once we include the contribution from bosons. We further argue that the full
C(T ) is the sum of the contribution from free fermions and the one from a critical boson, with the fully
dressed propagator, other terms cancel out. We compare the full C(T ) with the Cγ (T ), obtained using recently
proposed regularization of Fγ [Phys. Rev. B 106, 054518 (2022)]. We argue that for γ < 1, the full C(T )
and the regularized Cγ (T ) differ by a γ -dependent prefactor, while for γ > 1, the full C(T ) and Cγ (T )
differ by the positive contribution from free massless fermions (a positive constant for the electron-phonon
case γ = 2). For these γ , Cγ (T ) is negative, but the full C(T ) is positive. We argue that only the full C(T )
matters as the positive and the negative contributions originate from the term in C(T ) which contains the fully
dressed bosonic propagator. We then argue that the normal state remains stable until the pairing instability
develops.
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I. INTRODUCTION

In this work we analyze in detail the free energy and
specific heat of a metal near a critical point toward a spon-
taneous particle-hole order (Ising-nematic, antiferromagnetic,
etc.), and of an electron-phonon system at vanishing dressed
Debye frequency of an optical phonon. In all these cases,
the low-energy physics is described by a model of fermions
with Luttinger Fermi surface, coupled by Yukawa-type in-
teraction to a near-massless boson, which represents either
a critical fluctuation of a particle-hole order parameter or a
soft optical phonon [1–21]. The key motivation for our study
is current interest in a non-Fermi liquid (non-FL) behav-
ior near a quantum-critical point (QCP). Numerous previous
studies have shown [13–20,22–38] that at a QCP the self-
energy at T = 0 is singular in the frequency domain and
scales as �(ω) ∝ ω1−γ , where the exponent γ � 1 in weakly
anisotropic 3D systems, γ = 1/3 at an Ising-nematic and
Ising-ferromagnetic QCP in 2D, γ ≈ 1/2 at a 2D QCP toward
spin or charge density-wave order with a finite momentum,
and γ = 2 for an electron-phonon problem. It is tempting
to associate 1 + d�/dω with m∗/m and associate ω with
T . By this reasoning, the leading term in the specific heat
at small T , C(T ) ∝ (m∗/m)T , should scale as T 1−γ , i.e., as
T 2/3 at an Ising-nematic QCP, as T 1/2 at a density-wave QCP,
and as 1/T for critical electron-phonon problem (although
this last behavior obviously cannot extend to T = 0). Our

goal is to check whether these formulas hold in microscopic
calculations.

A more specific motivation for our work is to clarify
recent studies of the free energy for critical fermion-boson
systems [38–43]. Some of us and others recently analyzed
[37] the interplay between non-FL in the normal state and
superconductivity within an effective low-energy model of
fermions with boson-mediated dynamical 4-fermion interac-
tion V (�) ∝ 1/|�|γ (the γ model [44]). This model describes
non-FL in the normal state and superconductivity. Both
are universal phenomena in the sense that they come from
fermions with energies well below the upper energy cutoff
of the model �. The condensation energy—the difference
between the free energy of a superconductor and of a would
be normal state at the same T , is also independent on � [37].
However, the free energy of the γ model in the normal state is
nonuniversal, even if we subtract its value at T = 0. Namely,
its leading T -dependent term scales as �T 1−γ [38]. The cor-
responding specific heat is then C(T ) ∝ �/T γ , in variation
with the estimate based on the self-energy. The authors of
Refs. [41,42] argued that the dependence of the free energy
and the specific heat on � is spurious and has to be regularized
by adding the counter term to the free energy [41,42], which
cancels out � dependence. Once this is done, the regular-
ized specific heat becomes independent on � and scales as
T 1−γ , as expected based on the self-energy. However, the
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regularization comes with the cost: the prefactor in C(T ) ∝
T 1−γ turns out to be negative for γ � 1.1

Taken at a face value, a negative C(T ) would imply that the
system becomes unstable below a certain Tcr, when a negative
T 1−γ term, coming from fermion-boson interaction, exceeds
a positive O(T ) contribution to C(T ) from free fermions. A
potential resolution would be that this instability is preempted
by superconductivity, but it turns out that Tcr > Tc [38,41,42]
for γ larger than a certain critical value.

In this work, we analyze free energy and specific heat
within the full fermion-boson model using the Luttinger-
Ward-Eliashberg formula [45,46] for the variational free
energy in the normal state. We assume that superconductivity
is suppressed, and extend the normal state analysis down to
small T . Luttinger and Ward argued [45] that the free energy
of a system of fermions with 4-fermion interaction can be
expressed diagrammatically by collecting compact skeleton
diagrams with fully dressed fermionic propagators and us-
ing conventional rules of the diagrammatic technique, but
one has to add to free energy the term Fel, which explicitly
contains fermionic self-energy � (see below). This addi-
tional term is constructed such that the stationary condition
δF/δ� = 0 reproduces the diagrammatic series for the self-
energy. Eliashberg extended Luttinger-Ward approach to the
case of electron-phonon interaction. He argued that the free
energy for such a system is obtained by collecting compact
skeleton diagrams with fully dressed fermionic and bosonic
propagators, and contains the second extra term Fbos, which
depends on the bosonic polarization operator � (the bosonic
self-energy) and is constructed such that the stationary condi-
tion δF/δ� = 0 reproduces diagrammatic series for �.

We analyze the electron-phonon model and different elec-
tronic models in which a certain collective bosonic mode
becomes massless at a QCP. For these models, the low-energy
behavior of fermions and their soft collective excitations is
captured within an effective fermion-boson model, in which a
collective mode becomes an independent degree of freedom,
coupled to fermions.

The full variational free energy of fermion-boson model
is F = Fbos + Fel + Fint, where Fint is the sum of skeleton
diagrams. We assume, following earlier works, that both
phonons and soft collective modes are slow compared to
dressed fermions, either because a velocity of a boson is small
compared to that of a dressed fermion, or because collective
bosons are Landau overdamped, and that the smallness of an
(effective) velocity of a boson is controlled by a dimension-
less parameter λE , often called Migdal-Eliashberg parameter
(more on this below). In practical terms, the fact that the
bosons are slow compared to fermions means that corrections
to fermion-boson vertex are small as in the processes identi-
fied with vertex corrections fermions are forced to vibrate at
boson frequencies, far away from their own resonance. This
makes higher-loop terms in the skeleton loop expansion of Fint

small compared to the one-loop term, and we keep only this
term in Fint (see Sec. III B for more details).

1The authors of Refs. [41,42] found the prefactor to be negative for
γ � 2, which they only considered. The authors of Refs. [38] argued
that the prefactor is negative for γ > 1.

The free energy of the γ -model is Fγ = Fel + Fint. Like
we said, the specific heat obtained from Fγ depends on the
cutoff. Our goal is to understand the role of Fbos, specifically
(i) whether it acts as the counter term, which eliminates the
cutoff dependence of Fγ , and (ii) whether it also affects the
universal part of C(T ).

We show below that for any γ , the full free energy F near
a QCP is

F = −2πT NF

∑
m

|ωm| + T

2

∑
q

log
[−D−1

q

]
, (1)

where the first term is the contribution from free fermions,
and in the second Dq is the fully dressed bosonic propagator
[q ≡ (q,�m), �m = 2πT m]. This result holds even if we
include thermal fermionic self-energy, which near a QCP we
compute self-consistently, extending beyond the Eliashberg
theory [29]. The bosonic propagator Dq contains information
about fermion-boson interaction as it contains the bosonic po-
larization bubble. We compute the specific heat from Eq. (1),
compare it with the one of the regularized γ model, and
address the issues (i) and (ii). Regarding (i), we find that
Fbos cancels the cutoff-dependent terms in Fγ , i.e., it pro-
vides the physical realization of the counter term suggested
in Refs. [41,42]. On (ii), the result depends on whether γ < 1
or γ > 1. For γ < 1 (Ising-nematic and related models), the
contribution to the specific heat from Fbos is of the same order
as the one from the regularized Fγ . The two contributions
differ by a γ -dependent factor. For the values of the exponent
γ > 1, which include the electron-phonon case (γ = 2), the
contribution from Fbos to C(T ) coincides with that from free
bosons (a T -independent term for γ = 2). The full F in this
case [Eq. (1)] is the sum of the contributions from a free boson
and from the regularized γ model. The last contribution is
negative at small T , in agreement with Refs. [41,42]. How-
ever, the negative term appears in Eq. (1) as the subleading
term in the expansion log[−D−1

q ] to first order in the dy-
namical bosonic polarization, while the positive contribution
from a free boson is the leading term. The expansion holds
in powers of the Migdal-Eliashberg parameter λE (defined
below), and we argue that as long as λE � 1, i.e., as long as the
theory is under control, the specific heat is positive. Based on
this, we argue that the normal state remains stable near a QCP,
until (and if) a pairing instability develops. In this last respect
our conclusions are different from those in Refs. [41,42].

The structure of the paper is as follows. In Sec. II we
present the generic Luttinger-Ward-Eliashberg expression for
the free energy, briefly discuss the Eliashberg theory, and use
it to obtain the expressions for the full F , Eq. (1), and for Fγ

in the purely fermionic γ model. In Sec. III we compare the
two expressions for the Ising-nematic model in 2D. Here we
also show that the result for F does not change if we include
thermal self-energy, which has to be calculated outside the
Eliashberg theory, and estimate the strength of vertex correc-
tions once we include thermal self-energy. We also discuss
the role played by the thermal mass of a boson. In Sec. IV
we consider antiferromagnetic QCP in 2D. In Sec. V we
consider an electron-phonon system near a QCP. Here we also
discuss, in Sec. V A, the regularization of Fγ from physical
perspective. In Sec. VI we extend the γ = 2 model to arbitrary
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γ between 1 and 2 and compute the specific heat. We show
that the full specific heat is positive, as long as λE � 1, despite
that the contribution from the regularized Fγ is negative. We
present our conclusions in Sec. VII. Some technical details of
the calculations are presented in the Appendices.

II. FREE ENERGY AND SPECIFIC HEAT

The variational free energy for interacting fermions has
been derived by Luttinger and Ward [45] and extended
to fermion-boson systems by Eliashberg [46] (see also
Refs. [47,48]). For more recent studies of variational free
energy, see Refs. [38–40,49–52]. The free energy per unit
volume is the sum of the fermionic contribution, the bosonic
contribution, and the contribution due to fermion-boson inter-
action:

F = Fel + Fbos + Fint. (2)

The fermionic part is

Fel = −2T
∑

k

log G−1
k + 2iT

∑
k

�kGk, (3)

where k ≡ (k, ωm), ωm = πT (2m + 1), T
∑

k =
T
∑

m

∫
dk/(2π )d (d is the spatial dimension), �̃k =

ωm + �k , where �k is the self-energy, and Gk = (i�̃k − εk )−1

is the Green’s function.
The bosonic part is

Fbos = T

2

∑
q

(
log

[−D−1
q

]+ �qDq
)
, (4)

where q ≡ (q,�m), �m = 2πT m, �q is the bosonic self-
energy, and Dq = [(D0

q )−1 − �q]−1 is the dressed bosonic
propagator. For the bare bosonic propagator we set D0

q =
−D0/(�2

m + ω2
D) for the electron-phonon case, where ωD is

a bare Debye frequency, D0
q = −D0/[(�m/c)2 + q2 + m2

i−n]
for the Ising-nematic case, and D0

q = −D0/[(�m/c)2 + (q −
Q)2 + m2

afm] for the antiferromagnetic case, where Q =
(π, π ), and c is of order of Fermi velocity vF . We set the
lattice constant a = 1. For the last two cases, the �2

m term in
the bosonic propagator can be neglected as for relevant �m it
is parametrically smaller than the Landau damping term from
�q. On the contrary, for the electron-phonon case, �2

m term is
more relevant than the Landau damping.

Finally, the interaction part is

Fint = −T 2
∑
k,k′

g2
|k−k′ |GkD(k − k′)Gk′ + · · · , (5)

where gq is the Yukawa coupling. The dots in Eq. (5) stand
for higher-order contributions, which account for vertex cor-
rections (see Ref. [50,53] for the discussion on higher-order
terms in the loop expansion of Fint). We assume, following
Ref. [46], that vertex corrections can be neglected (more on
this below). For simplicity, we also approximate gq by g.
We refer to the free energy described by Eqs. (2)–(5) as the
Eliashberg free energy.

The stationary solutions for �k and �k are obtained
from δF/δ�k = 0 and δF/δ�q = 0. They give rise to two

FIG. 1. Self-energy of (a) electron i�(k) and (b) boson −�(q)
(the polarization bubble). The solid (waggle) lines denote the dressed
electron (boson) Green’s functions. The polarization bubble contains
factor of 2 from the spin degeneracy.

Eliashberg equations for fermionic and bosonic self-energies
[39,40,45,46,49,50,53] (see Fig. 1)

�k = −iT
∑

q

g2Gk−qDq, (6)

�q = 2g2T
∑

k

GkGk−q, (7)

where the factor 2 in Eq. (7) accounts for the spin degeneracy.
These equations are the same as one obtains diagrammatically,
without invoking the free energy. We emphasize in this regard
that the diagrammatic loop expansion with full G and full D
holds only for Fint. The terms Fel and Fbos are additional con-
tributions to the free energy, constructed to reproduce Eqs. (6)
and (7) as stationary conditions for the full F .

Below we will analyze the free energy in equilibrium,
when �k and �q obey Eqs. (6) and (7). One can easily check
that in this situation

T/2
∑

q

�qDq = iT
∑

k

�kGk, (8)

because both expressions describe the same skeleton diagram;
see Fig. 2. Along the same lines,

Fint = −iT
∑

k

�kGk . (9)

Using these two expressions, we obtain

F =−2T
∑

k

log G−1
k + 2iT

∑
k

�kGk + T

2

∑
q

log
[− D−1

q

]
,

(10)
and separately

Fel + Fint = −2T
∑

k

log G−1
k + iT

∑
k

�kGk . (11)

FIG. 2. Thermodynamic potential due to fermion-boson inter-
action. The three diagrams are equivalent if we substitute the
self-energy � and the polarization � in Eqs. (6) and (7).
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FIG. 3. Typical transverse and longitudinal momenta, q⊥ and q‖,
for the Ising-nematic case. At small q, q‖ 
 q⊥.

A. Eliashberg theory

The Eliashberg formula for the free energy is valid when
bosons are slow compared to the fermions, either because
ωD � EF in the electron-phonon problem or because the col-
lective boson is Landau overdamped. An extension to N 
 1
fermionic flavors, which individually interact with a boson,
enhances the magnitude of the Landau damping term and
increases the applicability range of the Eliashberg theory
[3,4,13,17,19,54–56].

The condition that the bosons are slow compared to the
fermions allows one to factorize the momentum integration
along and transverse to the Fermi surface because in all three
cases that we consider, the typical transverse momenta are
much smaller than typical longitudinal momenta (we illus-
trate this in Fig. 3). To obtain the leading contribution to
the right-hand side (r.h.s.) of Eq. (6) one can then integrate
over transverse q⊥ in the fermionic propagator and over q‖
in the bosonic propagator with q connecting points on the
Fermi surface [49]. Integrating over momenta this way and
extending both integrations to infinity [57], one obtains a
purely dynamical self-energy

�k = �(ωn) = πT
∑

m

sgn(ωn + �m)Dloc(�m). (12)

At T = 0,

�(ωn) =
∫ ωn

0
Dloc(�m)d�m. (13)

The form of Dloc is model-specific, but in all cases we have at
a QCP

Dloc(�m) =
(

ḡ

|�m|
)γ

, (14)

where γ = 1/3 for the Ising-nematic case, γ = 1/2 for the
antiferromagnetic case, and γ = 2 for the electron-phonon
case. The coupling ḡ is expressed via g (see Secs. III, IV, and
V). Away from the QCP, Eq. (14) is modified to

Dloc(�m) =
(

ḡ2

�2
m + M2

)γ /2

, (15)

where M ∼ m3
i-n for Ising-nematic case, M ∼ m2

afm for anti-
ferromagnetic case, and M = ω̄D (the renormalized Debye
frequency) for the electron-phonon case. We assume that M
and ωD do not depend on temperature, or, more accurately,

that their temperature dependence does not modify C(T ) to
the leading order in T compared to what we find below. We
verify this by comparing our C(T ) with the contribution from
M(T ) from mode-mode coupling, introduced in Hertz-Millis-
Moriya theory [58].

Because �k in Eq. (12) does not depend on εk, one
can explicitly integrate over momentum in Eq. (3) using∫

dd k/(2π )d = NF
∫

dεk, where NF is the density of states
at the Fermi level per spin component. The integration yields

−2T
∑

k

log G−1
k = −2πT NF

∑
m

(|ωm| + |�(ωm)|),

2iT
∑

k

�kGk = 2πT NF

∑
m

|�(ωm)|. (16)

Combing the two contributions, we find that the self-energy
cancels out and Fel retains the same as for free fermions:

Fel = −2πT NF

∑
m

|ωm|. (17)

We emphasize that this holds only if �k does not depend on
εk (see Appendix B for an extended discussion). For a generic
momentum and frequency dependent �k , Fel does depend on
the fermionic self-energy.

Applying the same procedure to Eqs. (10) and (11) we
obtain [38,40,49,50]

F = −2πT
∑

m

|ωm| + T

2

∑
q

log
[− D−1

q

]

= Ffree + T

2

∑
q

log
[− D−1

q

]
(18)

and

Fel + Fint = −2πT NF

∑
m

|ωm| − πT NF

∑
m

|�(ωm)|. (19)

Note that the self-energy �(ωm) cancels out in F , and that
the dependence on fermion-boson interaction comes about
because Dq depends on the polarization �(q).

At T = 0, �(ωm) = [ḡγ /(1 − γ )]|ωm|1−γ sgnωm ≡
ω

γ

0 |ωm|1−γ sgnωm, where ω0 = ḡ/(1 − γ )1/γ . This holds
for γ < 1. For γ > 1, one has to add the contribution from
the lower limit in Eq. (13). This last contribution scales
as 1/Mγ−1 and diverges at M → 0. However, it does not
contribute to the specific heat, as one can explicitly verify. At
a finite T , the self-energy becomes a function of a Matsubara
number, and there appears a separate singular contribution
O(1/Mγ ) from zero bosonic Matsubara frequency. This last
contribution requires special attention, and we discuss it in
some detail in Sec. III.

B. A purely electronic γ model

The γ model is designated to reproduce some low-energy
properties of the fermion-boson system (more specifically,
non-FL and superconductivity). It is a fermion-only model
in which Dloc(�m) from Eq. (15) plays the role of an effec-
tive dynamical 4-fermion interaction [37]. The model allows
one to analyze the interplay between non-FL and pairing
by solving coupled Eliashberg equations for the dynamic
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fermionic self-energy and the dynamic pairing vertex �(ωm).
In a more common and convenient formulation, these equa-
tions are re-expressed in terms of the superconducting gap
function 
(ωm) and the inverse quasiparticle residue Z (ωm).
By construction, the model contains only the fermions, and
its free energy in the normal state is Fγ = Fel + Fint, given by
Eq. (19),

Fγ = − 2πT NF

∑
m

|ωm| − π2T 2NF ḡγ

×
∑
m,m′

sgn(ωmωm′ )

[(ωm − ωm′ )2 + M2]γ /2
. (20)

The summation over m is confined to frequencies below the
upper energy cutoff � of the γ -model. In practice, this implies
that the summation holds over M f positive and M f negative
fermionic Matsubara frequencies ωn = πT (2n + 1) (−M f <

n < M f − 1). The relation between M f and � can be obtained
by comparing the exact sum of |ωm| with Euler-Maclauren
formula, in which the integral is cut by �. The comparison
yields [38] 4π2T 2M2

f = �2 + π2T 2/3, hence

M f = �̃

(
1 + 1

24�̃2
+ · · ·

)
, (21)

where �̃ = �/(2πT ).
Applying this procedure to both terms in Eq. (20), we

obtain [38] at T 
 M

Fγ = −NF

[
�2 − ḡγ �2−γ 2(1 − 2−γ )

(1 − γ )(2 − γ )

]

− NF πT �

(
ḡ

M

)γ

− NF �ḡγ (2πT )1−γ ζ (γ )

+ NF

[
3

2
ḡγ (2πT )2−γ ζ (γ − 1) − 1

3
π2T 2

]
, (22)

where ζ (s) is the Riemann ζ function. The first two terms in
Eq. (22) constitute the free energy at T = 0. The next one,
with M in the denominator, comes from the thermal piece in
�(ωm) in Eq. (19), or, equivalently, from the m = m′ term
in Eq. (20). The next term comes from ωm, ωm′ ∼ �, but
ωm − ωm′ = O(T ). The last term is the combination of cutoff
independent contributions from both terms in Eq. (20).

The specific heat Cγ (T ) = −T d2Fγ /d2T is

Cγ (T ) = 2π�NF

(
ḡ

2πT

)γ

γ (γ − 1)ζ (γ )

+ 2

3
πNF

[
πT − 9

4
ḡγ (2πT )1−γ (γ − 2)

× (γ − 1)ζ (γ − 1)

]
. (23)

The first term in Eq. (23) is parametrically larger than the
other two since it is proportional to �. This term is posi-
tive, but depends linearly on the upper energy cutoff. The
second term is a universal contribution to C(T ). This term is
positive for γ < 1, but becomes negative at small T < T0 =
[ḡ/(2π )][9(γ − 2)(γ − 1)ζ (γ − 1)/2]1/γ for γ > 1, when
(γ − 2)(γ − 1)ζ (γ − 1) > 0. The temperature T0 increases
with γ up to γ = 3.

The authors of Refs. [40–42] argued that the dependence
of C(T ) on the cutoff is spurious and must be eliminated by a
proper regularization. They suggested that this is achieved by
adding to the r.h.s. of Eq. (20) the term

π2T 2NF ḡγ
∑
m,m′

1

[(ωm − ωm′ )2 + M2]γ /2
. (24)

This additional term cancels out all �-dependent terms in Fγ

in Eq. (22) and changes the prefactor for the universal T 2−γ

term. The regularized free energy, which we label as F̄γ , is

F̄γ = NF
[
ḡγ (2πT )2−γ ζ (γ − 1) − 1

3π2T 2
]
. (25)

This yields a universal, cutoff-independent specific heat
C̄γ (T ). At a QCP,

C̄γ (T ) = 2πNF

[
π

3
T − ḡγ (2πT )1−γ (γ − 2)

× (γ − 1)ζ (γ − 1)

]
. (26)

For γ < 1, all terms in Eq. (26) are positive as ζ (γ − 1) is
negative. For γ = 1/3,

C̄1/3(T ) = 2πNF

[
π

3
T + 0.172ḡ1/3(2πT )2/3

]
. (27)

For γ > 1, C(T ) given by Eq. (26) is still negative at small T
because (γ − 2)(γ − 1)ζ (γ − 1) > 0. For γ → 2,

C̄2(T ) = 2πNF

(
π

3
T − ḡ2

2πT

)
. (28)

C. Underlying fermion-boson model

We now return back to the underlying fermion-boson
model, in which there is an additional bosonic contribution
to the free energy, and check whether the effect of Fbos is the
same as of the extra term (24), which regularizes Fγ .

The full free energy F = Fel + Fbos + Fint = Fγ + Fbos is
given by Eq. (18) as the sum of the free-fermion contribu-
tion and the one expressed via the full bosonic propagator.
In contrast, Fγ , given by Eq. (19), depends explicitly on the
fermionic self-energy. Below we study the relation between
these two expressions. We show that the outcome depends
on the type of a QCP. To see this, we consider separately
Ising-nematic QCP, antiferromagnetic QCP, and a QCP of an
electron-phonon system.

III. ISING-NEMATIC QCP

We consider a 2D system. The bare bosonic propaga-
tor has the Ornstein-Zernike form D0

q = −D0/(q2 + m2
i-n).

The static part of �(q) renormalizes D0 and m. We as-
sume that these renormalizations are already incorporated
into D0

q. The dynamical part of �(q) accounts for the Lan-
dau damping: �(q,�m) − �(q, 0) = (1/D0)α|�m|/|q|. For
a circular Fermi surface, α = g∗kF /(πv2

F ), where g∗ = g2D0

has the dimension of energy and plays the role of an effective
fermion-boson interaction. The dressed bosonic propagator is

Dq = − D0

|q|2 + m2
i-n + α

|�m|
|q|

. (29)
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Integrating over one momentum component and compar-
ing the result with Dloc(�m) from Eq. (14) for γ = 1/3,
we obtain ḡ = (g∗)2/(162

√
3π2EF ) and ω0 = (27/8)ḡ =

(g∗)2/(48
√

3π2EF ). The mass mi-n is related to M in the γ

model by M = 32π/(81
√

3)(mi-nvF )3/(g∗EF ).
Substituting Dq into Eq. (18), subtracting from log[−D−1

q ]
its static part, which does not contribute to the specific heat,
and integrating over momentum (the integral converges), we
obtain at a QCP (i.e., at mi-n = 0)

F = FI−N = Ffree + α2/3

4π
√

3
(2πT )5/3

Mb∑
1

n2/3

= Ffree + α2/3

4π
√

3
(2πT )5/3H−2/3(Mb), (30)

where Ffree = −NF (�2 + π2T 2/3) is free energy of a gas of
free fermions, Mb is the upper cutoff for summation over
n, and Hp(Mb) = ∑Mb

1 1/kp is the Harmonic number. The
asymptotic expansion of Hp(Mb) at large Mb is

Hp(Mb) =
(
Mb + 1

2

)1−p

1 − p
+ ζ (p) + O

(
1/M p+1

b

)
. (31)

The relation between Mb and the cutoff � can be estab-
lished in a way similar to the procedure described above for
fermions, by evaluating

∑Mb
m=1 m directly and using Eular-

Maclaurin formula with � as the upper cutoff of frequency
integration. This yields

Mb + 1

2
= �̃

(
1 + 1

24�̃2
+ · · ·

)
. (32)

We remind that �̃ = �/(2πT ). Substituting into Eq. (30), we
obtain

FI−N = −NF �2 +
√

3(αA)2/3

20π
�5/3

− π2

3
NF T 2 + α2/3

4π
√

3
(2πT )5/3ζ (−2/3), (33)

where ζ (−2/3) � −0.155. Differentiating with respect to T ,
we find that both the entropy SI−N (T ) = −dFI−N/dT and the
specific heat CI−N (T ) = −T d2FI−N/dT 2 = (2/3)SI−N (T )
are independent on �. The specific heat is

CI−N (T ) = 2π2

3
NF T − 5α2/3

9
√

3
(2πT )2/3ζ (−2/3). (34)

Re-expressing the result in terms of ḡ from Eq. (14), we obtain

CI−N (T ) = 2π2

3
NF T − 5

3
ḡ1/3(2πT )2/3ζ (−2/3). (35)

Comparing this CI-N(T ) with the C̃1/3(T ) from Eq. (27) (a
regularized specific heat in the γ model), we see that they
agree up to a numeric prefactor in the T 2/3 term (the prefactor
in CI-N(T ) is larger by 3/2). The number 3/2 is the difference
between the momentum integral of log(−D−1

q ) with static
term subtracted and the momentum integral of �qDq, i.e.,
between

∫∞
0 dxx log(1 + 1/x3) = π/

√
3 and

∫∞
0 dx/(x3 +

1) = (2/3)(π/
√

3).

The analysis at the Ising-nematic QCP can be formally
extended to other values of γ if we replace q2 in Dq by qa

with some a > 1. The exponent γ then changes from 1/3
to γ = (a − 1)/(a + 1), which ranges between 0 and 1. One
can easily verify (see Appendix D) that the interaction con-
tributions to CI−N (T ) in the Ising-nematic model and in the
regularized γ -model have the same structure and just differ
by 1 − γ [the prefactor is larger in CI-N(T )].

The conclusion here is that for the Ising-nematic case
and its extensions, the functional form of the specific heat
is reproduced if one restricts itself to the pure fermionic γ -
model and either regularizes the free energy, as suggested in
Refs. [40–42], or just eliminates the cutoff-dependent term in
the specific heat in Eq. (23).

A. Distinction between quantum and thermal fluctuations

Equation (18) for the free energy is obtained under the
assumption that the momentum dependence of the self-energy
can be neglected for εk ∼ �̃(ω). As we said above, this is the
case when typical momenta transverse to the Fermi surface
in Eq. (6) are much smaller than typical momenta along the
Fermi surface for the same frequency, and one can factorize
the momentum integration. At T = 0, this holds both at the
QCP and away from it. At the QCP we have qtyp

⊥ ∼ �̃(ω)/vF

and qtyp
‖ ∼ (αω)1/3. We use �̃(ω) = ω + ω

1/3
0 ω2/3, where

ω0 � (g∗)2/EF ∼ ḡ. A simple analysis shows that qtyp
‖ 
 qtyp

⊥
up to ωmax ∼ (g∗EF )1/2 ∼ ḡ1/4E3/4

F . This scale is much larger
than the upper cutoff for non-FL behavior, ω0 ∼ ḡ, which is
also a typical scale for superconductivity. Away from a QCP,
typical qtyp

‖ ∼ max{m, (αω)1/3} are even larger. We note in
passing that the factorization of the momentum integration
eliminates the dependence on �(ω) in the r.h.s. of Eq. (6),
i.e., the full Green’s function in this equation can be safely
replaced by the bare one.

At a finite T the self-energy �k can be split into two parts
[4,23,29,31,34]. One is the thermal part, �th

k , which comes
from zero bosonic Matsubara frequency, and the other is the
quantum part, �

q
k , which comes from the summation over all

nonzero Matsubara frequencies. For the quantum part, taken
alone, the condition qtyp

‖ 
 qtyp
⊥ holds up to ωmax, and one can

evaluate �q using Eq. (12). For T 
 M,

�
q
k = sgn(ωm)

{
3
2 ḡ1/3|ωm|2/3[1 + O(T/ωm)]

+ζ (1/3)ḡ1/3(2πT )2/3
}

(36)

(see Ref. [29] for the analysis of �
q
k at all T ).

For the thermal part, the situation is different: the condition
qtyp

‖ 
 qtyp
⊥ holds only away from a QCP, at a finite bosonic

mass mi-n > �̃k/vF , where �̃k = ω + �th
k + �

q
k . Under this

condition, we obtain

�th
k = sgn(ωm)

g∗T

4mi-nvF
= sgn(ωm)πT

(
ḡ

M

)1/3

. (37)

A straightforward analysis shows that Eq. (37) is valid for T <

T ∗ ∼ (mi-n/kF )2E2
F /g∗. At the QCP, T ∗ vanishes if we treat

mi-n as temperature-independent. The thermal contribution to
the self-energy then has to be computed differently, by inte-
grating over both components of momenta in the fermionic
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FIG. 4. (a) The imaginary part of �k for different values of ωm at B = 0.1. (b) �k ≡ �′
k at εk = 0 at B = 0 and B = 0.1 (dashed and solid

lines, respectively).

propagator. For the one-loop self-energy this yields

�th
k = iBGk = B

�̃k + iεk
, (38)

where B = g∗T log(kF /mi-n) and �̃k = ω + �
q
k + �th

k =
�̃

q
k + �th

k .
Equation (38) shows that B and the thermal self-energy

logarithmically diverge at a QCP, where mi-n = 0. This diver-
gence is an artifact of treating mi-n as T -independent. There
are no T -dependent corrections to mi-n within the low-energy
theory, but the bare mi-n generally possesses some T depen-
dence coming from high-energy fermions. This T dependence
leads to a variation of the Ising-nematic ordering temperature
with the parameter that brings the system to the instability.
Because the divergence in Eq. (38) is only logarithmic, it is
cut in the same way by any T dependence of mi-n. It has been
argued [34,56,59], that, up to a prefactor, log(kF /mi-n) can be
approximated by log(EF /T ). We follow these works and just
set B = g∗T log(EF /T ).

The key new feature of �th
k from Eq. (38) is that it depends

on both ωm and εk. Then one has to redo the integration over
εk in the fermionic part of the free energy in Eq. (10). To do
this, we solve Eq. (38) for �th in terms of �̃q = ωm + �q(ωm)
and εk. We obtain

�th
k =

√√√√B +
(

�̃
q
k + iεk

2

)2

− �̃
q
k + iεk

2
, (39)

where we choose the branch cut of the square root along the
negative real axis. A similar expression, but at εk = 0 and
at �̃

q
k ≈ ωm has been obtained in Ref. [29]. In Fig. 4(a), we

plot the imaginary part of the total self-energy �th
k + �

q
k from

Eqs. (36) and (39) as a function of εk for different ωm. The
dependence is linear in εk at the smallest ωm, with the uni-
versal slope −1/2. This renormalizes the dispersion to εk/2.
At larger ωm, the renormalization of εk becomes negligible.
The crossover between the two regimes is at ωm ∼ B3/4 at the
smallest T , and at ωm ∼ B at T > (g∗)3/E2

F . In Fig. 4(b) we
plot �k at εk = 0, where it is necessarily real. At the smallest
ωm ∼ T , �k scales as ω2/3

m at B = 0 and tends to a finite value
�k ≈ √

B at a finite B.

We now substitute �th(ωm, εk) from Eq. (39) into �̃k =
�̃

q
k + �th

k and then into Eq. (10) and explicitly integrate over
εk. After some algebra (see Appendix B for details), we obtain
that �th cancels out from both terms in Eq. (10) which contain
fermionic self-energy. Namely,

−T
∑

k

log
[
ε2

k + �̃2
k

] = −2πT NF

∑
n

|ωm + �q(ωm)|,

2iT
∑

k

�kGk = 2πT NF

∑
n

|�q(ωm)|. (40)

As a result Eq. (18) holds despite that the thermal self-
energy depends on εk. For completeness, we verified explicitly
that the momentum dependence of �th does not generate a
significant momentum dependence of �q [which still contains
the full self-energy in the Green’s function in the r.h.s. of
Eq. (6)].

A remark is in order here. In the analysis above we as-
sumed that right above the nematic QCP, T > T ∗, where
T ∗ ∝ m2

i-n. When T ∗ by itself becomes a function of T due
to T dependence of mi-n, the condition T > T ∗ may or may
not hold. However, if the T dependence of mi-n is such that
right above the QCP, T < T ∗, the thermal self-energy depends
only on frequency [Eq. (37)], and also cancels out in the free
energy, as we demonstrated in Sec. II. We see therefore that
the thermal self-energy cancels out in the free energy and the
specific heat for any relation between T and T ∗.

B. Strength of vertex corrections

The free energy in Eq. (10) is obtained within the self-
consistent one-loop approximation, which neglects vertex
corrections. Several authors argued [13,17,20,60–63] that at
T = 0 lowest-order vertex corrections are generally of order
one (or of order 1/N in large N theories), but higher-order
corrections are O(1) even at large N [20] and furthermore
are logarithmically singular [60], except for special cases
[64]. The logarithms, however, likely modify the quasiparticle
residue but not the exponent γ = 1/3, and hence do not affect
the T 2/3 behavior.

In this section, we estimate the strength of vertex correc-
tions at a finite T . We recall that at a finite bosonic mass mi-n,
there is a range T < T ∗, where qtyp

‖ 
 qtyp
⊥ and the thermal
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self-energy �th ∼ g∗T/(mi-nvF ) is obtained by factorizing the
momentum integration between fermionic and bosonic prop-
agators, and a range T > T ∗, where the factorization does not
hold. In this last regime, �th generally depends on �̃q and
εk of an intermediate fermion. Within the self-consistent one-
loop analysis, �th ∼ [g∗T log(EF /T )]1/2 At mi-n = 0, T ∗ =
0, and the last regime holds for all T .

For T < T ∗, a simple analysis shows that the leading ver-
tex correction to fermion-boson coupling δg∗/g∗ ∼ T/T ∗, i.e.,
it remains small in the same T range where one can factorize
the momentum integration. For T > T ∗, a similar analysis
shows that δg∗/g∗ ∼ g∗T log(EF /T )/(�̃k )2. This vertex cor-
rection is at most of order one. It is then reasonable to expect
that thermal vertex corrections do not modify C(T ) ∝ T 2/3 at
a QCP, and, moreover, the prefactor differs from the one in
Eq. (34) at most by a factor O(1).

We emphasize that this holds even when vertex corrections
shift the position of the maximum of the spectral function at
kF from ω = 0 to a finite frequency. This may happen in a
certain range of T above the QCP when self-energy and vertex
corrections are treated on equal footings (see, e.g., Ref. [65]
and references therein). In the latter case, the system displays
a pseudogap behavior, yet the density of states at ω = 0 re-
main finite. The T 2/3 of the specific heat then survives, albeit
with a smaller prefactor.

C. Role of temperature dependence of mi-n

We earlier included the T dependence of mi-n into the
analysis of the thermal self-energy, which, we argued, does
not contribute to the specific heat. However, the temperature-
dependent m2

i-n also appears in the dressed bosonic propagator,
and this temperature dependence does affect the free energy
and the specific heat.

A regular temperature dependence of m2
i-n holds in powers

of T 2. One can easily verify that it gives rise to a much weaker
T dependence of C(T ) than T 2/3. A more subtle issue is the
effect of the nonanalytic T log T dependence of m2

i-n. The later
comes from Fock-type one-loop thermal bosonic self-energy,
assuming that there exists a T -independent coupling involving
four bosonic fields. Such mode-mode coupling is a part of
Hertz-Millis-Morya theory [58]. It has also been included into
some recent studies of Ising-nematic QCP [34,56,59]. We
computed the contribution to C(T ) from m2

i-n ∝ T log T and
found that it gives rise to T log2 T dependence of the specific
heat. This T dependence is again subleading to T 2/3.

In 3D, the self-energy has the form typical for a marginal
Fermi liquid: �(ω) ∼ ω log ω, and the specific heat C(T ) ∝
T log T .

IV. ANTIFERROMAGNETIC QCP IN 2D

The non-FL physics at a QCP toward spin order with mo-
mentum Q = (π, π ) is described by the γ -model with γ =
1/2, as the self-energy in hot regions on the Fermi surface (the
ones in which both εk and εk+Q are small) scales as �(ωm) ∝

ω1/2
m [3,4].2 The specific heat in the nonregularized γ -model

scales as �/
√

T , and the one in the regularized γ -model
scales as

√
T . Both are inconsistent with the specific heat of

the underlying fermion-boson model Cafm ∝ T log T , as we
show below. The reason for the inconsistency is, however,
rather banal—the non-FL behavior, described by the γ = 1/2
model, holds only in hot regions. Away from these regions
the self-energy has a Fermi-liquid form at the smallest fre-
quencies. Hot fermions contribute most to superconductivity,
and the γ = 1/2 model of hot fermions adequately describes
the interplay between non-FL and pairing. However, the free
energy in the normal state is the combined contribution from
fermions over the whole Fermi surface, and the one from hot
fermions is proportional to the total width of the hot regions,
which is small compared to the circumference of the Fermi
surface boundary.

To obtain the specific heat, we compute the free energy
using Eq. (10). We assume that �k depends on frequency and
on the position on the Fermi surface, but not on εk . In this
situation, one can still explicitly integrate over the dispersion
in the first two terms in Eq. (10). The result is that the self-
energy cancels out, even if it depends on the momentum along
the Fermi surface, and the free energy is given by Eq. (18). As
before, we assume that D0

q has Ornstein-Zernike form D0
q =

−D0/[(q − Q)2 + m2
afm] and incorporate the renormalizations

from the static polarization bubble �(0) into mafm and D0.
We evaluate the dynamical Landau damping term �(�m) −
�(0) = α|�m| right at q = Q. The full propagator is

Dq = D0

(q − Q)2 + m2
afm + α|�m| . (41)

Integrating over the component of q − Q along the FS, we
obtain

Dloc(�m) = ḡ1/2(
�2

m + M2
)1/4 , (42)

where ḡ1/2 = g2D0/(4πvF
√

α) and M ∼ m2
afm. This is

Eq. (15) for γ = 1/2.
Substituting Dq from Eq. (41) into Eq. (18) and integrating

over q, we obtain

Fafm = Ffree − 3α

2
T 2

MB∑
n=1

n log
nT

T0
, (43)

where the factor of 3 is due to summation over spin com-
ponents and T0 ∼ k2

F /α is a nonuniversal scale related to the
upper cutoff of the integral over q. Evaluating the frequency

2The actual value of γ is somewhat different from 1/2 as correc-
tions to fermion-boson vertex are logarithmical, and series of these
corrections change the exponent γ to 1/2 + ε, where ε is positive,
but small numerically [4,75]. Besides, the dynamical exponent z also
flows exponentially from z = 2 to a smaller value [26]. It has been
argued [20] that in the absence of a superconducting instability, this
flow eventually, at the lowest energies, brings the system into the
basin of attraction of a stable fixed point with z = 1. Our analysis is
valid at energies where the dynamical exponent is still z ≈ 2.
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FIG. 5. Fermi surface (blue lines) and hot spots (black dots), con-
nected by the ordering wave vector Q (red arrows). The coordinate
frame (kx, ky ) is used in the main text.

sum (see Appendix C 2 b for details) and using Eq. (32) to
relate Mb and the energy cutoff �, we obtain

Fafm = −�2

(
NF + 3α

16π2
log

�

2πT0
√

e

)

+ π2

3
T 2

(
−NF + 3α

8π2
log

T

T ∗
0

)
, (44)

where T ∗
0 differs from T0 by a factor O(1). Differentiating over

T , we obtain

Cafm(T ) = Safm(T ) = 2π2

3
T

(
NF + 3

8π2
α log

T ∗
0

Te3/2

)
.

(45)

We see that at small T the interaction contribution to specific
heat is larger than the one from free fermions, hence Cafm(T )
scales as T log(T ∗

0 /T ). This behavior has been extensively
discussed in the context of non-FL behavior of cuprates and
heavy fermion materials (see, e.g., Ref. [33] and references
therein).

The prefactor α in Eqs. (44) and (56) can be expressed
in terms of the effective electron-boson coupling g∗ and
Fermi velocities at hot spots khs and khs + Q. We define
εk+khs = vxkx + vyky, εk+khs+Q = vxkx − vyky (v2

F = v2
x + v2

y );
see Fig. 5. In these notations [4],

α = 4g∗

πv2
F β

, (46)

where β = 2vxvy/v
2
F . Substituting into Eq. (44), we obtain

Cafm(T ) = Safm(T ) = 2π2

3
NF T

(
1 + 3g∗

2π2EF β
log

T ∗
0

Te3/2

)
.

(47)

It is instructive to compare this result with the specific heat in a
purely fermionic model with the self-energy averaged over the
full Fermi surface. The self-energy at a Fermi point k = kF ,
located at δk‖ = δk from a hot spot, is [26,66]

�(δk, ωm) = 3g∗

4vF
T
∑
�m

sign(ωm + �m)√
α|�m| + (βδk)2

. (48)

At T = 0,

�(δk, ωm) = 3g∗

2πvF α
(
√

α|ωm| + (βδk)2 − β|δk|)signωm.

(49)

At a hot spot, �(0, ωm) ∝ |ωm|1/2, as in the γ model with
γ = 1/2. At the same time, the self-energy, averaged over
δk, scales as log(T0/|ωm|). Such a self-energy emerges in the
γ -model with γ = 0+ [24,25,27,30,67,68] and hence proper
comparison should be with this model. Indeed, substituting
�(δk, ωm) from Eq. (48) into Eq. (11), we obtain the free
energy of the γ = 0+ model:

F0+ = Ffree − 3g∗

2πv2
F β

T 2
∑
n,n′

sign(ωnωn′ ) log
T ∗∗

0

|ωn − ωn′ | ,

(50)

where T ∗∗
0 is of the same order as T0. The regularized free

energy is

F̄0+ =Ffree− 3g∗

2πv2
F β

T 2
∑
n,n′

[sign(ωnωn′ )−1] log
T ∗∗

0

|ωn − ωn′ | .

(51)

In Eqs. (50) and (51) the summation is over −M f < n, n′ <

M f − 1. Evaluating the sum and relating MF to energy cutoff
� via Eq. (21), we obtain

F0+ = −NF �2

(
1 + 3g∗

2π2EF β
log 2

)

+ NF
3g∗

2πEF β
�T log

T ∗∗
0

T

− π2

3
NF T 2

[
1 + 9g∗

4π2EF β
log

(
T1

T

)]
(52)

and

F̄0+ = −NF �2

(
1 + 3g∗

2π2EF β
log

0.89�

T ∗∗
0

)

− π2

3
NF T 2

[
1 + 3g∗

2π2EF β
log

(
T ∗

1

T

)]
, (53)

where T1 ∼ � and T ∗
1 ∼ �2/T0. Differentiating with respect

to temperature, we obtain

C0+(T ) = 2π2

3
NF

{
9g∗

4π3EF β
�

+ T

[
1 + 9g∗

4π2EF β
log

(
T1

Te3/2

)]}
(54)

and

C̄0+(T ) = S0+(T ) = 2π2

3
NF T

(
1 + 3g∗

2π2EF β
log

T ∗
1

Te3/2

)
.

(55)

Comparing Eqs. (47) and (55) we see that the prefactor for
the T log T term is the same. The outcome is that for an
antiferromagnetic QCP the free energy of the purely elec-
tronic γ = 0+ model yields the same C(T ) ∼ T log T as the
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original fermion-boson model. This agrees with the analy-
sis of Sec. III of the γ = 1/3 model, extended to arbitrary
0 < γ < 1, where we found that the leading T 1−γ terms in
C̄γ (T ) and in the full C(T ) differ by a factor 1 − γ , which
tends to one at γ → 0. The specific heat in the nonregularized
γ = 0+ model has a parasitic temperature-independent piece
that scales with �. The prefactor for the universal T log T
term in Eq. (54) is larger than the one in Eq. (55) by the factor
3/2—the same number as we found in Sec. III.

Away from the critical point, mafm is finite, and at the
smallest T the log(1/T ) dependence in Eq. (44) is replaced
by log(1/m2

afm). The total Cafm(T ) can then be cast in the form

Cafm(T ) = 2π2

3
NF T

(
1 + 3g∗

π2EF β
log

kF

mafm

)
. (56)

In this Fermi liquid regime, the self-energy, averaged along
the Fermi surface, is �av = λavω, where

λav = 3g∗

π2EF β
log

kF

mafm
. (57)

Comparing Eqs. (56) and (57), we see that in a Fermi liquid
regime at a finite mafm, Cafm = Cfree(1 + λav), which is the
expected result.

The effects from thermal fluctuations and vertex correc-
tions are similar to the Ising-nematic case. Namely, the
thermal self-energy, obtained within self-consistent one-loop
analysis does not contribute to the specific heat. Vertex cor-
rections may give rise to pseudogap behavior above the QCP,
but as long as the spectral function for k at the Fermi surface
retains a finite value at ω = 0, the T log T dependence of
C(T ) survives, albeit with a smaller prefactor. Finally, we
computed the contribution to C(T ) from mode-mode coupling
and found that it also gives rise to T log T dependence (the
larger T log2 T contribution, which we found at the Ising-
nematic QCP, cancels out at the antiferromagnetic QCP). As
the consequence, C(T ) ∝ T log T survives, but the prefactor
depends on the strength of mode-mode coupling.

In 3D, the self-energy of a hot fermion displays a marginal
Fermi liquid behavior at a QCP, with �(ω) ∼ ω log ω. For
other kF on the Fermi surface, the self-energy retains its Fermi
liquid form. Averaging over kF , we find that the specific heat
at a 3D antiferromagnetic QCP retains a Fermi liquid form
C(T ) ∼ T .

V. QCP IN ELECTRON-PHONON SYSTEM

We now analyze the free energy for the case of electrons
interacting with an Einstein boson. We use Eq. (18) as an input
and compute the bosonic contribution to the specific heat. The
propagator of an Einstein boson is Dq = −D0/(�2

m + ω2
D +

�q), where ωD is the bare Debye frequency and �q (which
incorporates the overall factor D0) comes from the interaction
with electrons. We set ωD to be finite, but much smaller than
the Fermi energy EF = vF kF /2. We define the dimensionless
coupling λ via

λ = ḡ2

ω2
D

, ḡ2 = g2NF D0, (58)

where g is the same as in Eq. (5). We consider temperatures
smaller than ωD. At such T , the contribution to the specific
heat from free bosons, Cbos ∝ e−ωD/T , is exponentially small.

For definiteness we consider the 2D case. The form of the
2D polarization operator of free fermions at small momentum
and frequency is well known:

�q = 2ḡ2

(
1 − �m√

�2
m + (vF q)2

)
. (59)

We assume and then verify that typical vF q are of order EF ,
while typical �m for the specific heat are of order T . For
such vF q and �m, we can compute �q to linear order in �m,
but need a more accurate dependence on q. In 2D, the static
part of �q remains equal to 2g2 for all momenta up to 2kF

and drops at larger momentum. The dynamical part changes
between small q and q ∼ kF , and for arbitrary q < 2kF is

−2ḡ2 |�m|
vF q

2kF√
4k2

F − q2
. (60)

Substituting �q at small �m and arbitrary q < 2kF into Dq,
we obtain

D−1
q = �2

m + ω̄2
D + 2ḡ2 |�m|

vF q

2kF√
4k2

F − q2
, (61)

where ω̄D = ωD(1 − 2λ)1/2 is the dressed Debye frequency.
The dressed ω̄D vanishes at λ = 1/2 for all momenta q < 2kF .
At larger q, the static �q decreases and ω̄D remains finite even
at λ = 1/2.

Strictly speaking, the polarization operator has to be com-
puted using full fermionic propagators, which include the
self-energy. This does affect the static �q, which is generally
different from 2g2 and has contributions from fermions with
energies of order EF , of the order of the upper cutoff �

in the γ model [69]. To simplify the discussion, below we
keep the free-fermion result with the understanding that the
actual renormalization of ωD likely differs somewhat from
(1 − 2λ)1/2. The corrections to the Landau damping term
|�m|/vF q is of order of λE and hence are small. We assume
without proof that this holds even when we extend the Landau
damping formula to q ∼ kF .

We show below that within the regime of validity of the
Eliashberg theory, λE � 1, the last term in Eq. (61) is small
compared to the first two. The corresponding γ model then
has γ = 2.

The vanishing of the dressed Debye frequency at some
finite λ (λ = 1/2 if we use free-fermion expression for static
�q) has been noticed before (see, e.g., Refs. [12,41,70] and
references therein), both in 2D and 3D systems. However, in
3D, ω̄D is not flat for q < 2kF , and the dressed ω̄D vanishes at
a critical λ only at q = 0 and scales as q2 at small q. In this
situation the full bosonic propagator has the same form as in
the 3D Ising-nematic model, and the corresponding γ model
has γ = 0+, with the effective interaction

Dloc(�m) = log
ḡ

|�m| . (62)

In 2D, corrections to free-fermion form of �q also intro-
duce quadratic momentum dependence of ω̄D around q = 0,
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even for an isotropic fermionic dispersion [71], such that
very near QCP critical theory becomes the same as in a 2D
Ising-nematic case. Alternatively, a nonparabolic fermionic
dispersion can also introduce a quadratic term in the bosonic
dispersion. However, the momentum dependence may be
weak, resulting in a wide range around a QCP, where ω̄D

can be approximated by momentum-independent constant,
ωD(1 − 2λ)1/2. For a system on a square lattice, quantum
Monte Carlo data show that the minimum of ω̄D is at M =
(π, π ) [72]. The dispersion is flat around the minimum, and
the overall variation of ω̄D with momentum is quite small.
At the minimum, ω̄D displays (1 − 2λ)1/2 dependence up to
λ ∼ 0.4 [12].

In our analysis of the free energy we focus on the regime
where the momentum dependence of ω̄D can be neglected. In
this regime F = Ffree + (T/2)

∑
q log(−D−1

q ), where Ffree =
−π2T 2NF /3 is the free energy of a free Fermi gas. We assume
and then verify that the largest contribution to the specific
heat comes from the q-independent term in Dq and approxi-
mate log(−D−1

q ) by expanding to leading order in the Landau
damping term (which we shall later show is a small correction
for an γ > 1),

log
(− D−1

q

)= log
(
�2

m + ω̄2
D

)+ 2
ḡ2

vF q

|�m|
�2

m + ω̄2
D

2kF√
4k2

F − q2
.

(63)

Substituting into the free energy and integrating over |q| <

2kF , we obtain

T

2

∑
q

log
(− D−1

q

) = k2
F

π
T

Mb∑
n=1

log
(
4π2T 2n2 + ω̄2

D

)

+ ḡ2kF

2πvF

Mb∑
n=1

n

n2 + [ω̄D/(2πT )]2
.

(64)

The first term is the free energy of a free Einstein boson
with the renormalized Debye frequency ω̄D, the second one is
the contribution from fermion-boson interaction. Evaluating
the frequency sums (see the Appendix C 2 c for details) and
using the relation between Mb and the upper energy cutoff �,
Eq. (32), we obtain

F = NF

(
−�2 + 4EF �

π
log

�

e
+ ḡ2 log

�

ω̄D

)

+ NF

[
−π2T 2

3
+ 4T EF log (1 − e− ω̄D

T ) + ḡ2 f

(
ω̄D

2πT

)]
,

(65)

where

f (x) = log x − 1
2 [ψ (1 + ix) + ψ (1 − ix)], (66)

and ψ (y) is digamma function. We see that the �-dependent
terms in Eq. (65) are independent of T , and hence do not
contribute to the entropy and the specific heat. Differentiating
twice with respect to temperature, we obtain the total specific

FIG. 6. Function Q(x), given by Eq. (68), for different λE < 1.

heat for the isotropic electron-phonon system

Cep(T ) = 2π2

3
NF

[
T + 6EF

π2
Q

(
ω̄D

2πT

)]
, (67)

where

Q(x) =
( πx

sinh πx

)2
− π

2
λE x2

(
x

d2 f

dx2
+ 2

df

dx

)
, (68)

and λE = ḡ2/(ω̄DEF ) is the Eliashberg parameter. The Elish-
berg theory, which neglects vertex corrections, is valid when
λE is small. In Fig. 6, we plot Q(x) for different λE . We see
that this function is positive for all x. Accordingly, Cep(T )
given by Eq. (66) is also positive for all temperatures. We plot
C(T ) in Fig. 7.

The limiting forms of Cep(T ) are

Cep(T ) = 2π2

3
NF T

(
1 + λ

1 − 2λ

)
(69)

FIG. 7. The ratio Cep(T )/T , where Cep(T ) is the specific heat of
the electron-phonon system, given by Eq. (67). We plot C(T )/T
a function T/ω̄D, where ω̄D is the dressed Debye frequency, for
different values of the Eliashberg parameter λE . We set EF = 10ḡ,
in which case λE = 0.1(ḡ/ω̄D )2. The specific heat is positive at all
T . At T � ω̄D, Cep(T )/T saturates at 2π 2/3NF [1 + λ/(1 − 2λ)]
at T 
 ω̄D, Cep(T )/T asymptotically approaches its value for free
bosons.
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at 2πT � ω̄D, and

Cep(T ) = 2π2

3
NF

[
T + 6EF

π2

(
1 − λE

ω̄D

4T

)]

= 2π2

3
NF

(
T + 6EF

π2
− 3ḡ2

2π2T

)
(70)

at 2πT 
 ω̄D, which includes the case ω̄D → 0 at finite T .
In the two limits, the entropy Sep(T ) = Cep(T ) at 2πT � ω̄D,
and

Sep(T ) = 2π2

3
NF

(
T + 6EF

π2
log

T

ω̄D
+ 3ḡ2

2π2T

)
(71)

at 2πT 
 ω̄D. Note that in this last limit the entropy is always
positive. It diverges logarithmically at ω̄D → 0 at a finite T .

We now take a more careful look at the expression for the
specific heat at 2πT 
 ω̄D. The first term in the second line in
Eq. (70) is the contribution from free fermions, the second is
the contribution from free bosons, but with an effective Debye
frequency, renormalized by the interaction with fermions, and
the third term is the direct contribution from the electron-
phonon interaction. This last term is negative and is the same
as the interaction contribution to the specific heat in the reg-
ularized γ model [Eq. (28)]. Without the middle term, the
specific heat would become negative below a certain temper-
ature, T = [3/(2π2)]1/2ḡ � 0.39ḡ, which exceeds the onset
temperature for superconductivity Tc � 0.18ḡ [35,73,74]. Be-
cause of the middle term, however, the full C(T ) remains
positive, The key here is the condition λE = ḡ2/(ω̄DEF ) < 1,
which requires one to treat the case of vanishing dressed De-
bye frequency as a double limit, in which EF tends to infinity
simultaneously with ω̄D → 0 [37,38]. We plot the full Cep(T )
from Eq. (67) in Fig. 7. We see that it is indeed positive for
λE < 1.

The authors of Refs. [40,41] argued that the negative pref-
actor for the 1/T term in Eq. (28) indicates that the normal
state becomes unstable below a certain T despite that the total
Cep(T ) is positive. Their argument is that the T -independent
term in Eq. (70), which renders the total Cep(T ) positive, is
the contribution from free bosons and as such does not affect
the electrons. Our counterargument is that both positive and
negative parts of Cel(T ) come from the term in the free energy
(T/2)

∑
q log [−D−1

q ], once one expands it in the dynami-
cal part of �q: the positive contribution is the zeroth-order
term and the negative 1/T contribution comes from the first
order in the expansion. In our view, this shows that both
terms should be treated on equal footings. Besides, despite
the fact that the leading T -independent part of Cel(T ) has
the same form as the specific heat of a free massless boson,
this term does depend on fermion-boson interaction as the
latter renormalizes the bare ωD into ω̄D = ωD

√
1 − 2λ. For

λ ≈ 1/2, ωD = ḡ/
√

λ ≈ √
2ḡ is comparable to ḡ, and without

interaction-driven renormalization of ωD into ω̄D the specific
heat of free bosons would be exponentially small at T � ḡ.
In this respect, the fermion-boson coupling gives rise to two
effects: it generates a negative T -dependent contribution to
Cep, and simultaneously gives rise to a much larger, positive
T -independent contribution.

For completeness, we also computed the specific heat
within our model for larger λE , using the full formula for

FIG. 8. Normalized specific heat of the electron-phonon system,
Cep(T )/T , obtained by using the full expression for the free energy
F = Ffree + (T/2)

∑
q log(−D−1

q ), without expanding log(−D−1
q ) in

the Landau damping. We used the same parameters as in Fig. 7. The
specific heat remains positive for all values of λE .

log D−1
q rather than expanding in the Landau damping in

Eq. (63). We found that the specific heat is positive for
all λE . We plot Cep/T in Fig. 8. This result is of lim-
ited validity, however, as in the free energy we did not
include higher-order terms in the skeleton expansion in Fint.
These terms are of higher order in λE , when λE is small,
but are not small when λE > 1. Still, we emphasize that
within the model that we used here, Cep(T ) is positive for
all T .

In 3D the polarization bubble depends on momenta as q2 at
small q, and the full bosonic propagator for electron-phonon
problem has the same form as in the 3D Ising-nematic model
(and the γ -model at γ = 0+), see the discussion around
Eq. (62). Accordingly, the specific heat displays marginal
Fermi liquid behavior C(T ) ∼ T log T .

A. Physical origin of the regularization of Fγ

We now argue that the interaction-driven renormalization
of ωD is related to the issue of the regularization of Fγ in
the γ model. To relate the two, we recall that iT

∑
k �kGk ,

which is the interaction part of Fγ , can be re-expressed as
(T/2)

∑
q �qDq [see Eq. (8)], where q = (q,�m) and �q =

2g2T
∑

k GkGk+q. In the analysis above, we computed this
last term neglecting in Dq the dynamical part of �q, which
also depends on momentum q. Without this term, Dq depends
only on frequency, and the momentum integration involves
only �q. The double integral over q and k can be transformed
into the integration over the two fermionic momenta k and
k + q and then into the integration over the two dispersions εk

and εk+q. Each integral is proportional to signωm, where ωm is
the Matsubara frequency in the corresponding Green’s func-
tion, hence the momentum integration gives rise to the factor
sign(ωmωm′ ), where ωm − ωm′ = �m. This is the same factor
as in the second term in Eq. (20) for the free energy Fγ of the
nonregularized γ model. The same holds for the interaction
term in the free energy in the γ model: sign(ωmωm′ ) in the
interaction term in Eq. (20) has been obtained by integrating
independently over two fermionic dispersions: one of Gk−q

in Eq. (6) and the other of Gk in iT
∑

k �kGk . Using now
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sign(ωmωm′ ) = 1 + [sign(ωmωm′ ) − 1], we immediately see
that the first and second terms correspond to contributions
from the static and dynamical parts of �q, respectively.

Hence, the static part of �q accounts for the renormaliza-
tion of the bare ωD into ω̄D, which vanishes at the QCP. In the
underlying fermion-boson model, �q is the full polarization
operator, with static and dynamics parts, and the renormaliza-
tion ωD → ω̄D must be taken into consideration. This implies
that (T/2)

∑
q �qDq and iT

∑
k �kGk have to be computed

without adding counter terms, and both depend on the upper
cutoff. Like we demonstrated, the two terms cancel out in the
full free energy F . The latter is expressed in terms of D−1

q ,
which contains the dressed ω̄D and the dynamical part of �q.

Then even when the renormalization of the bosonic mass
does depend on the cutoff (e.g., in the case of a lattice
dispersion), the free energy is expressed via the fully dressed
mass, which vanishes at a QCP.

The γ model is constructed differently. In this model,
the renormalization of ωD into ω̄D is already absorbed into
Dloc(q), which, by construction, depends on the dressed
ω̄D. Hence, the terms which renormalize ωD must be ex-
cluded to avoid double counting. The way to do this is to
eliminate the contribution from the static part of �q by re-
placing sign(ωmωm′ ) by sign(ωmωm′ ) − 1. This is precisely the
counter term, which the authors of Refs. [40–42] suggested to
add to regularize the free energy of the γ model.

The same reasoning holds for other values of γ . In each γ

model, one has to subtract the renormalization of the bosonic
mass to avoid double counting. This is achieved by the same
substitution sign(ωmωm′ ) by sign(ωmωm′ ) − 1 in Eq. (20).

VI. EXTENSION TO γ < 2

It is instructive to verify how the T independent and the
1/T term in Eq. (70) evolve if we add a momentum-dependent
term to the bosonic propagator Dq in Eq. (61) and gradu-
ally change the exponent γ in the corresponding γ model to
γ < 2. A way to do this phenomenologically is to consider a
fermion-boson model with the bosonic propagator

D−1
q = �2

m + (cq)2a + ω̄2
D + 2ḡ2 |�m|

vF q
, (72)

with a > 1. We assume that the q2a term comes from fermions
with energies of order EF , and set the prefactor c to be of order
E1/a

F /kF . As before, we consider the double limit in which ω̄D

tends to zero and simultaneously EF tends to infinity.
We verified that the leading contribution to the fermionic

self-energy �(ωm) comes from the first two terms in Eq. (72),
while the Landau damping term accounts for a negative cor-
rection. Specifically,

�(ωm) ∝ |ωm|1/a−1

[
1 −

(
Ta

|ωm|
) a+1

a

]
, (73)

where

Ta ∼ ḡ

(
ḡ

EF

) a−1
a+1

. (74)

For EF → ∞, Ta tends to zero, hence Ta/|ωm| is vanishingly
small for all ωm. Comparing Eq. (73) with �(ωm) ∝ |ωm|1−γ

in the γ model, we find γ = 2 − 1/a. This exponent ranges
between 1 and 2, when a ranges between 1 and infinity. At a =
1 + 0, a more accurate analysis shows that �(ωm) ∝ log |ωm|.

The free energy and the specific heat can be obtained in
the same way as above. For brevity, we skip the details of the
calculations and just list the results. We also neglect the free-
fermion part of the specific heat and label the specific heat
due to fermion-boson interaction as Cint(T ). Up to a positive
overall factor,

Cint(T ) ∝ T
2
a

[
1 −

(
Ta

T

) a+1
a

+ · · ·
]
, (75)

where dots stand for higher-order terms in the expansion in
Ta/T . The positive term in Eq. (75) comes from the �2

m and
(cq)2a terms in the bosonic propagator, and the negative term
comes from the Landau damping term in Eq. (72). This nega-
tive term is vanishingly small as Ta tends to zero when a > 1.
The exponent 1/a equals to 2 − γ , hence Cint(T ) ∝ T 2(2−γ ).
For γ = 2, Cint(T ) becomes temperature independent. This
is consistent with the result that we obtained in the previous
section.

A. Extension to 1/2 < a < 1

For completeness, we also present the results for smaller
values of the exponent a: 1/2 < a < 1. The condition a > 1/2
is required for ultraviolet convergence.

Evaluating the fermionic self-energy, we now obtain

�(ωm) ∝ |ωm| 2
2a+1

[
1 −

( |ωm|
Ta

) a+1
a

]
, (76)

where Ta is the same as in Eq. (74). The dominant contribution
to the self-energy now comes from the Landau damping term
and from the (cq)2a term in Dq in Eq. (72), while the �2

m term
accounts for a negative correction. Because Ta now tends to
infinity at EF → 0, the second term in Eq. (56) is vanishingly
small for all ωm. Associating the exponent 2/(2a + 1) with
1 − γ , we find that for a < 1, γ = (2a − 1)/(2a + 1).

For the specific heat we find

Cint(T ) ∝ T
2

2a+1

[
1 −

(
T

Ta

) a+1
a

+ · · ·
]
. (77)

The positive contribution to C(T ) now comes from the Landau
damping term and the (cq)2a term in Eq. (72), while the
negative contribution comes from the �2

m term. The dots stand
for terms with higher powers of T/Ta. Because for a < 1, Ta

tends to infinity at EF → ∞, the negative term is vanishingly
small at any T . As a result Cint(T ) is again positive. Using the
relation γ = (2a − 1)/(2a + 1), valid for a < 1, we find that
Cint(T ) ∝ T 1−γ . This agrees with the results in Sec. (III). At
a → 1/2, a more accurate analysis yields Cint(T ) ∝ T log T ,
as in Sec. (IV).

There is a discontinuity in γ at a = 1, i.e., the model with
a = 1 + 0 corresponds to γ = 1, and the one with a = 1 − 0
corresponds to γ = 1/3. This is the consequence of disconti-
nuity of Ta at a = 1 and EF → ∞: Ta tends to zero at a > 1, is
of order ḡ at a = 1, and tends to infinity at a < 1. Right at a =
1, the frequency dependence of the self-energy and the tem-
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perature dependence of the specific heat undergo a crossover
from �(ωm) ∝ |ωm|2/3 and Cint(T ) ∼ T 2/3 at ωm, T � ḡ to
�(ωm) ∝ log |ωm| and Cint(T ) ∼ T 2 at ωm, T 
 ḡ (modulo
logarithms). In both cases the specific heat is positive. The
low-temperature behavior of the model with a = 1 is the same
as in the γ = 1/3 model.

VII. CONCLUSIONS

In this paper, we analyzed the free energy and specific
heat for a system of fermions interacting with nearly gapless
bosons near a QCP in a metal. The effective low-energy model
for quantum-critical fermions is the one in which bosons are
integrated out, and the fermions are interacting via an ef-
fective, purely dynamical interaction V (�m) ∝ 1/|�m|γ . This
γ model is adequate for the description of non-FL behav-
ior and pairing near a QCP, and the competition between
tendencies toward non-FL and pairing. This physics is fully
determined by low-energy fermions and is independent on
the upper energy cutoff in the theory, �. The condensation
energy, associated with pairing, is also independent of �. At
the same time, the free energy the γ model in the normal state
does depend on �. Furthermore, this extends to temperature-
dependent terms in the free energy. As a result, the specific
heat in the γ model also depends on the cutoff. In recent pa-
pers [41,42], the authors argued that the dependence of Cγ (T )
on � is a spurious one and has to be eliminated by proper
regularization. They added a term to the free energy, which
cancels out cutoff dependence of the free energy. However, the
regularized Cγ (T ) turns out to be negative for large enough γ

[38,41,42]
Here, we analyzed the specific heat near the QCP by

returning back to the underlying fermion-boson model and
collecting contributions to the free energy from fermions,
bosons, and their interaction. This allowed us to obtain the
full expression for the specific heat and compare it with the
specific heat in the γ model.

Our key result is that the specific heat in the full fermion-
boson model is independent on the cutoff and is positive all
the way up to a QCP.

We considered three cases, all in 2D: Ising-nematic QCP,
antiferromagnetic QCP, and QCP for electrons interacting
with Einstein phononons. For the first case, the exponent in
the purely electronic model is γ = 1/3. For the second it is
γ = 1/2 for fermions near the hot spots, but is reduced to
γ = 0+ in the effective model with the interaction averaged
over the Fermi surface. For electron-phonon case, the effective
fermion-only model has γ = 2.

For the two cases with γ < 1 the specific heat in the regu-
larized γ -model is positive. We found that the regularization
and the effect of keeping the bosonic piece in the free energy
is largely the same thing. Specifically, the regularized specific
heat Cγ has correct temperature dependence (T 2/3 for the
Isng-nematic case, and T log T for the AFM case), and the
prefactor differs from the correct one only by a numerical
factor, which, moreover, is equal to one in the AFM case.

In the electron-phonon case (γ = 2) the modified elec-
tronic specific heat reproduces the temperature dependence
of the actual C(T ). However, C(T ) has an additional
temperature-independent piece, which also comes from the

electron-phonon interaction. We found that the full C(T ) is
positive as long as the dimensionless Eliashberg parameter λE ,
which measures the strength of vertex corrections, is small.
We verified that the same holds for other models, for which
the regularized Cγ is negative.

We believe that a positive total C(T ) implies that the nor-
mal state of a critical fermion-boson model remains stable at
all T , as long as one neglects the pairing instability.

The authors of Ref. [41] also found that the total specific
heat of the electron-phonon model is positive. They, however,
argued that a negative Cγ already implies that the system
is unstable because electronic and bosonic contributions are
independent on each other. Our argument for stability is that
both contribution come from the same T

∑
q log D−1

q term in
the free energy. A positive part of C(T ) comes from taking
D−1

q without the Landau damping, and the negative part comes
from the Landau damping.

ACKNOWLEDGMENTS

We thank Ar. Abanov, B. Altshuler, A. Klein, A.
Levchenko, D. Maslov, J. Schmalian, G. Torroba, Y. Wang, Y.
Wu, and E. Yuzbashyan for fruitful discussions. This project
was supported by the U.S.-Israel Binational Science Foun-
dation (BSF). The work by A.V.C. was supported by U.S.
Department of Energy, Office of Science, Basic Energy Sci-
ences, under Award No. DE-SC0014402. E.B. was supported
by the European Research Council (ERC) under grant HQ-
MAT (Grant Agreement No. 817799).

APPENDIX A: DETAILS ABOUT ISING-NEMATIC CASE

1. Self-energy of an electron at a finite T

The one-loop self-energy of an electron is given by

i�k = −g∗T
∑
�m

∫
d2q

(2π )2

1

i�̃k+q − εk+q

D0

q2 + m2 + α
|�m|
|q|

,

(A1)

where �k = �(k, ωm) and the notations are the same as in the
main text: �̃k ≡ ωm + �k and α = g∗kF /(πv2

F ), where g∗ is
the effective fermion-boson coupling.

At T = 0, the sum is replaced by T
∑

�n
= (1/2π )

∫
d�n.

The leading term in �k is obtained by factorizing the momen-
tum integration along and transverse to the Fermi surface (see
Fig. 3 of the main text). This leading term depends only on
frequency, i.e., the self-energy is local. At a QCP,

�k = 3
2 ḡ1/3|ωm|2/3sgn(ωm), (A2)

where ḡ—the coupling constant of the corresponding
fermionic γ = 1/3 model—is

ḡ = 1

39/2

(
vF

kF

)3

α2 = 1

39/2π2

(g∗)2

EF
. (A3)

The factorization of momentum integration is valid as long as
typical fermionic momenta qtyp

f ∼ max(�̃(ωm), εk)/vF (same

as typical momenta transverse to the Fermi surface qtyp
⊥ )

is much smaller than typical bosonic momentum qtyp
b ∼

(α|�m|)1/3 (same as typical momenta along the Fermi surface
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qtyp
‖ ). The comparison of the two scales shows that the fac-

torization is valid in the whole range where �k > ωm and at
larger frequencies holds up to ωmax ∼ (g∗EF )1/2 ∼ ḡ1/4E3/4

F .
At a finite temperature, there are two types of bosonic

fluctuations: the thermal one with �m = 0 and the quantum
one with �m �= 0. This splits the self-energy into two parts
[4,23,29,31,34]:

�k (k) = �th
k + �

q
k , (A4)

where, we remind, �k = �(k, ωm). We have

i�th(k, ωm) = − g∗T
∫

d2q
(2π )2

1

i�̃(k + q, ωm) − εk+q

× 1

|q|2 + m2
, (A5)

and

i�q(k, ωm) = − g∗T
∑
�n �=0

×
∫

d2q
(2π )2

1

i�̃(k + q, ωm + �m) − εk+q

× 1

|q|2 + m2 + α
|�n|
|q|

. (A6)

Below we consider the two components of the self-energy
separately. We assume for simplicity that the bosonic mass m
acquires some weak temperature dependence via mode-mode
coupling and cut log m singularity in the formulas below by
log T (for the analysis of �k for T -independent mass, see
Ref. [29]. In this approximation, the quantum self-energy �q

can still be computed by factorizing the momentum integra-
tion and remain local [29,56]. The result is

�q(ωm) = πT
∑
�n �=0

(
ḡ

|�n|
)1/3

sgn(ωm + �n)

= ḡ1/3(2πT )2/3H1/3(m), (A7)

where Hγ (m) = ∑m
n=1 1/nγ is the Harmonic number. At fre-

quencies ωm 
 T , one can use the expansion of a Harmonic
number at large m: H1/3(m) � 3/2(m + 1/2)2/3 + ζ (1/3) +
· · · and obtain

�q(ωm) � 3
2 ḡ1/3sgn(ωm)

× [|ωm|2/3 + 2
3ζ (1/3)(2πT )2/3 + · · · ]. (A8)

This formula is valid up to the same ωmax as at T = 0.
For thermal self-energy, momentum integration can be fac-

torized only in a particular parameter range, which we identify
below. Outside this range, the leading contribution to �th

k
in Eq. (A5) is obtained by integrating over both momentum
components in the bosonic propagator.

Below we consider separately parameter ranges where �th
k

is local and where it is not.

2. Local self-energy: �k ≡ �(ωm)

In this section, we consider the situation when the mo-
mentum integration in Eq. (A5) can be factorized. The

factorization implies that for the same frequency, typi-
cal fermionic momentum (the one transverse to the Fermi
surface) is much smaller than typical bosonic momentum
connecting points on the Fermi surface. Typical fermionic mo-
mentum is qtyp

f ∼ max(�̃(ωm), εk)/vF , while typical bosonic

momentum is qtyp
b ∼ m. Factorization is justified when qtyp

f �
qtyp

b . Under this condition

i�th(ωm)=−g∗T

4π2

∫ �q

−�q

dq⊥
i�̃(ωn) − εk − vF q⊥

∫ �q

−�q

dq‖
q2

‖ + m2
,

(A9)

where �q ∼ kF is the upper cutoff of momentum integration.
Assuming both q f and qb are far smaller than �q, one can set
�q → ∞. Momentum integration then can be done explicitly,
and the result is

�th(ωm) = g∗T

4mvF
sgn(ωm) ≡ πT

(
ḡ

M

)1/3

sgn(ωm), (A10)

where

M = 64

39/2

m3

α
. (A11)

The total self-energy �(k) = �th(k) + �q(k) is

�(ωm) �
[
πT

(
ḡ

M

)1/3

+ 3

2
ḡ1/3|ωm|2/3

]
sgn(ωm). (A12)

The two terms become comparable at

ωcross(T ) ∼ T 3/2

M1/2
. (A13)

Thermal self-energy is larger at ωm < ωcross(T ).
Equation (A12) is valid when qtyp

f � qtyp
b , i.e., when

�̃(ωm)/vF � m. (A14)

At ωm < ωcross, �th > �q, and Eq. (A14) sets the condition
on temperature

M < T < T ∗ ∼ ḡ

(
M

ḡ

)2/3(EF

ḡ

)1/2

. (A15)

At ωm > ωcross, �th < �q, and Eq. (A14) sets the condition
on frequency

ωcross < ωm < ω∗ ∼ ḡ

(
M

ḡ

)1/2(EF

ḡ

)3/4

. (A16)

One can check that self-consistency condition ω∗ > ωcross

leads to the same condition on T as Eq. (A15). Then, when
Eq. (A15) is satisfied, factorization of momentum integration
is valid for all frequencies up to ω∗. We illustrate this in Fig. 9.

We emphasize that the T range in Eq. (A15) does exists at
small but finite M simply because M2/3 > M, but collapses at
a QCP, where M = 0. In other words, factorization of momen-
tum integration in the integral for �th holds only away from a
QCP.

There is one more condition. We assumed above that �k 

ωm. A simple analysis shows that this condition is satisfied
at arbitrary ratio of �th and �q when M < ḡ5/2/E3/2

F . This
relation obviously holds for small M.
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FIG. 9. Parameter range where the self-energy given by
Eq. (A12) is local, i.e., momentum-independent (marked by “Local”
in the plot).

3. Nonlocal self-energy

At temperatures above T ∗, the condition qtyp
‖ 
 qtyp

⊥ in the
integral for �th is not satisfied. The integration over q‖ in
Eq. (A5) can be done explicitly:∫ �q

−�q

dq‖
q2

‖ + q2
⊥ + m2

≈ π√
q2

⊥ + m2
. (A17)

Then

i�th(k) = − g2AT

4π

∫ �q

−�q

dq⊥
i�̃(ωm, k + q) − εk − vF q⊥

× 1√
q2

⊥ + m2
. (A18)

One can verify (see below) that at T 
 T ∗, the leading term
in this integral is obtained by ignoring the q dependence in
the ferminonic propagator and pulling it out of the integral,
i.e., by approximating∫ �

−�

dq⊥
i�̃(k + q) − εk − vF q⊥

1√
q2

⊥ + m2
� 2 log

(
1
m

)
i�̃(k) − εk

.

(A19)

This leads to an algebraic relation

�th(k) = B

(�th(k) + �̃q(k)) + iεk
, (A20)

where �̃q(k) = �q(k) + ωm, and

B = g∗T

2π
log

(
1

m

)
. (A21)

Equation (A20), viewed as quadratic equation on �th(k), has
two solutions. The physical one must satisfy the boundary
condition �th = 0 at B = 0. This selects out the solution

�th(k) = − �̃q(ωn) + iεk

2

+ sgn(ωn)

√
(�̃q(ωn) + iεk)2

4
+ B. (A22)

We remind that we define
√

z with a branch cut along the
negative real axis of the complex variable z. One can verify
that upon ωm ↔ −ωm and εk ↔ −εk, �th(k) transforms as

Re�th(ωm, εk) = −Re�th(−ωm, εk) = +Re�th(ωm,−εk),

(A23)

Im�th(ωm, εk) = +Im�th(−ωm, εk) = −Im�th(ωm,−εk).

(A24)

When �th(k) > �̃q, �th(k) ≈ √
Bsgn(ωn).

Equation (A22) has been obtained in Ref. [29] for εk =
0. We will be chiefly interested in the consequences of the
dependence of �th(k) on εk .

The total self-energy is given by �(k) = �th(k) + �q(k),
with the quantum part given by Eq. (A8). Expanding the self-
energy to linear order in εk we find

�(ωm, εk) � �(ωm, 0) − i

2

(
1 − |�q(ωm)|√

[�q(ωm)]2 + 4B

)
εk,

(A25)

where

�(ωm, 0) = �̃q(ωn)

2
+ sgn(�̃q(ωn))

√
1

4
[�̃q(ωn)]2 + B.

(A26)

The first term renormalizes the frequency dependence of the
Green’s function, while the second term renormalizes the
Fermi velocity into

v∗
F = 1

2

(
1 + |�q(ωm)|√

[�q(ωm)]2 + 4B

)
vF . (A27)

The renormalized velocity becomes vF /2 when �th > �̃q,
i.e., when 2

√
B 
 �q(ωm), and differs only slightly from vF

when �th < �̃q. The crossover between the two regimes is at
frequency

ω̃cross ∼ B3/4

ḡ1/2
= ḡ

(
T

ḡ

)3/4(EF

ḡ

)3/8

log3/4

(
1

m

)
. (A28)

We next consider the applicability range for Eq. (A24). Let
us set εk = 0 to avoid unnecessary complications. In obtaining
Eq. (A24) we assumed that

�̃k/vF > m. (A29)

At ωm � ω̃cross, |�k| ≈ |�th| = √
B, and the inequality in

Eq. (A29) sets the condition on T :

T > ḡ

(
M

ḡ

)2/3(EF

ḡ

)1/2 1

log(1/m)
∼ T ∗

log 1/m
. (A30)

Up to a logarithm, this is T > T ∗, i.e., T = T ∗ is a sharp
boundary between local and nonlocal forms of �th. Keeping
the logarithm one obtains [29] an extended crossover regime.
It formally becomes wide at m → 0, but like we said, we
assume that mode-mode coupling cuts log m at log T . Then
the crossover regime is rather narrow. The upper limit on T ,

144507-16



FREE ENERGY AND SPECIFIC HEAT NEAR A QUANTUM … PHYSICAL REVIEW B 107, 144507 (2023)

FIG. 10. Parameter range where the self-energy �th(k) is nonlo-
cal (marked by “Nonlocal” in the plot).

at which

T < Tmax ∼ ḡ

(
EF

ḡ

)1/2

(A31)

is set by the boundary condition on the momentum indepen-
dence of the thermal self-energy.

At ωm � ω̃cross, Eq. (A24) is valid in the same range
of T , up to a frequency ω ∼ ḡ. We illustrate this in
Fig. 10.

APPENDIX B: CANCELLATION OF �th(k)
IN THE FREE ENERGY

In this Appendix, we show explicitly that the thermal self-
energy �th cancels out in the free energy Fel , Eq. (3). This
holds when �th is local, and when it is nonlocal and given by
Eq. (A24).

1. Case of local self-energy: �(k) = �(ωn)

When the self-energy is independent to εk, the momentum
integration is straightforward,

∑
k

log

(
i�̃(ω) − εk

εk

)
= NF [π |�̃(ωn)| + iπ�qsgn(ωn)],

(B1)∑
k

�(ω)

�̃(ω) + iεk
= NF π |�(ωn)|. (B2)

Upon summation over ωn we obtain

Fel = −2T
∑
ωn

πNF (|�̃(ωn)| − |�(ωn)|)

≡ −2πT NF

∑
ωn

|ωn|, (B3)

which is equal to the free energy of the noninteracting Fermi
gas. The self-energy cancels out from this expression.

2. Case of nonlocal �th(k)

We now show that the cancellation holds even when �th

depends on the dispersion εk.
The electronic part of the free energy per volume is

Fel = −T
∑

k

ln

(
(i�̃(k) − εk)(i�̃(−k) − ε−k)

ε2
k

)

+ 2T
∑

k

�̃(k) − ωm

�̃(k) + iεk
. (B4)

We show below that the nonlocal �th(k) actually cancels out
in each of two contributions to Fel.

Substituting �th from Eq. (A22) into the first term, we
obtain after simple algebra

[i�̃(k) − εk][i�̃(−k) − ε−k]

=
(

|�̃q(ωm)| ± iεk

2
+
√

(|�̃q(ωm)| ± iεk)2

4
+ B

)

×
(

|�̃q(ωm)| ± iεk

2
+
√

(|�̃q(ωm)| ± iεk)2

4
+ B

)
,

(B5)

where ± refers to sgn(ωm). Introducing |�̃q(ωm)| = 2
√

By
and εk = 2

√
Bz, we re-express Eq. (B5) as

[i�̃(k) − εk][i�̃(−k) − ε−k]

ε2
k

= 1

4z2

(
y ± iz +

√
(y ± iz)2

4
+ B

)2

. (B6)

To obtain the first term in Fel, we need to integrate this ex-
pression over εk (i.e., over z) and sum up over Matsubara
frequencies. Combining contribution from positive and neg-
ative z, we obtain

F (1)
el = − T

∑
k

ln

{
[i�̃(k) − εk][i�̃(−k) − ε−k]

ε2
k

}

= − 4
√

BNF T
∑
ωm

∫ �

0
dz ln

{
1

4z2

[
y + iz +

√
(y + iz)2

4
+ B

][
y − iz +

√
(y − iz)2

4
+ B

]}

= − 4π
√

BNF T
∑
ωm

y = −2πNF T
∑
ωm

|�̃q(ωm)|. (B7)

We see that the result is the same as if �th was absent.
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For the second term in Fel, we again use Eq. (A22) and
express �th in terms of �̃q and εk . This yields

�̃(k) − ωm

�̃(k) + iεk
=

�̃q (k)−iεk
2 +

√
(�̃q (k)+iεk )2

4 + Bsgn(ωm) − ωm

�̃q (k)−iεk
2 +

√
(�̃q (k)+iεk )2

4 + Bsgn(ωm) + iεk

.

(B8)

Re-expressing in terms of y and z, as before, we obtain

∑
k

�̃(k) − ωm

�̃(k) + iεk

= 2
√

BNF

∫ �q/(2
√

B)

−�q/(2
√

B)
dz

y − iz +
√

(y + iz)2 + 1

y + iz +
√

(y + iz)2 + 1

− 2|ωm|NF

∫ �q/(2
√

B)

−�q/(2
√

B)
dz

1

y + iz +
√

(y + iz)2 + 1
.

(B9)

This integral is convergent with typical z = O(1). Given that
� 
 √

B, the z integration can be extended to infinite limits.
Integrating in infinite limits, we obtain

∫ ∞

−∞
dz

y − iz +
√

(y + iz)2 + 1

y + iz +
√

(y + iz)2 + 1

= y
∫ ∞

−∞
dt

1 − it +
√

(1 + it )2 + y−2

1 + it +
√

(1 + it )2 + y−2
= πy, (B10)

∫ ∞

−∞
dz

1

y + iz +
√

(y + iz)2 + 1

=
∫ ∞

−∞
dt

1

1 + it +
√

(1 + it )2 + 1
(B11)

= π/2. (B12)

Collecting contributions, we find

F (2)
el = 2T

∑
k

�̃(k) − ωm

�̃(k) + iεk
= 2πT NF (|�̃q(ωm)| − |ωm|),

(B13)

as if �th was absent. Combining F (1)
el and F (2)

el , we obtain

Fel = −2πT NF

∑
ωm

|ωm|, (B14)

which is the free energy of a noninteracting Fermi gas. We see
that the self-energy cancels out in Fel even when �th depends
on εk.

APPENDIX C: EVALUATION OF FREE ENERGY

1. γ model at γ = 0+

In the purely electronic γ model, the free energy is Fγ =
Fel + Fint. For a generic nonzero γ , the free energy has been

evaluated in Ref. [38]. Here, we compute the free energy
for the special case γ → 0+, relevant to the analysis of the
antiferromagnetic QCP (see the main text). The case γ → 0+
requires special care as the interaction V (�m) ∝ log ḡ/|�m|
For the free energy, we have in this case F0+ = Ffree + F0+,int,
where in the notations from the main text

F0+,int = 3g∗

8π3v2
F β

S0+, (C1)

β = 2vxvy/v
2
F , and

S0+ = (2πT )2
M f −1∑

n,n′=−M f

sgn(2n + 1)sgn(2n′ + 1)

log
|n − n′|2πT

T ∗∗
0

. (C2)

The thermal contribution, from n = n′, has to be evaluated at
a nonzero bosonic mass. This contribution to F0+ is linear in
T and does not affect the specific heat. Summing over n′ �= n,
we obtain

S0+ = 4(2πT )2

⎛
⎝2

M f −1∑
n=1

log(n!) − 1

2

2M f −1∑
n=1

log(n!)

⎞
⎠

− 4πT � log
2πT

T ∗∗
0

. (C3)

Contributions from n ∼ O(1) are of order ∼T 2. We show that
the summation over n 
 1 yields a larger ∼T 2 log(T ) term.
To evaluate this contribution, we use the asymptotic formula

log(n!) =
(

n + 1

2

)
log(n) − n + 1

2
log(2π )

+ 1

12n
+ O

(
1

n2

)
, (C4)

Substituting into Eq. (C3) and using

M f −1∑
n=1

(
n + 1

2

)
log(n) = 1

2
M2

f log M f

− 1

4
M2

f − 1

2
M f + O(1),

M f −1∑
n=1

1

n
= log(M f ) + O(1),

M f −1∑
n=1

n = M2
f /2 − M f /2,

M f −1∑
n=1

1 = M f − 1, (C5)
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and the relation between M f and the upper theory cutoff �, we obtain

S0+ = 4(2πT )2

[
−M2

f log 2 + 1

2
log(2π )M f − 1

8
log M f + O(1)

]
− 2(2πT )2M f log

(
T

T ∗∗
0

)

= −�2 log(16) + 4π�T log

(
T ∗∗

0

2πT

)
− 2π2T 2 log

(
�

T

)
+ O(T 2). (C6)

Hence,

F int
0+ = NF

3g∗

2π2βEF

[
−�2 log(2) + π�T log

(
T ∗∗

0

T

)
− 1

2
π2T 2 log

(
�

T

)
+ O(T 2)

]
. (C7)

Differentiating twice with respect to temperature, one obtains the specific heat

Cint
0+(T ) = NF

3g∗

2πβEF

[
� + πT log

(
�

T

)
+ O(T )

]
. (C8)

It contains a constant ∝ � and a universal T log(1/T ) term.
For comparison, we evaluate the free energy of the regularized γ model, F̄0+ = Ffree + F̄ int

0+ , where

F̄ int
0+ = 3g∗

8π3v2
F β

S̄0+, (C9)

and

S̄0+ = (2πT )2
M f −1∑

n,n′=−M f

[sgn(2n + 1)sgn(2n′ + 1) − 1] log
|n − n′|2πT

T ∗∗
0

. (C10)

Since the summand is nonzero only when 2n + 1 and 2n′ + 1 has opposite signs, the thermal part with n = n′ is avoided. The
sum is evaluated in the same way as for the original γ model, and the result gives rise to

S̄0+ = 4(2πT )2

⎡
⎣2

M f −1∑
n=0

log(n!) −
2M f −1∑

n=0

log(n!)

⎤
⎦− 4(2πT )2M2

f log
2πT

T ∗∗
0

= 4(2πT )2

[
−M2

f log M f + log

(
e3/2

4

)
M2

f − 1

12
log M f + O(1)

]
− 4(2πT )2M2

f log
2πT

T ∗∗
0

= 4�2 log
e3/2T ∗∗

0

4�
− 4

3
π2T 2 log

(
�2

2πT T ∗∗
0

)
+ O(T 2). (C11)

As expected, the cutoff-dependent �T log(1/T ) term is removed. The coefficient of the universal T 2 log(1/T ) term is 2/3 of
that in the original γ model. This is the same ratio as for a nonzero γ (see the main text). The interaction part of the free energy
is

F̄ int
0+ = −NF

3g∗

2π2βEF

[
�2 log

(
4�

e3/2T ∗∗
0

)
+ 1

3
π2T 2 log

(
�2

2πT T ∗∗
0

)
+ O(T 2)

]
. (C12)

Differentiating twice with respect to temperature, we obtain
the specific heat

C̄int
0+(T ) = NF

g∗

βEF
T log

(
�2

2πT T ∗∗
0

)
+ O(T ). (C13)

2. Boson-fermion model

The free energy of the underlying boson-fermion model is
given by F = Ffree + Fbos, where

Fbos = k

2
T
∑

q

log
(−D−1

q

)
, (C14)

and k is the number of components of the bosonic fields: k = 1
for Ising-nematic and electron-phonon cases, and k = 3 for an
antiferromagnetic QCP. We presented the results for Fbos for

the three cases in the main text. Here we show the details of
the evaluation of F ∗

bos.

a. Ising-nematic QCP

Subtracting frequency-independent term from log(−D−1
q )

and integrating over the momentum in Eq. (C14) we obtain

Fbos = T

2

∑
�n

∫
d2q
4π2

log

(
1+ α|�n|

q3

)
= α2/3

4
√

3
T
∑
�n

|�n|2/3.

(C15)

The frequency sum over 2Mb + 1 Matsubara frequencies is
expressed via the Harmonic number

∑Mb
n=1 n2/3 = H−2/3(Mb).

Then Fbos = α2/3(2πT )5/3H−2/3(Mb)/4
√

3π .
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Using the expansion of Harmonic number at large
argument, H−2/3(Mb) = (3/5)(Mb + 1/2)5/3 + ζ (−2/3) +
O(1/(Mb + 1/2)1/3), and using the relation between Mb and
�, Eq. (32), we obtain

Fbos = α2/3

4
√

3π

[
3

5
�5/3 + ζ

(
−2

3

)
(2πT )5/3

]
. (C16)

Differentiating twice over temperature and combining with
free-fermion contribution, we obtain CI−N (T ), given by
Eq. (35).

b. Antiferromagnetic QCP

For this case, the momentum integral in Eq. (C14) is log-
arithmically singular and depends on the upper momentum
cutoff �q ∼ kF . Integrating over q, we obtain

Fbos = 3αT

8π

∑
�n

|�n| log
�2

q

α|�n| ≡ −3α

2
T 2

Mb∑
n=1

n log
nT

T0
,

(C17)

where T0 ∼ �2
q/α. The frequency sum over 2Mb + 1 Mat-

subara frequencies is expressed in terms of the hyperfactorial
function H (x) as

Mb∑
n=1

n log
nT

T0
= log [H (Mb)] + Mb(Mb + 1)

2
log

T

T0
. (C18)

At large Mb 
 1, log[H (Mb)] is expanded as

log [H (Mb)] = − 1
4 M2

b + [
1

12 + 1
2 Mb(Mb + 1)

]
× log(Mb) + O(1). (C19)

Using the relation between Mb and �, Eq. (32), we obtain after
simple algebra

(2πT )2
Mb∑

n=1

n log
nT

T0
= −1

4
�2 + 1

2
�2 log

�

2πT0

+ 1

3
π2T 2 log

T0

T
+ O(T 2). (C20)

Hence,

Fbos = − 3α

16π2
�2 log

�

2πT0
√

e
+ α

8
T 2 log

T

T0
+ O(T 2).

(C21)

c. QCP of an Einstein phonon

Near a QCP at which the dressed Debye frequency van-
ishes for q < 2k − F , the dressed phonon propagator takes the
form D−1

q = �2
n + ω̄2

D + 2ḡ2|�n|/(vF q)(2kF /
√

4k2
F − q2 ),

where ωD and ω̄D = ωD(1 − 2λ)1/2 are bare and dressed
Debye frequencies, and λ = ḡ2/ω2

D. Substituting into
Eq. (C14) and treating the Landau damping term as
perturbation, we obtain

Fbos � T

2

∑
�n

∫
d2q
4π2

log
(
�2

n + ω̄2
D

)

+ T

2

∑
�n

∫
d2q
4π2

2ḡ2

vF q

|�n|
�2

n + ω̄2
D

2kF√
4k2

F − q2
, (C22)

where the integration over q is up to 2kF . The first term is the
free energy of a free Einstein phonon with the dressed Debye
frequency ω̄D:

F (1)
bos = 4NF EF T

[
log ω̄D + 2

MB∑
n=1

log(2πT n)

+
MB∑
n=1

log

(
1 + ω̄2

D

4π2T 2n2

)]
. (C23)

Using

MB∑
1

log n = (Mb + 1/2) log (Mb + 1/2)/e + 1

2
log 2π,

MB∑
1

log 2πT = (Mb + 1/2) log 2πT − 1

2
log 2πT , (C24)

and the relation between MB and �, we obtain

F (1)
bos = 4NF EF

[
�

π
log �e

+
MB∑
1

log

(
1 + ω̄2

D

4π2T 2n2

)
− logT

]
. (C25)

The first term is T independent and does not contribute to
entropy and specific heat. In the second term, the sum over
m converges and the summation can be extended to Mb = ∞.
Evaluating the sum using Euler-Maclauren formula and com-
bining with the last term, we obtain

F (1)
bos = 4NF EF

[
�

π
log

(
�

e

)
+ T log(1 − e−ω̄D/T )

]
.

(C26)

We note in passing that the exponential temperature depen-
dence of F (1)

bos at the smallest T implies that all terms in
Euler-Maclauren series expansion in T/ω̄D vanish, as we ex-
plicitly verified.

Carrying out the momentum integration in the second term
in Eq. (C22), we obtain

F (2)
bos = π ḡ2NF T

∑
�n

|�n|
�2

n + ω̄2
D

= ḡ2NF

Mb∑
n=1

n

n2 + (
ω̄D

2πT

)2 .

(C27)

The sum over Matsubara frequencies is expressed via di-�
functions as

Mb∑
n=1

n

n2 + (
ω̄D

2πT

)2

= Re

[
ψ

(
1 + i

ω̄D

2πT
+ Mb

)
− ψ

(
1 + i

ω̄D

2πT

)]
.

(C28)
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Using the asymptotic expression ψ (z) � log(z) at |z| 
 1 and
re-expressing log �/(2πT ) as log �/ω̄D + log ω̄D/(2πT )
we obtain

Fbos = NF

[
4EF

�

π
log

(
�

e

)
+ ḡ2 log

(
�

ω̄D

)]

+ 4NF EF T

[
log (1 − e−ω̄D/T ) + λE

ω̄D

4T
f

(
ω̄D

2πT

)]
,

(C29)

where the dimensionless function f (x) is

f (x) = log x − 1
2ψ (1 + ix) − 1

2ψ (1 − ix). (C30)

This is Eq. (65) in the main text.

APPENDIX D: PHENOMENOLOGICAL MODELS THAT
MAP TO THE γ-MODEL WITH 0 < γ < 1

In this Appendix, we consider a phenomenological exten-
sion of the Ising-nematic model, which maps to the γ model
with γ = 1/3, to a family of boson-fermion models that map
to the γ -model with 0 < γ < 1. The boson propagator takes
the form

D−1
q = −

(
q2−a + α|�|

q

)
/D0, (D1)

where the parameter a is tunable. We assume that the Fermi
surface is circular, like in the Ising-nematic case.

To establish the relation with the γ model, we compute
the free energy, F = Fel + Fint. As in the Ising-nematic case,
it can be re-expressed as F = Ffree + Fint, where Ffree is the
contribution of free Fermi gas, and Fint comes from fermion-
boson interaction

Fint = −g2T 2
∑
m,m′

∫
d2kd2k′

(4π2)2

1

i�̃(ωm) − εk

× 1

i�̃(ω′
m) − εk′

Dq, (D2)

where q = k − k′ by momentum conservation. We assume
and then verify that typical momentum scale in the bo-
son propagator, ∼ω1/(3−a), is much larger than the one in
the fermion propagator, ∼�̃(ω)/vF . In this situation, the

momentum integration can be factorized as

Fint = g∗T 2
∑
m,m′

∫
dk⊥
2π

1

i�̃(ωm) − vF k⊥

∫
dk′

⊥
2π

× 1

i�̃(ω′
m) − vF k′

⊥

∫
dq‖
2π

1

|q‖|2−a + α|ωm−ω′
m|

|q‖|
. (D3)

Carrying out the momentum integration, we obtain

Fint = −π2T 2NF ḡ
1−a
3−a

∑
m,m′

∑
kk′

sgn(ωmωm′ )

|ωm − ωm′ | 1−a
3−a

. (D4)

This is equivalent to the free energy of the γ model with γ =
(1 − a)/(3 − a) and the effective coupling constant

ḡ =
[

1

(3 − a) sin 2π
3−a

g∗

2πvF α
1−a
3−a

] 3−a
1−a

. (D5)

The effective γ changes continuously from 0 to 1 when a
is changes between 1 to −∞. For all these a, the coupling
constant ḡγ remains positive-defined. The sum in Eq. (D4) has
been evaluated in the main text. It contains �-dependent terms
and the universal term of order T (5−a)/(3−a). In the regularized
γ model, �-dependent terms cancel out. The free energy is

F̄γ = Ffree + 2

4(3 − a) sin 2π
3−a

ζ

(
− 2

3 − a

)
(2πα)

2
3−a T

5−a
3−a .

(D6)

The full free energy of the model includes the contribution
from bosons,

Ffull = Ffull(T = 0) − π2

3
NF T 2 + 1

4 sin 2π
3−a

ζ

(
− 2

3 − a

)

× (2πα)
2

3−a T
5−a
3−a , (D7)

where Ffull(T = 0) comes from the zero-temperature quantum
fluctuations and depends on cutoff �. Comparing the T -
dependent terms in Ffull and F̄γ , we see that they have the same
form, but the prefactors for the T (5−a)/(3−a) term differ by
2/(3 − a). The prefactors agree at a = 1 + 0, when γ = 0+,
as we also found in the explicit analysis of the γ = 0+ model
in the main text.
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