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Competing spin fluctuations in Sr2RuO4 and their tuning through epitaxial strain
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In this study, we report the magnetic energy landscape of Sr2RuO4 employing the generalized Bloch approach
within density functional theory. We identify previously suggested magnetic fluctuations and ferromagnetic
and spin-density-wave instabilities together with other predominant instabilities. We show that epitaxial strain
can change the overall magnetic tendency of the system and tune the relative weight of the various magnetic
instabilities in the system. Especially, the balance between spin-density-wave and ferromagnetic instabilities
can be controlled by the strain and, eventually, can lead to new magnetic phases as well as superconducting
phases with possibly altered pairing channels. Our findings are compared with previous theoretical models and
experimental reports for the various magnetic features of the system and offers a first-principles explanation for
them.
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I. INTRODUCTION

Since its first report, Sr2RuO4 has long been a system of
interest due to its unconventional superconducting properties
[1]. After intensive discussions on the superconductivity of
the system, especially about the expectation of triplet pairing
[2–6], a recent reexamination of the nuclear magnetic reso-
nance experiments strongly suffocated the possibility of the
chiral triplet pairing scenario [7]. This, however, renewed the
interest in the system by permitting other order parameters
and new candidates to float up from both theoretical and
experimental studies [8–12].

Unlike other highly studied transition-metal-based super-
conductors, such as cuprates and Fe pnictides, Sr2RuO4 does
not order magnetically and remains a paramagnetic metal
in its normal state down to very low temperature. But the
system is known to be very close to the magnetic phase,
and a small perturbation, such as doping, easily makes the
system magnetic [13–17]. The leading magnetic instabilities
of the system are known to be ferromagnetic (FM) insta-
bilities and spin-density-wave (SDW) instabilities with q ∼
(0.3, 0.3, 0) 2π

a , denoted qSDW [18–21]. The former is from
a Stoner instability, and the latter is known to be driven by
interband nesting of the Fermi surfaces. The competition of
the two magnetic instabilities is important because each one
can lead to different types of pairing symmetry [22–26]. A
recent polarized inelastic neutron scattering study revealed the
dominance of the SDW contribution in the spin-fluctuation
spectrum over the FM one [27], hence putting even more
weight on the singlet scenario. But if we can control the
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relative balance of the two competing magnetic instabilities,
from the simple picture of spin fluctuation mediating pairing,
we can expect the eventual tuning of the different types of
the superconductivity pairing channels. Here, we pursue this
direction through strain engineering.

In fact, the magnetism of Sr2RuO4 is not simple. In ad-
dition to the two well-known instabilities, FM and SDW,
many magnetic responses with different q have been noticed
[20,28–31]. Of special note is the intraband-nesting insta-
bility at q ∼ (1/2, 1/4, 0) 2π

a , which is expected to promote
the odd-parity pairing in the uniaxially strained case [32].
From the density functional theory (DFT) approach, sus-
ceptibility calculations readily reproduced the reported SDW
instabilities, and the combination of DFT with the many-
body technique has offered further insights [23,33,34]. But
the energetics, the strongest merit of the first-principles ap-
proach, of various magnetic phases of the system have not
yet been presented from the DFT approaches. The magnetic
energy scale of Sr2RuO4 is known to be well described by the
DFT calculations despite the overestimating tendency towards
magnetism [35]. That is, DFT, being a mean-field approach,
gives a magnetically ordered ground state, while the system
is paramagnetic. This is due to the inability of the DFT to
depict the spin fluctuations, which destroy the static magnetic
order in the real system. The DFT energetics of the system
can still be employed wisely to generate magnetic exchange
parameters that accurately reflect the system’s magnetic sus-
ceptibility [35]. This means DFT unambiguously captures the
instabilities on magnetic q vectors. Hence, investigating the
magnetic stability in larger ranges of the Brillouin zone would
undoubtedly provide us with information on the involved
magnetic fluctuations, leading to a better understanding of
superconductivity in Sr2RuO4.
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In this paper, we investigate the magnetic energy landscape
of Sr2RuO4 along the key k paths with various q values. We
address the various magnetic fluctuations in the electronic
structures of the system and look for the possibility of control-
ling the leading magnetic instabilities by employing epitaxial
strain.

II. METHODOLOGY

A. DFT

All calculations were performed employing the Vienna Ab
initio Simulation Package (VASP) [36,37]. The generalized
gradient approximation (GGA) of Perdew, Burke, and Ernzer-
hof was utilized for the exchange-correlation functional [38].
An energy cut for the plane waves of 600 eV was used with
a Monkhorst-Pack k mesh of 8 × 8 × 4. We performed the
full atomic relaxation for the nonstrained case (0% strain).
For the epitaxial strain simulation, we fixed the in-plane lattice
parameters based on the nonstrained one and fully relaxed the
other degrees of freedom.

B. Generalized Bloch approach

Here, the spin spiral energetics calculations are performed
employing the generalized Bloch approach. In the generalized
Bloch theorem, we impose spin-spiral vector q as a phase
in addition to the Kohn-Sham wave function while keeping
the Bloch condition. To describe the spiral vector of q from
the spin-polarized setup, we start with original spin-polarized
Bloch functions of �σ

k (r), which is translationally invariant on
the lattice vector R. σ is spin index ↑ or ↓. Then we can obtain
a wave function of the spin-spiral system �σ

k (r) by imposing
a phase factor from q:(

�
↑
k (r)

�
↓
k (r)

)
=

(
e−iq·R/2 0

0 e+iq·R/2

)(
�

↑
k (r)

�
↓
k (r)

)
.

Each up (↑) and down (↓) spinor gains an additional phase
of e−iq·R/2 and e+iq·R/2, respectively. Hence, upon translation
of one unit cell, the magnetic moment of an atom is rotated
from the original unit cell by an angle of q · R. Then the mag-
netization is expressed with the spin spiral q. For example, for
the spin-spiral q vector along the z axis, the magnetization at
r + R is expressed as

m(r + R) =
⎛
⎝mx(r) cos(q · R) − my(r) sin(q · R)

mx(r) sin(q · R) + my(r) cos(q · R)
mz(r)

⎞
⎠.

Here, the spin is effectively rotated within the x-y plane
with the propagation vector along the z axis. This approach
modulates the spin rotation, not the magnitude. That is, our
approach describes the spiral SDW and differs from the lon-
gitudinal SDW. With this approach, we do not require the
costly supercell calculations for the various q, and also, frozen
magnon spectra can be obtained. The details of the method are
described in Refs. [39,40]. We employed the implementation
in VASP [39,41]. For tetragonal Sr2RuO4, we considered the k
path which connects the high-symmetry points, � (0,0,0), X
(0.5,0.5,0), and M (0.5,0,0), while changing kx and ky by 0.01.

TABLE I. Energy comparison of the explicit supercell cal-
culation and spin-spiral calculation employing the generalized
Bloch condition. For the supercell calculation, magnetic struc-
tures were explicitly imposed with q = (1/3, 1/3, 0) 2π

a , denoted
q1/3. For the spin-spiral calculation, the closest q value with q =
(0.33, 0.33, 0) 2π

a , denoted q0.33, is compared. The values in paren-
theses are ones with the spin-orbit coupling calculations. q1/3-udd
and q1/3-spiral denote the collinear and spiral configurations with the
same q1/3 [35]. The unit of the energy difference is meV/Ru.

Supercell Spin spiral

FM q1/3-udd q1/3-spiral FM q0.33

Energy (meV) 0.0 −20.1 (−20.2) −18.7 (−17.4) 0.0 −28.5

C. Validity check

To check the validity of our approaches, we first com-
pared the energetics of the spin-spiral calculation with the
result from the explicit supercell calculation. The anisotropic
terms are much smaller than the isotropic ones, which was
already identified with the previous calculations [35]. That
is, longitudinal modulation can be approximated employing
the spiral one with the same q. Indeed, from the super-
cell calculations, the energy difference between collinear
(up-down-down [udd]) and spiral-spin configurations with
the same q = (1/3, 1/3, 0) 2π

a , denoted q1/3, is found to be
1.4 meV/Ru, which is much smaller than the energy differ-
ence between FM and q1/3 (around 20 meV/Ru; Table I).
This shows that the long-range magnetic periodicity, as rep-
resented by the propagation vector q, determines the overall
magnetic energy landscape rather than the local anisotropic
details of the magnetic exchanges and/or the modulation of
the moment magnitudes. Then, we compared our spin-spiral
calculation employing the generalized Bloch condition for
approximate q1/3, q = (0.33, 0.33, 0) 2π

a , denoted q0.33. The
result shows that although there is a small overestimation, the
energy difference between the FM and q0.33 phases is on a
scale (28.5 meV/Ru) similar to for the explicit supercell case.
The overall magnetic energy scale does not change much with
the inclusion of the spin-orbit coupling (Table I). With this,
we can safely employ our spin-spiral calculation using the
generalized Bloch condition without spin-orbit coupling for
the description of magnetic energetics. As noted before, the
spin-spiral calculation is very tricky and is sometimes unstable
for different volume cases [41], and we have found that for a
compressive strain of −3% and greater, the energetics descrip-
tion is not reliable and collapses to the nonmagnetic solution.
This is expected from the previous calculation of monolayer
ruthenates, in which for the unrotated RuO6 octahedra case,
the magnetism vanishes for a compressive strain of −3% or
more [42].

III. RESULTS AND DISCUSSION

A. Energetics and instabilities

In Fig. 1, we plot the energetics of spin-spiral calculations
with the wave vector q along the symmetric two-dimensional
path �-X -M-� for various biaxial strain cases. Let us first
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FIG. 1. Energetics of Sr2RuO4 upon various spin-spiral q wave
vectors along �-X -M-�. Here, 0% strain corresponds to the un-
strained case, and positive and negative percentages correspond to
tensile and compressive strains, respectively. The red and blue stars
denote the ferromagnetic and SDW points, respectively, and the red,
yellow, and gray ticks denote the local minima for the unstrained case
(see text).

discuss for the nonstrained case (0%). We found that the
lowest energy is found at q = (0.28, 0.28, 0) in �-X (blue star
in Fig. 1), which corresponds to the experimentally observed
SDW-type instability qSDW at q ∼ (0.3, 0.3, 0) [20,21] (From
here, we describe the wave vectors in tetragonal reciprocal
lattice units, i.e., 2π

a ). Our obtained qSDW position is slightly
shifted to the � point when compared to the experimental one
but gives a reasonable description. As found from the neutron
scattering experiment [21], the strongest magnetic instability
is located at qSDW, which corresponds to the Fermi surface
nesting vector, and the global minimum from the DFT ener-
getics is located at the same position. The FM fluctuation (red
star in Fig. 1), which had been known to be a dominant one, is
not in the local minimum position and is energetically much
higher (36 meV/Ru) than the one for qSDW. Interestingly,
there is a broad, flat region starting from the � point, a FM
one, up to q ∼ (0.1, 0.1, 0) in the �-X path, which suggests a
high density of spin-spiral states and related entropies around
the FM instability. This is also observed in the M-� path

around �. Note that a recent inelastic neutron scattering study
reported a broad signal related to the FM fluctuations [27].
This feature is in stark contrast to the sharp peak of the SDW
wave vector, which dominates the spin-fluctuation spectrum
in the whole Brillouin zone. Our energy calculation closely
reproduces the experimental findings. As shown in Fig. 1,
the shallow metastability near the � point is easily broken
by tensile strain, which suggests the fragile nature of the
instability due to FM fluctuations. This indirectly explains
why no FM order has been found in this compound, while
various antiferromagnetic ones (including SDW) have been
found with diverse external perturbations [13–17,43].

Aside from the two magnetic fluctuations, SDW and FM,
we can identify several instabilities in the energetics curve, de-
noted by red, yellow, and gray ticks in Fig. 1. First, near �, the
FM point, the local minimum is found at q = (0.06, 0.06, 0)
within the flat region (red tick in Fig. 1), which is the weakest
instability with a very shallow energy well structure among
the three metastable ones. It is a continuation of the broad
FM fluctuation mentioned before. Susceptibility calculations
with the three-band model readily reproduced these FM-
like fluctuations. Cobo et al. found magnetic fluctuations at
q = (1/12, 1/12, 0) which originated from another interband
nesting and are isotropic with respect to the orbitals [30].
Eremin et al. also reported the FM-related susceptibility signal
at q = (0.1, 0, 0), which is within the broad region around
� along the M-� path [28]. This magnetic fluctuation is
explained as excluding the d-pairing scenario for the super-
conducting order parameter and promotes p pairing. But, as
expected, according to our energetics, this is far weaker than
the other types of fluctuations. The q = (1/2, 1/4, 0) insta-
bility (yellow tick in Fig. 1) is the second most dominant
feature after the qSDW one. This is attributed to the intraband
nesting from the mostly xy-orbital feature [30,32]. As we
will further discuss below, this is also found from our elec-
tronic structure calculations. Although not discussed much,
this magnetic response was also reported from the previous
neutron scattering experiment [21]. A dip along the M-� path
[q = (0.50, 0.30, 0)], marked with a gray tick in Fig. 1, is
related to the nesting grid [21,30,34]. Our thorough energetics
calculation clearly demonstrates previous experimental and
theoretical instabilities, and the existence of various q-wave
vectors directly shows the complex magnetic structure and
instabilities involved in Sr2RuO4.

B. Electronic structures for different q fluctuations

Before delving into the effects of epitaxial strain, it is
important to understand how different magnetic fluctuations
affect the electronic structure of Sr2RuO4. In Fig. 2, we
demonstrate the partial density of states (DOS) of the Ru
orbitals for the unstrained system. For the nonmagnetic (NM)
case, in Fig. 2(a), we can recognize the well-known electronic
structure of Sr2RuO4: the Van Hove singularity (VHS) peak,
which is mainly from the Ru xy orbital, is located slightly
above the Fermi level, and the broad two-peak structures from
Ru zx/yz orbitals are correctly found. As the Sr2RuO4 is close
to the Stoner instability, magnetism is expected to relieve the
high DOS at the Fermi level and, in this case, also the VHS
peak [22]. The effects of the magnetism on the electronic
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FIG. 2. Total and partial DOSs of unstrained Sr2RuO4 for var-
ious (meta)stable q positions: (a) NM, (b) q = (0, 0, 0) (FM),
(c) q = (0.06, 0.06, 0), (d) q = (0.28, 0.28, 0) (SDW), (e) q =
(0.50, 0.30, 0), and (f) q = (0.26, 0, 0). (b)–(d) corresponds to the
red star, red tick, blue star, yellow tick, and gray tick in Fig. 1. Here,
the total DOS is cut in half (×1/2).

structures are very different for different q. In the case of
FM, as shown in Fig. 2(b), the VHS from the xy orbital is
relieved, and the peaked structure does not remain. Hence, the
xy-orbital contribution at the Fermi level is greatly reduced
compared to that in the NM case. But ferromagnetism does not
significantly alter the structure of the yz/zx orbitals, indicating
the FM fluctuation is strongly tied to the xy orbital. While
the VHS peak dissipates, the total DOS at the Fermi level is
still comparable to that in the NM case, and so is the Stoner
instability. For the case of the instability at q = (0.06, 0.06, 0)
[Fig. 2(c)], which is considered to be the continuation of the
FM-type fluctuations, the total DOS does not change much
from the NM case. The peaked structure of the xy orbital is
not relieved in this case, indicating the Stoner instability is not
clearly reduced from the FM and near-FM fluctuations. For
near-FM fluctuations, there is no orbital-anisotropic behavior
like that found from the three-band model [30] [Fig. 2(c)].
This shows that the correlation of ferromagnetism and the xy
orbital is very local in q space, again, indicating the weak role
of the FM fluctuation in this system.

For the SDW case [Fig. 2(d)], we can see the strong sup-
pression of the DOS at the Fermi energy with a pseudogaplike
feature. Different from the FM case, this strong reduction
of DOS at the Fermi level is contributed by all three t2g

orbitals and hence is very isotropic. Our findings are in good
accord with the previous susceptibility calculation, where the
�-point fluctuation was mostly from the xy orbital but the
SDW one was contributed by all three orbitals [34]. If we
assume this SDW-type instability is from the interband nest-
ing of the α and β bands, mostly of yz/zx orbital character,
then the orbital-anisotropic behavior is expected. However,
the involvement of all three orbitals in the suppression of the
DOS shows that the SDW fluctuation is not solely from the
nesting physics. In fact, a very recent calculation of uniaxial

strain showed the deviation of the nesting vector from qSDW

[44]. While FM suppresses the VHS from the xy orbitals,
SDW shifts the position of the VHS to slightly higher energy
without removing the peak itself. This means that the VHS
feature is preserved even with the strongest SDW fluctuation.
In relation to the reported emergence of the SDW order well
beyond the VHS crossing strain [43], our calculations suggest
the robustness of the VHS peak with the static magnetic or-
der, which can be an interesting feature and requires further
theoretical and experimental investigation.

The instability at q = (0.50, 0.30, 0) [Fig. 2(e)], indicated
as a yellow tick in Fig 1, is the second dominant fluctua-
tion from the energetics point of view and corresponds to
q = (1/2, 1/4, 0) from previous susceptibility calculations
[30,32]. Cobo et al. reported the intraband nesting of the xy
orbital for this feature [30], and from the partial DOS, there
is corresponding suppression of xy orbitals. But we can also
observe small changes in the yz/zx ones. Although the sup-
pression is not as obvious as it is for SDW, the clear role of the
magnetic fluctuations can still be seen. There is a suggestion
that this specific q plays a leading role in the superconduct-
ing order for the uniaxial strained case, and our energetic
calculations indicate that this is much more likely than FM
fluctuations [32]. The possible merging of this instability with
the main qSDW is suggested, which appears intriguing but re-
quires further confirmation [44]. Another metastable magnetic
fluctuation at q = (0.26, 0, 0) (gray tick in Fig. 1) also shows
pronounced effects on DOS, as shown in Fig. 2(f). This seems
to be the continuum of nesting-induced SDW [34].

At this point, we want to assert that there is no one-
to-one correspondence between the susceptibility calculation
and our energetic one. For example, the staggered antiferro-
magnetic feature at q = (0.5, 0.5, 0) was reported from the
susceptibility calculations, mainly from the xy-xy channel
[45,46]. This is not found from our total energetics curve.
We think the reason is that all the other contributions are
naturally included in our DFT calculations and they attenuate
the q = (0.5, 0.5, 0) features. In other orbital channels, the
q = (0.5, 0.5, 0) feature is not quite strong [45]. With the
inclusion of the electronic correlation beyond the DFT level,
the tendency towards ferromagnetism and antiferromagnetism
can be changed, and the details of the energy curve can be
modified [34,47]. This might be an intriguing area for addi-
tional research. The spin-orbit coupling lifts the degeneracy
of the bands and varies the nesting q vectors by changing the
morphology of the Fermi surfaces [48]. While such changes
are not very large and our general description remains cogent,
the low-energy physics, especially in relation to the supercon-
ductivity, is very sensitive to the details of the Fermi surface
and can be changed substantially with spin-orbit coupling
[45].

C. Role of the epitaxial strain

The epitaxial strain has a significant impact on the over-
all shape of the energetics curve. Recent intensive studies
employing uniaxial strain, which breaks the C4 symmetry of
Sr2RuO4, have provided a unique avenue to understand the
superconducting order parameter of the system [43,49,50]. In
comparison to the difficult uniaxial approaches, the biaxial
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strain, which is typically exercised by epitaxially growing
Sr2RuO4 on top of substrates such as SrTiO3, provides a
stable route to control the electronic and magnetic proper-
ties [51]. The tensile strain moves the qSDW vector towards
the � point (see dotted arrow in Fig. 1), which, as we
will see below, directly indicates the changes in the Fermi
surface nesting feature. Simultaneously, the strain tunes the
relative stability of the FM and SDW phases. Starting from
−2%, as the system is strained, the SDW phase is further
stabilized up to 2%, where the energy difference from the FM
one is as high as 43 meV/Ru. Then for the higher strain of
4%, the energy difference between the FM and SDW phases is
greatly reduced to 13 meV/Ru. This suggests that through epi-
taxial engineering, the relative dominance of the SDW phase
over the FM phase can be changed and, in turn, can change
the spin-fluctuation pairing channels. Given that the external
doping stabilizes the magnetically ordered ground states, we
can expect the epitaxial strain to play a similar role. Regarding
the subdominant q = (1/2, 1/4, 0) peak, it was previously
suggested that if one broke the C4 symmetry with uniaxial
strain, the magnetic order of the same q would emerged de-
spite the main fluctuation still being the qSDW one [32]. As
q = (1/2, 1/4, 0) instability is mostly from the xy band or γ

sheet, it is expected that the strain, which strongly affects the
γ -Fermi surface, can actively tune this specific fluctuations.
Rømer et al. found that uniaxial strain induces the γ -Fermi
sheet crossing the zone boundary through the VHS, which,
in turn, enhances this instability [32]. From a previous DFT
estimation, C4 to C2 symmetry breaking promotes the bifur-
cation of the next nearest neighbor Ru magnetic exchange
interaction, which may promote anisotropic spin fluctuations
[35], and there is a possibility of q = (1/2, 1/4, 0) intraband
nesting fluctuations overtaking the SDW interband one. How-
ever, for the epitaxial strain in our study, which covers realistic
strain ranges, the subdominant q = (1/2, 1/4, 0) instability,
marked with a yellow tick in Fig. 1, cannot overturn the
leading qSDW fluctuations.

Tensile strain smooths the magnetic energy landscape. The
local minimum near � quickly vanishes, and in the extreme
case of 4% strain, the relevant energy scales among local
minima become very small, implying that the SDW’s dom-
inance is greatly reduced. However, the tendency towards
magnetism is enhanced. We discovered that as the tensile
strain increases the bond length between Ru sites, the local
magnetic moment increases, as expected, and the system be-
comes more localized. Compared to the complex energetic
landscape for the compressive case, the involved magnetism
for the 4% strain case is not very complex. In this regime, all
the instabilities are very close in energy, and the dominance
of nesting-induced SDW fluctuation almost collapses. As we
will discuss below, strong tensile strain changes the morphol-
ogy of the Fermi surface and weakens the nesting feature.
The overall energy scales are also reduced for compressive
strain. However, this is not due to increased competition
among different magnetisms, but rather to the suppression
of overall magnetism due to increased itinerancy. The local
magnetic moment of Ru at qSDW is 0.78μB for the −2% strain
case, which is much smaller than the corresponding value of
1.25μB for 4% strain. We found that the compressive strain
beyond −2% kills the magnetism of the system even with

FIG. 3. (a) Total and orbital-resolved partial DOSs of Sr2RuO4

for the NM, FM, and SDW cases. For SDW, we plot the case of qSDW

with the minimum energy position for each strain case. Gray denotes
the total DOS, red and blue show xy- and yz/zx-orbital-resolved
partial DOSs of Ru d . (b) The orbital-resolved occupancy for Ru xy
and yz/zx. The occupancy is obtained by integrating the partial DOS
of each orbital from −3.0 eV to EF .

the overestimation tendency of the GGA functionals towards
magnetism.

The range of the biaxial strain considered in our study
could be accessible thanks to the recent development of the
epitaxy technique. Especially for Sr2RuO4, demonstrations
have already been made [52,53], and employing the mem-
brane technique, we expect even further strain is possible
[54].

In Fig. 3(a), we depict the partial DOSs for various strain
ranges in the NM, FM, and SDW cases. As the tensile strain
is applied, we first see the overall bandwidth of the Ru t2g

orbitals is progressively reduced. Especially, the xz/yz orbitals
strongly respond to the external strain compared to the xy
orbital. Also, upon tensile strain, we can see that the contri-
bution of Ru eg and O p is progressively enhanced: From the
partial DOS in Fig. 3(a), Ru eg (O p) orbitals move down
(up) towards the Fermi energy. The low-energy physics of
Sr2RuO4 is commonly based on the three-band (t2g orbitals)
picture, which can require modifications for the highly tensile
strained case due to the involvement of eg orbitals around the
Fermi energy.
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FIG. 4. (a) The band structure and (b) Fermi surface plot for various strain cases in the nonmagnetic phase. For band structure, xy- and
yz/zx-projected bands are denoted by red and blue, respectively. Different colors in (b) correspond to different band indices for clarity. In the
calculations, a tetragonal unit cell is adopted in which two Ru atoms are included. Therefore, six Ru t2g bands cross the Fermi level in total.
The α and β Fermi surfaces are quasi-one-dimensional with yz/zx character, and γ one is two-dimensional with xy character. The arrows in
the Fermi surface indicate the qSDW nesting vector which activates the quasi-1D Fermi surfaces.

From the NM DOS, we see the VHS peak, mostly
from the xy orbital, gets even closer to the Fermi energy.
Furthermore, the DOS at the Fermi level is greatly increased
accordingly, indicating enhanced Stoner instability and, as a
result, proximity to the magnetic order. The general electronic
structures of the FM and SDW phases do not change much
with strain. Interestingly, the VHS peak from the xy orbitals
is prominent in the SDW phase as well, and the tensile strain
moves the peak towards the Fermi level, as in the NM cal-
culations. This suggests that strain engineering the electronic
structure is possible even when the magnetic order sets in
Sr2RuO4. As previous studies have shown, the superconduct-
ing critical temperature can be increased with epitaxial strain
in both the singlet and triplet pictures [52,55,56]. Hence, we
believe that direct consideration of magnetic fluctuations in
Hubbard-Kanamori-type approaches can offer more insight in
this system [35].

Despite the marked differences in the partial DOSs of
the FM and SDW cases, the overall orbital-resolved oc-
cupancies do not show much distinction. In Fig. 3(b), we
display the occupation of each orbital by simply integrating
the partial DOS from −3 eV to the Fermi energy. While
the value itself has an ambiguity due to the hybridization
with O p orbitals, we can clearly observe the expected in-
creasing and decreasing tendency in the occupation of xy
and yz/zx orbitals, respectively, as the tensile strain is ap-
plied. As shown in Fig. 3(b), due to the tetragonal crystal
field, the occupancy of the xy orbitals increases with ten-
sile strain, and yz/zx orbitals show the opposite tendency.
Here, we note that the different types of magnetic orders
do not have much impact on the occupancy. This may sug-
gest the magnetism itself does not entangle much with the

orbital-dependent electronic behaviors such as orbital-
selective Mott phase [57].

D. Fermiology

In Figs. 4(a) and 4(b), we plot the NM band structures
and Fermi surfaces for each strain case [58]. Note that the
k-dependent spin-spiral electronic structures cannot be de-
scribed within the generalized Bloch approach. As found
from the partial DOS plot, Ru eg bands progressively shift
down and eventually touch the Fermi level at the � point in
the 4% strain case. We clearly see the bandwidth of xz/yz
orbitals is strongly narrowed upon strain, in contrast to the
mild change in the xy orbitals [see Fig. 4(a)], as already
noted from the DOS in Fig. 3(a). From the Fermi surface,
the one-dimensional α pocket enlarges upon the tensile strain,
which changes the overall magnitude of the nesting vector and
explains the qSDW movement from X to � in Fig. 1. The abrupt
change in the qSDW vector between 2% and 4% tensile strain
is further assisted by the γ band. The Lifshitz transition of the
γ band is accompanied by the sudden change in the velocity,
or the curvature, in the bands [see red band in Fig 4(a)]. The
evolution of the Fermi surface as a function of the strain is
displayed in Fig. 4(b). The progressive shape change of the γ

Fermi sheet from circular to diamond can contribute to the
qSDW nesting, in addition to one-dimensional pockets, and
to the electronic susceptibility. However, the morphology of
the α and β Fermi surfaces is severely distorted upon tensile
strain. Especially, the α pocket is progressively changed from
a square to rounded shape. Overall, the nesting effects are
weakened and destabilize the SDW, as we see from the en-
ergetics landscape in Fig. 1. And we expect the link between
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the nesting vector and qSDW can be progressively severed with
the addition of strain. The tensile strain moves the γ pocket
edge, which crosses the M point at 2% strain. The shape of
the γ sheet changes from a circular to rhombic shape, which
indicates enhanced σ bonding over π bonding. For 4% strain,
we can see the contribution from the eg orbitals at �. At
this limit, the low-energy physics of the system cannot be
accounted for with a t2g-only three-band model.

IV. CONCLUSIONS

In conclusion, employing spin-spiral DFT energy calcula-
tions, we studied the magnetic energy landscape of Sr2RuO4.
Besides the SDW and FM fluctuations primarily discussed,
we further identified magnetic instabilities, including the q =
(1/2, 1/4, 0) intraband nesting one, which were compared
with previous experimental and theoretical findings. By biax-
ially applying epitaxial strain to the system, we explored the
development of magnetic instabilities. We discovered the frag-
ile nature of FM fluctuations and the robust nature of SDW
fluctuations. The latter remains the most stable type across all
strain levels. Here, we showed that the relative strengths of
the instabilities, however, can be tuned upon the addition of
external strains. Because tensile strain increases the magnetic
propensity of the system, we anticipate that the magnetic order
may be established for the very strained case. For compressive
strain, the tendency towards magnetism is weakened within

our mean-field calculation, but according to a recent study
[44], magnetic fluctuations can be further reduced upon com-
pression, and the possibility of magnetic order should not
be abandoned. Recent studies (Refs. [43,44,49], and 50) on
symmetry-breaking uniaxial strain can offer key insight to un-
derstand the magnetism and superconductivity of the system.
On top of these studies, we envisage that biaxial strain can be
a functional way to tune the magnetism and, eventually, the
superconducting pairing channel of the system in more stable
way.
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