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Current-induced spin polarization in Janus WSSe monolayer
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Janus engineering of transition metal dichalcogenide monolayers breaks the vertical mirror symmetry and
induces huge built-in polarization and large Rashba spin-orbit coupling. By performing first-principles calcula-
tions, we find that the Rashba spin-orbit coupling induces sizable current-induced spin polarization in both the
conduction and valence bands in the Janus WSSe monolayer, which is comparable to that in perovskite oxide
interfaces. By constructing the low-energy k · p Hamiltonian from the invariant theory, we find a sign change of
the current-spin conductivity at chemical potential μ ≈ −0.73 eV, which indicates the flip of spin polarization
and is attributed to the competition between the intrinsic Rashba spin-orbit coupling and the hexagonal warping
of the valence bands. Our numerical and analytic results suggest that the current-induced spin polarization in the
Janus WSSe monolayer is insensitive to temperature and impurity concentration but can be effectively tuned by
external biaxial or uniaxial strain. The Janus WSSe monolayer could be a promising candidate to realize flexible
two-dimensional spintronics devices.
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I. INTRODUCTION

Transition metal dichalcogenide (TMD) monolayers, an
emerging class of two-dimensional (2D) semiconductors pos-
sessing direct band gaps as well as multiple degrees of
freedom, such as charge, valley, and spin, have attracted in-
tensive investigations in both novel physical phenomena and
versatile potential applications in nanoelectronics, valleytron-
ics, and optoelectronics [1–5]. Usually, electrical control
of electron spin in TMD-based spintronic devices via the
Rashba spin-orbital coupling (SOC) is required. The efficient
utilization of Rashba SOC in pristine TMD monolayers usu-
ally requires strong external electric fields using the ionic
gate technique [6–8]. Recently, by substituting one sub-
layer of chalcogen atoms with another element completely,
Janus MoSSe [9–11] and WSSe [12–14] monolayers have
been successfully synthesized. Compared with their pris-
tine counterparts, the Janus TMD monolayers lack both
in-plane inversion symmetry and out-of-plane mirror symme-
try. Furthermore, a huge vertical built-in polarization emerges,
because of the difference between electronegativities of up-
per and lower M-X (chalcogenide atom) bonds. Therefore
the Janus TMD monolayers offer a new set of properties
including piezoelectricity [15], enhanced photocatalysis [16],
tunable transport properties [17], long exciton lifetimes [18],
and large Rashba SOC splitting [19]. In our previous work,
we have demonstrated a considerable intrinsic spin Hall effect
enhanced by Rashba SOC in the Janus MoSSe monolayer,

*These authors contributed equally to this work.
†Corresponding author: zhangdong@semi.ac.cn
‡Corresponding author: kchang@semi.ac.cn

which implies that the Janus TMD monolayers could be suit-
able candidates in flexible 2D spintronics applications [20].

The essence of spintronics without ferromagnetic materials
relies on the SOC-induced interconversions between spin and
charge [21–28]. In addition to the spin Hall effect, the inverse
spin-galvanic effect [29–33], which describes the current-
induced spin polarization (CISP), offers us another efficient
way to generate nonequilibrium spin polarization electrically.
In the presence of Rashba SOC, considering two-dimensional
systems’ lack of inversion symmetry, persistent charge current
produces a steady nonequilibrium spin polarization perpen-
dicular to the applied bias. As shown in Fig. 1(a), a shift of
the Fermi surface in the direction of the persistent current ( jx)
induces an overpopulation of spins along the direction −y,
because of the spin-momentum locking feature of the Rashba
SOC. Therefore the nonferromagnetic system possesses a
spin-polarized charge current [29–33]. The CISP have been
experimentally verified in series of systems, such as a non-
magnetic TMD-graphene heterostructure [34], Be2Se3 films,
and a two-dimensional electron gas (2DEG) at the InAs(001)
interface [35,36]. Theoretically, tunable nonequilibrium spin
polarization has been proposed in an InSe monolayer in the
presence of a perpendicular electric field, for the induced
Rashba SOC [37].

In this paper, we focus on the CISP in the recently syn-
thesized Janus WSSe monolayer, and this paper is organized
as follows: In Sec. II, we present the k · p Hamiltonian based
on the invariant theory and the formulas to compute the spin-
charge conductivity, as well as computational details of the
numerical first-principles calculations about the Janus mono-
layer. In Sec. III, we present the intrinsic current-induced
spin polarization of monolayer Janus WSSe based on both
numerical results and k · p Hamiltonian analyses. The effects
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FIG. 1. (a) Schematics of the CISP effect and the experimen-
tal setup. The left panels show typical Rashba splitting bands and
longitudinal spin polarization induced by transversal charge current,
because of the shift of the Fermi surface. In the right panel, the
transversal charge current is applied between brown contacts and
along the x direction. The bottom gate VG is used to adjust the chemi-
cal potential of the Janus WSSe monolayer. (b) Top and side views of
the Janus WSSe monolayer. The hexagonal primitive cell (defined by
a1 and a2) is indicated by the dashed lines, and the tungsten atoms,
sulfur atoms, and selenium atoms are illustrated with blue, orange,
and pink spheres, respectively. (c) The first Brillouin zone of the
hexagonal primitive cell (defined by b1 and b2); the high-symmetry
points are labeled with red dots.

of temperature and disorders are discussed. Of particular im-
portance, external strains as effective means of modulation are
demonstrated. In Sec. IV, we summarize this work with a brief
conclusion.

II. MODEL AND THEORY

A. Janus WSSe monolayer and the CISP

The crystal structure of the Janus WSSe monolayer is illus-
trated in Fig. 1(b). Similar to the WS2 and WSe2 monolayers,
in the Janus WSSe monolayer, each W atom is bonded with
the six nearest chalcogen atoms, and this forms a honeycomb
structure in the x-y plane [top view in Fig. 1(b)]. Vertically, the
W sublayer is sandwiched by heterogeneous S and Se sublay-
ers, instead of homogeneous S or Se sublayers [side view in
Fig. 1(b)]. Due to the slightly difference between the bond
lengths of W-S and W-Se, the point group changes from D3h

to C3v . The equilibrium lattice constants are calculated to be
a1 = a2 ≈ 3.25 Å. The prototype experimental setup to detect
the CISP is given in Fig. 1(a). Jx is the steady charge current
driven by electric field Ex along the Janus WSSe monolayer,
and Sy is the expected steady nonequilibrium spin polarization
of conduction electrons, induced by Rashba SOC in the Janus
WSSe monolayer.

TABLE I. Character table of the point group C3v and basis
functions for each irreducible representation. Here, (x, y, z) are the
three Cartesian components of an ordinary vector (which changes
sign under spatial inversion) and (Rx, Ry, Rz ) are the three Cartesian
components of an axial vector (which remains invariant under spatial
inversion).

C3v E 2C3 3σv Basis functions

�1 1 1 1 z
�2 1 1 −1 Rz

�3 2 −1 0 (x, y) (Rx, Ry )

Usually, proper definition of the pure spin current is im-
portant in the spin Hall effect [38]. However, the CISP effect
describes the homogenous spin-polarized charge current. In
order to understand the underlying physics, we ignore the
local band bending near the Janus monolayer and contacts and
focus on the homogenous spin-polarized charge current only.
Therefore, without loss of generality, the CISP is defined by
the proportionality Sβ = σ C-S

βα Eα . According to the Onsager
relation, the charge-to-spin (C-S) conductivity is equal to the
spin-to-charge (S-C) conductivity, which reads [39,40]

σ C-S
βα (μ) = − 1

2π

∫
d2k

(2π )2
Tr

[
sβGR

k (μ)JαGA
k (μ)

]
, (1)

where Jα = evα = e
h̄

∂H
∂kα

is the charge current operator, sβ =
h̄
2 σβ is the spin operator, and GR(A)

k (μ) is the retarded (ad-
vanced) Green’s function corresponding to the unperturbed
Hamiltonian H of the system at the chemical potential μ.
In the limit of a clean system, the C-S conductivity σ C-S

βα

would become infinite. However, in real materials, due to the
unavoidable impurity scattering, the lifetime of the conducting
electrons is finite.

B. Effective Hamiltonian

The key to calculate the C-S conductivity is to obtain an
effective Hamiltonian describing the band structures of the
Janus WSSe monolayer properly. In this paper, we get the
effective Hamiltonian both numerically and analytically.

1. k · p Hamiltonian

For a better understanding of the underlying physics,
invariant theory [41–43] is used to construct the k · p Hamil-
tonian of the Janus WSSe monolayer near the high-symmetry
points. The k · p Hamiltonian can be derived from the in-
variants in the Brillouin zone of given point group and
time-reversal operator.

a. k · p Hamiltonian at the � point. The symmetry group of
the Janus WSSe monolayer is C3v and T̂ , with the following
generators: (i) an identity operator E , (ii) a threefold rotation
operator C3, (iii) a mirror reflection operator σv , and (iv)
a time-reversal operator T̂ . Their irreducible representations
and corresponding basis functions are listed in Table I. The
top valence band at the � point belongs to �1, and the in-
variants up to O(k3) for the k · p Hamiltonian are obtained
and shown in Table II. In addition, since the Hamiltonian
should remain invariant under the time-reversal operation T̂ ,
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TABLE II. Invariants belonging to C3v constructed from the 2D
momentum operator (kx, ky ) up to the third order and/or spin oper-
ator (sx, sy, sz ). Here, k2 ≡ k2

x + k2
y . However, (k2

y − k2
x )sy + 2kxkysx

is not invariant under time reversal.

Invariants

First order kxsy − kysx

Second order k2

(k2
y − k2

x )sy + 2kxkysx

Third order (k3
x − 3kxk2

y )sz

the second-order term, (k2
y − k2

x )sy + 2kxkysx in Table II, is not
allowed.

Therefore a third-order k · p Hamiltonian H�
k·p at the �

point satisfying both the crystal and time-reversal symmetry
reads

H�
k·p(k) = k2

2m∗ + α(kxsy − kysx ) + γ
(
k3

x − 3kxk2
y

)
sz, (2)

where m∗ denotes the effective mass. The second term, H�
R ,

describes Rashba SOC. The last term, H�
w , is the so-called

hexagonal warping term and is responsible for the hexagonal
distortions of the original concentric circular Fermi loops
[44]. The strength of hexagonal warping is determined by
the parameter γ . It is notable that H�

w vanishes along the
�-M direction, because sz is odd under this mirror-symmetric
operation, and it reaches a maximum along the direction �-K .
The band dispersion of H�

k·p is

E�
± (k) = k2

2m∗ ±
√

α2k2 + γ 2k2
x

(
k2

x − 3k2
y

)2
, (3)

where E± denotes the eigenvalue of the upper or lower energy
band.

b. k · p Hamiltonian at the K and K ′ points. For the TMD
monolayer family, usually the K and K ′ points are of particular
importance. At the K and K ′ points, the σv operation is absent,
and the point group changes from C3v to C3. Their irreducible
representations and the corresponding basis functions of C3

are listed in Table III. The valence band maximum (VBM)
and conduction band minimum (CBM) belong to K1 and K3,
respectively.

All the invariants up to O(k2) for the k · p Hamiltonian are
obtained and shown in Table IV. In the basis of |v〉 and |c〉,
the k · p Hamiltonian without SOC at the K and K ′ points can

TABLE III. Character table of the point group C3 and basis
functions for each irreducible representation. Here, (x, y, z) are the
three Cartesian components of an ordinary vector (which changes
sign under spatial inversion) and (Rx, Ry, Rz ) are the three Cartesian
components of an axial vector (which remains invariant under spatial
inversion).

C3 E C3 C2
3 Basis functions

K1 1 1 1 z; Rz

K2 1 e2iπ/3 e−2iπ/3 x + iy; Rx + iRy

K3 1 e−2iπ/3 e2iπ/3 x − iy; Rx − iRy

TABLE IV. Invariants belonging to C3 constructed from the 2D
momentum operator (kx, ky ) up to the second order and/or spin
operator (sx, sy, sz ). Here, k2 ≡ k2

x + k2
y .

HK1,K1 HK3,K3 HK1,K3

sz sy − isx

kxsy − kysx ky − ikx

k2 (ky − ikx )sz

(k2
x − k2

y )sy − 2kxkysx k2
x − k2

y + 2ikxky

k2sz (k2
x − k2

y + 2ikxky )sz

k2(sy − isx )

be written as

HK/K ′
(k) =

(
HK/K ′

vv HK/K ′
vc(

HK/K ′
vc

)∗
HK/K ′

cc

)
, (4)

where

HK/K ′
vv = Ev + Cvk2,

HK/K ′
vc = Avc(νky − ikx ) + Bvc

(
k2

x − k2
y + 2νikxky

)
, (5)

HK/K ′
cc = Ec + Cck2,

where Ev and Ec are band-edge energies of the valence band
and conduction band, respectively. Cv , Cc, Avc, and Bvc are
four parameters which can be quantitatively determined by
comparing the band structures obtained from the k · p Hamil-
tonian with the first-principles calculations without SOC in
the vicinity of the K and K ′ points as listed in Table V,
and ν = ±1 is the valley index. By using the spin-dependent
invariants, we can construct the spin-related term

HK/K ′
soc (k) =

(
HK/K ′

vv,soc HK/K ′
vc,soc(

HK/K ′
vc,soc

)∗
HK/K ′

cc,soc

)
, (6)

where

HK/K ′
vv,soc = νλvvsz + ναvv (kxsy − kysx )

+ νβvv

[(
k2

x − k2
y

)
sx − 2kxkysy

] + νξvvk2sz,

HK/K ′
cc,soc = νλccsz + ναcc(kxsy − kysx )

+ νβcc
[(

k2
x − k2

y

)
sx − 2kxkysy

] + νξcck2sz, (7)

HK/K ′
vc,soc = νλvc(sy − isx ) + ναvc(ky − ikx )sz

+βvc
[
ν
(
k2

x − k2
y

) + 2ikxky
]
sz + νξvck2(sy − isx ),

which contains 12 new parameters describing SOC, namely,
λvv , λcc, λvc, αvv , αcc, αvc, βvv , βcc, βvc, ξvv , ξcc, and ξvc.
The total Hamiltonian is HK/K ′

k·p = HK/K ′ + HK/K ′
soc . The new

parameters can be determined by fitting the band structures
obtained from the k · p Hamiltonian with first-principles cal-
culations including the SOC effect as listed in Table V.

2. Tight-binding model

A Wannier tight-binding (WTB) model [45,46] of the
Janus WSSe monolayer is derived from accurate first-
principles calculation, using the WANNIER90 software package
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TABLE V. The parameters of the k · p Hamiltonians H�
k·p and HK/K ′

k·p in the Janus WSSe monolayer.

Parameter Value Unit Parameter Value Unit Parameter Value Unit

m∗ −2.49 me α 0.1136 eV Å γ −0.9617 eV Å3

Ev −0.4628 eV Ec −0.2292 eV Avc 3.3658 eV Å
Bvc −1.5010 eV Å2 Cv −1.9853 eV Å2 Cc 3.9544 eV Å2

λvv 0.2122 eV λcc 0.0318 eV λvc 0.0018 eV
αvv 0.9890 eV Å αcc 0.3187 eV Å αvc 0.1438 eV Å
βvv 0.6947 eV Å2 βcc 0.7873 eV Å2 βvc 0.9268 eV Å2

ξvv −1.6211 eV Å2 ξcc −3.4257 eV Å2 ξvc 0.0581 eV Å2

[47]. The corresponding matrix Hamiltonian can be written as

H i j (k) =
∑

R

Hi j[R]eik·(R+t j−ti ), (8)

where Hi j[R] is the hopping term between the jth orbit in
the unit cell at location R and the ith orbital in the home
orbital in the home unit cell R = 0 and indices i, j include
the spin index for simplicity. The WTB Hamiltonian utilizes
maximally localized Wannier functions (MLWFs) [48,49] as
basis orbitals to capture the physics of the system. In order to
construct the MLWFs, the converged total Wannier spread is
less than 10−10 Å2 in our calculations.

C. First-principles calculations

The first-principles calculations are performed with the
Vienna ab initio simulation package (VASP) code [50,51] based
on density functional theory (DFT) [52,53]. The freestanding
Janus WSSe monolayer is placed in the x-y plane with a
vacuum slab of 20 Å thickness in the z direction to avoid
unphysical interactions between periodic adjacent slabs. The
projector augmented wave (PAW) [54] pseudopotential with
exchange-correlation functional under the generalized gradi-
ent approximation (GGA) of Perdew, Burke, and Ernzerhof
(PBE) [55] is used in our calculations. The equilibrium crys-
tal structure is obtained by full atomic relaxation with the
maximum force on each atom less than 0.01 eV/Å, and the
convergence criterion of the total energy is set to 10−10 eV.
The first Brillouin zone (FBZ) is sampled in 9 × 9 × 1 �-
centered k-point meshes for lattice structure optimization and
16 × 16 × 1 for the calculation of electronic properties. A
plane-wave cutoff energy is set to 500 eV, and the Gaussian
smearing method with a width of 0.01 eV is employed. The
SOC effect is included in all the calculations as well as the
construction of the WTB Hamiltonian.

III. RESULTS AND DISCUSSION

The band structures and projected density of states (DOS)
of the Janus WSSe monolayer are shown in Fig. 2. From the
band structures, one can find a direct band gap Eg = 1.43 eV
between the conduction band minimum (CBM) and the va-
lence band maximum (VBM) locating at the K and K ′ points
in the FBZ. As shown in Fig. 2(b), the major components of
the VBM and CBM are d orbitals of W atoms; more specific
information is included in the d-orbital-resolved projected
band structures as shown in Fig. 2(a). The VBM locates at
the K and K ′ points, with sizable Zeeman-like SOC splitting,

and the major components are dx2+y2 and dxy orbitals of the W
atoms. The CBM locates at the K and K ′ points as well, but the
major component is the dz2 orbital of W atoms. Meanwhile the
second conduction band minimum, denoted as the Q and Q′
points, is composed of the dxz and dyz orbitals. It is noteworthy
that a large Rashba SOC emerges at the � point of the valence
bands, which is dominated by the dz2 orbital component and
stems from the large built-in electric field in the Janus WSSe
monolayer, similar to the case in the Janus MoSSe monolayer
[20].

Considering an ideal clean system, the carrier lifetime τ →
+∞ and the C-S conductivity σ C-S

βα diverge as σ C-S
βα = DC-S

βα τ .
Then the Drude-like coefficient of the C-S conversion can be
written as [56]

DC-S
βα =

∑
m 	=n

∫
d2k

(2π )2
[ f (Em,k ) − f (En,k )]P(k), (9)

where

P(k) = −π · Re
〈m, k|sβ |n, k〉〈n, k|Jα|m, k〉

Em,k − En,k + i0+ . (10)

f (E ) = 1/(e(E−μ)/(kBT ) + 1) is the Fermi-Dirac distribution.
Em(n),k is the energy at the k point, and |m(n), k〉 is the
corresponding wave function. It is notable that the chemical
potential μ is an adjustable parameter which can be tuned by

FIG. 2. (a) The band structures of the Janus WSSe monolayer.
The d orbitals of W atoms are decomposed into dz2 , dx2−y2 + dxy and
dxz + dyz components and are indicated by red-, blue-, and cyan-
colored dots, respectively. (b) The decomposed density of states
(DOS) of p orbitals of S and Se atoms as well as d orbitals of W
atoms of the Janus WSSe monolayer.
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FIG. 3. (a) The C-S response Dyx of the Janus WSSe monolayer in the vicinity of the conduction band minimum and at the temperature
T = 10 K. (b), (c), and (d) show the spin textures at chemical potentials of μ = μv

b, μv
c , and μv

d , respectively. The chemical potentials are
indicated with green dashed horizontal lines in (a), accordingly. (e), (f), and (g), The zoomed-in spin textures of areas in the gray dashed boxes
in (b), (c), and (d), respectively. The two spin textures locate at the Q and K points as shown in Fig. 1(c). The magnitudes of the out-of-plane
spin component sz agree with the color bar on the right.

gate voltage and, in the formula DC-S
yx = −DC-S

xy , is restricted
by the C3v symmetry of the Janus WSSe monolayer. At zero
temperature, the integral over the FBZ in Eq. (9) is limited
within a small region where Em,k < μ < En,k (m < n).

Figure 3(a) shows the Drude-like coefficient DC-S
yx as a

function of chemical potential μ in the conduction bands. By
adjusting the chemical potential smoothly upwards, there are
two remarkable features. Firstly, from the spin texture, one
can find that, compared with the spin textures in the valence
band, the spins in the vicinity of the K and K ′ points in the
conduction band tend to lie on the Sx-Sy plane, which we at-
tribute to the larger Drude-like coefficient DC-S

yx with respect to
that in the valence band. Moreover, due to the energy position
of the Q (Q′) valley locating very close to the K (K ′) point
[see Fig. 2(a)], the contribution to DC-S

yx that comes from the Q
(Q′) point increases as the chemical potential shifts as shown
in Figs. 3(c) and 3(d). For clarity, a pair of zoomed-in spin
textures around the Q and K points are shown in Figs. 3(f) and
3(g)], and the corresponding chemical potentials are indicated
with green dashed lines in Fig. 3(a). The two features lead
to two obvious discontinuity points of DC-S

yx in Fig. 3(a) with
μ ≈ 1.22 eV and μ ≈ 1.41 eV, respectively.

Likewise, Fig. 4(a) shows the Drude-like coefficient DC-S
yx

as a function of chemical potential μ in the valence bands.
The curve of DC-S

yx starts at the edge of the band gap with
a very small negative value, which refers to the topmost va-
lence band at the K and K ′ points. The corresponding spin
textures [Fig. 4(b)] reveal that DC-S

yx is attributed to six Fermi
pockets with alternative positive and negative sz components.
It is worth emphasizing that in the range E�m < μ < Evbm

the vertical alignment of spin orientations is the result of the
Zeeman-like SOC at the K and K ′ points in the valence band.
However, in the presence of Rashba SOC, all the spins are
tilted, and the net nonzero in-plane spin components (sx, sy)
lead to the nonzero value of DC-S

yx .
As the chemical potential shifts downwards continuously, a

peak of DC-S
yx occurs at μ = E�m, where the contribution from

FIG. 4. (a) The C-S response Dyx of the Janus WSSe monolayer
in the vicinity of the valence band maximum in the clean limit and at
the temperature T = 10 K. (b), (d), and (e) show the spin textures
at chemical potentials of μ = μv

b, μv
d , and μv

e , respectively. The
chemical potentials are indicated with green dashed horizontal lines
in (a), accordingly. (c) Spatial spin orientation of points near the K
point [as indicated by the gray arrow in (b)]; the major component
is aligned to the sz. (f) and (g) are zoomed-in spin textures of areas
in the gray dashed boxes in (d) and (e) at the � point, respectively.
The magnitudes of the out-of-plane spin component sz agree with the
color bar on the right.
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spin textures at the � point takes part and becomes dominant
rapidly. In Fig. 4(d), one can find a pair of concentric cir-
cles with opposite in-plane spin orientations [zoomed-in view
shown in Fig. 4(f)] in the center of the FBZ, except for the six
Fermi pockets on the corners. This pair of concentric circles
are the fingerprint of Rashba SOC, which can be described
by a 2 × 2 effective k · p Hamiltonian, HR = α(kxsy − kysx ),
where α denotes the so-called Rashba parameter. At equilib-
rium, for a given momentum, opposite spins cancel in pairs
with the same magnitude, and in the presence of an applied
electric field, additional momentum is added along the y di-
rection, which induces nonzero net spin by summing the kx

and −kx states, as well as net spin polarization. This is the
typical CISP in the literature, and the spin polarization is
linearly proportional to the Rashba parameter α. From the
numerical results, one can find that the value of DC-S

yx has
the same order of magnitude as that in the LaAlO3/SrTiO3

(LAO/STO) oxide interface [about −0.01 (−e)] [56], due to
the large intrinsic Rashba SOC in the Janus WSSe monolayer.

Unexpectedly, as the chemical potential goes deep into the
valence band, and the Drude-like coefficient DC-S

yx increases
gradually and eventually reverses sign at chemical potential
μ ≈ −0.73 eV. To capture the underlying physics of the sign
change, spin textures at μ = μv

e are depicted in Figs. 4(e)
and 4(g). One can find that the two concentric circles endure
dramatic deformation into two hexagons. Furthermore, unlike
the zero sz components on the concentric circles, sz oscillates
periodically on the hexagons, and the in-plane spin orienta-
tions are not strictly tangent to the hexagonal contour.

The phenomenological description of sign change is not
adequate. In order to capture the underlying physics of sign
change of CISP, we focus on the effective k · p Hamilto-
nian. For the valence band, since the dominant components
of the Drude-like coefficient DC-S

yx are attributed to states
in the vicinity of the � point, we consider the irreducible
representation of �1, whose orbital wave function remains
invariant under all operations of C3v . As shown in Fig. 5(a),
the obtained parameters of Hamiltonian H�

k·p are m∗ =
−2.49 me, α = 113.6 meV Å, and γ = −961.7 meV Å3. Al-
though the Hamiltonian H�

k·p is threefold invariant, the
hexagonal warping of the Fermi surface is sixfold symmetric
under time-reversal symmetry. The corresponding spin texture
at the chemical potential μ = μv

e calculated from the Hamil-
tonian H�

k·p [see Fig. 5(b)] is consistent with the previous
first-principles calculations [see Fig. 4(g)].

The Drude-like coefficient DC-S
yx derived from the k · p

Hamiltonian H�
k·p is shown in Fig. 5(c). In the region be-

tween E�m and Evbm, Dyx vanishes, which fits the nonzero
Dyx obtained from the first-principles calculations. More im-
portantly, when the chemical potential decreases (μ < E�m),
DC-S

yx derived from the k · p Hamiltonian endures a gradual
increase and eventually reverses sign at chemical potential
μ ≈ −0.81 eV, which is qualitatively close to the results
of first-principles calculations. In order to interpret the sign
change process, the integrated P(k) in Eq. (10) is divided into
two parts (unit is −e),

P1(k) = π

2

−α3k2
y[

α2k2 + γ 2k2
x

(
k2

x − 3k2
y

)2] 3
2

,

FIG. 5. (a) The band structures of the Janus WSSe monolayer
in the vicinity of the � point obtained by the k · p Hamiltonian
(red solid lines) and first-principles calculations (blue open circles).
(b) The spin textures at the chemical potential μ = μv

e in Fig. 4
obtained by the k · p Hamiltonian. (c) The C-S response Dyx of the
Janus WSSe monolayer obtained by the k · p Hamiltonian (red solid
line) and first-principles calculations (blue solid line) in the clean
limit and at the temperature T = 10 K. Dyx (P1) and Dyx (P2) are
the integrations of P1 and P2, respectively. (d) Comparison of the
C-S response Dyx of the Janus WSSe monolayer obtained by the
k · p Hamiltonian (red solid line) and the same Hamiltonian but with
α = 0 (green solid line), γ = 0 (blue dotted line), and α = γ = 0
(black dashed line).

P2(k) = π

2

2αγ 2k4
x

(
k2

x − 3k2
y

)
[
α2k2 + γ 2k2

x

(
k2

x − 3k2
y

)2] 3
2

. (11)

As shown in Fig. 5(c), their integrals Dyx(P1) and Dyx(P2) in
Eq. (9) are negative and positive, respectively. Both of them
increase as the chemical potential decreases. Therefore the
Drude-like coefficient DC-S

yx , the sum of Dyx(P1) and Dyx(P2),
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increases with decreasing chemical potential and eventually
reverses sign.

Furthermore, we discuss three special cases of Eq. (11) by
adjusting parameters α and γ (unit is −e):

Dyx(P1) = Dyx(P2) = 0, α = γ = 0

Dyx(P1) = Dyx(P2) = 0, α = 0, γ 	= 0

Dyx(P1) = αm∗/4, Dyx(P2) = 0, α 	= 0, γ = 0. (12)

The corresponding Drude-like coefficients DC-S
yx are shown

in Fig. 5(d). In these cases, we note that DC-S
yx is nonzero

only if α is nonzero, which reduces to the effect of only the
Rashba SOC term. Its analytic expression is a constant, which
is only proportional to the Rashba SOC constant α and the
effective mass m∗. γ is a parameter quantitatively describing
the warping of the hexagon in the vicinity of the � point.
When γ is also nonzero, Dyx(P1) is no longer a constant, and
Dyx(P2) have a nonzero value.

The sign reversal of the spin polarization comes from the
competition between the intrinsic Rashba SOC and the band
warping. For a nonzero k in the FBZ, the band warping effect
becomes more significant, as the chemical potential decreases.
As shown in Fig. 5(b), due to the band warping effect, the
initial concentric circles on the Fermi surface deform into
hexagonal rings with a relative rotation angle of 30◦. Simul-
taneously, the spin texture on the Fermi surface is distorted,
which results in the sign reversal of the spin polarization. We
separate the Drude-like coefficient DC-S

yx as the sum of Dyx(P1)
and Dyx(P2). In Fig. 5(c), one can find that the values of
Dyx(P1) and Dyx(P2) become nonzero as the chemical poten-
tial approaches the valence bands at the � point, because in
the vicinity of the � point, the Rashba SOC plays a dominant
role in the CISP. It is notable that the values of Dyx(P1) and
Dyx(P2) are negative and positive initially, the values of both
terms tend to increase as the chemical potential decreases, and
the sum of the two parts leads to the sign reversal of the spin
polarization. In Fig. 5(d), four cases are shown with different
combinations of α and γ . We demonstrate that the CISP ap-
pears only if the Rashba SOC is nonzero (α 	= 0). For the case
where the Rashba SOC is included but the band warping effect
is absent (γ = 0), the Drude-like coefficient DC-S

yx remains
negative. Furthermore, in the presence of both Rashba SOC
and the band warping effect, the Drude-like coefficient DC-S

yx
displays a sign reversal as the chemical potential decreases
across the critical point.

Then, we discuss the influence of temperature on Drude-
like coefficient DC-S

yx in the clean limit. As shown in Fig. 6(a),
with the increasing temperature the peak of DC-S

yx tends to be
smoothed in the vicinity of E�m. This is a natural result of
the broadening of the Fermi-Dirac distribution at finite tem-
perature. Furthermore, the maximum value of DC-S

yx is reduced
as the temperature increases, which is consistent with k · p
Hamiltonian predictions as shown in Fig. 6(b). However, the
values of the Drude-like coefficient DC-S

yx are still comparable
to the ones of the LAO/STO oxide interface even up to room
temperature.

Finally, the disorder effects are taken into account. For
a disordered system, GR(A) is the disorder-averaged Green’s

FIG. 6. Comparison of the C-S response Dyx of the Janus WSSe
monolayer obtained by (a) first-principles calculations and (b) the
k · p Hamiltonian in the clean limit with different temperatures T =
10 K (blue lines), T = 100 K (red lines), and T = 300 K (green
lines), respectively.

function and takes the form

GR(A) = 1

μ −H ± i�
, (13)

where H is the total Hamiltonian written in Eq. (8) and
� = h̄/2τ . For simplicity, various scattering processes are
parametrized with the momentum relaxation time τ phe-
nomenologically. Considering ideal occasions where the
scattering processes are weak and rare, one can deal with
the transport with a ballistic approximation. We believe that
the underlying physics is also similar in the diffusive regime.
For randomly distributed short-range impurities, the ran-
dom potential V (r) with Gaussian correlations 〈V (r)V (r′)〉 =
niV 2

0 δ(r − r′) is utilized, and the Born approximation is used
to obtain � = niV 2

0 N (μ) without using a vertex correction
[57]. The ni is the impurity density, V0 is the disorder scat-
tering potential, and N (μ) is the total DOS at the chemical
potential μ as shown in Fig. 2(b).

Figure 7(a) shows the zero-temperature C-S conductivity
of the Janus WSSe monolayer, which is calculated at the
chemical potential μ with different disorder strengths by using
Eq. (1). Compared with the Drude-like coefficient DC-S

yx shown
in Fig. 4(a), the C-S conductivity possesses three characteris-
tics. Firstly, as the disorder strength niV 2

0 increases, the C-S
conductivity σ C-S

yx decreases monotonically, which is a result
of the energy level broadening. Secondly, in the valence band,
the K and K ′ points contribute more to the C-S conductivity,
compared with the Drude-like coefficient in the clean-limit
case. Finally, it is notable that the sign change of the C-S con-
ductivity occurs at the same chemical potential for different
disorder strengths, which is also well consistent with our k · p
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FIG. 7. (a) Comparison of the C-S conductivity σ C-S
yx of Janus

WSSe monolayer obtained by (a) first-principles calculations and
(b) the k · p Hamiltonian with different disorder strengths niV 2

0 =
0.8 × 10−3 (eV Å)2 (blue lines), niV 2

0 = 1.2 × 10−3 (eV Å)2 (red
lines), and niV 2

0 = 1.6 × 10−3 (eV Å)2 (green lines).

Hamiltonian predictions, as shown in Fig. 7(b). Therefore the
sign change is an intrinsic and robust process, due to the
interplay between Rashba SOC and hexagonal warping of
the energy bands.

The CISP is insensitive to variations of temperature or
disorder, yet could be effectively modulated by external strain.
In Fig. 8, the effects of biaxial and uniaxial tensile strains
on the band structures and CISP are demonstrated. For the
biaxial strain, one can find that a direct-indirect band gap
transition occurs as the strength of the tensile strain increases.
In conduction bands, the CBM remains at the K and K ′ points.
In contrast, in the valence bands, the valleys at the K and K ′
points descend, while the � point ascends. As a consequence,
one can find that the critical sign change points of the Janus
WSSe monolayer are lifted by approximately 100 meV. The
critical sign change points still tend to merge at the same
value, since the biaxial tensile strain only lifts the relative en-
ergy of the � point without changing the anisotropic character
of the band dispersion. However, it is notable that the peak
of C-S conductivity decreases exponentially as the strength of
the biaxial tensile strain increases.

For the uniaxial strain, both the tensile strain applied along
the zigzag direction and the tensile strain applied along the
armchair direction are studied. From Fig. 8, one can find
that both the applied tensile uniaxial strain along the zigzag
direction and the applied tensile uniaxial strain along the arm-
chair direction induce the decrease of the C-S conductivity.
Compared with the biaxial strain, the peak of the C-S conduc-
tivity decreases almost linearly as the strength of the uniaxial

FIG. 8. The upper panels show band structures of the Janus WSSe monolayer under (a) external biaxial tensile strain, (b) external uniaxial
tensile strain along the zigzag direction, and (c) external uniaxial tensile strain along the armchair direction. The deformed crystal structures
are illustrated as corresponding inset panels, and the deformation is determined as 6% larger with respect to the equilibrium lattice constant.
The lower panels show C-S conductivity curves of the Janus WSSe monolayer under various (d) external biaxial tensile strains, (e) external
uniaxial tensile strains along the zigzag direction, and (f) external uniaxial tensile strains along the armchair direction. The strengths of the
strains are indicated with solid lines of different colors.
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strain increases. However, the critical sign change points are
shifted. For an applied uniaxial strain as strong as 6%, the
critical point is lifted by about 200 meV. The reason can be
interpreted by the strain-modulated band structures; from the
band structures in Figs. 8(b) and 8(c), one can find out that,
even under a uniaxial tensile strain of 6%, the band structures
retain their direct-gap characteristic, and the relative positions
between the VBM and the � point change little. However, the
uniaxial strain increases the anisotropy of the band structures
and breaks the robustness of the value of the critical sign
change point.

It is difficult to tune the chemical potential deep into
the sign change point by means of conventional oxide-based
transistor gating. Fortunately, utilizing the state-of-the-art
techniques of electrostatic gating and intercalation [58], both
the effective chemical potential shifting and in-plane strain
can be realized simultaneously. For example, ionic gating
with lithium-ion-based electrolytes could provide sheet carrier
density up to 1014 cm−2 in monolayer TMD [8], and ionic
intercalation causes ∼5% uniaxial strain in WTe2 [59]. From
this point of view, the sign change and dynamic modulation of
the CISP are accessible nowadays.

IV. CONCLUSION

In summary, by performing first-principles calculations,
we investigate electronic structures and the CISP of the re-
cently synthesized Janus WSSe monolayer. Because of the

vertical mirror symmetry breaking, huge perpendicular built-
in polarization as well as large intrinsic Rashba SOC emerge
in the Janus WSSe monolayer, and sizable current-spin con-
ductivities are expected both in the conduction bands and in
the valence bands. The magnitude of current-spin conductivity
is comparable to previously reported values in perovskite ox-
ide interfaces, even at room temperature and in the presence
of short-range disorder. Unexpectedly, a robust sign change
of the current-spin conductivity is revealed in the valence
bands of Janus WSSe. By analyzing the effective Hamiltonian
derived from invariant theory, we find that this sign change
is a result of the competition between intrinsic Rashba SOC
and the hexagonal warping of the valence bands. The CISP
in the Janus WSSe monolayer is insensitive to variations of
temperature and purity but can be effectively modulated by
external biaxial or uniaxial strain. Our analytic and numerical
results suggest that the Janus WSSe monolayer not only is an
abundant platform to study the interplay between symmetry
and degrees of freedom but also could be a promising candi-
date material to realize flexible two-dimensional spintronics
devices.
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