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Proximity-induced charge density wave in a metallic system
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Nonlocal quasiparticles in correlated quantum materials can exhibit the proximity effect. For instance, in metal
superconductor hybrid systems, the leaking of Cooper pairs to the metallic region induces superconducting
correlations in a standard metal. This paper explores the proximity effects of charge density wave (CDW) on
metal using the attractive Hubbard model, which harbors CDW state at half filling. Our fully self-consistent
calculations demonstrate that periodic charge modulations develop in a metal due to the tunneling of finite
momentum particle-hole pairs from the CDW region. Upon doping the normal region, the commensurate CDW
changes to an incommensurate one by incorporating regular phase shifts. Furthermore, the induced CDW
produces a soft gap in the density of states and thus can be detected in tunneling experiments. We discuss
our results in light of recent reports of such proximity-induced charge order in different two-dimensional
heterostructures.
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I. INTRODUCTION

Strongly correlated quantum systems exhibit extremely
rich phase diagrams with various broken symmetry phases
like superconductivity (SC), charge [1–3] and spin density
wave [4], and Mott insulator [5,6], among others [7–10].
Charge density waves (CDW) are often found close by SC
in several transition metal dichalcogenides (TMDs) [11,12],
cuprates [1,2], and twisted bilayer graphene [13,14]. Such
closeness of quantum many-body phases suggests an intimate
connection between CDW and SC despite their vastly differ-
ing physical properties [15].

Moreover, rapid advances in van der Waals engineering
of thin layered two-dimensional (2D) materials allow pre-
cise control over their electronic structure via tuning of the
doping, strain, and thickness [16,17]. These layers can be
stacked with other 2D materials to form a heterostructure
like a Lego. The different layers can harbor multiple broken
symmetry phases and topological band structures, which can
be merged to provide desirable properties [18]. Thus contact
proximity effects are now becoming a vital tuning knob to
drive correlation effects among different layers of 2D mate-
rials. Since the electrons cannot abruptly change their nature
across the interface between two materials, proximity-induced
order develops in the other region until scattering with free
electrons kills the phase coherence [19]. Atomically clean in-
terfaces in 2D systems reduce such scattering events allowing
a long-ranged proximity-induced order to survive. Early stud-
ies on SC/metal hybrid systems establish the tunneling of SC
pair amplitude in the metals [20,21]. Additionally, proximity
effects are found for magnetism [22], topological insulators
[23], and quantum Hall systems [24].

However, the CDW proximity effect of 1T -TaS2 on thin
bismuth has only been recently reported [25]. The prox-
imity effect disappears as the thickness of the bismuth
layer increases, showing CDW correlations decay in the

three-dimensional limit. Scanning tunneling microscopy
(STM) studies also show proximity-induced CDW from 1T -
TaS2 on graphene [26]. The induced CDW in graphene shows
the same “star-of-David” pattern as in the TMD layer. CDW
proximity effects are also apparent in similar hybrid materials
from the resistivity measurements [27]. Another study focuses
on CDW and SC proximity effects of 1H-NbSe2 on a few
different materials and found CDW proximity effects on some
among those [28]. Additionally, in cuprates/magnetites het-
erostructure, CDW order stabilizes by the inverse proximity
effect of ferromagnetism on SC order [29]. These experimen-
tal signatures prompt a more detailed understanding of CDW
proximity effects.

Early theoretical works using semiclassical analysis pre-
dict proximity-induced CDW generated by Friedel oscilla-
tions [30,31]. However, self-consistent microscopic calcula-
tions for such proximity-induced CDW order are still lacking,
unlike superconducting order [32]. Moreover, the connection
of induced CDW with the Friedel oscillations needs to be
carefully examined. Furthermore, the effect of different tuning
parameters like doping and disorder must be clarified. The
behavior of experimentally relevant physical quantities like
the local density of states (LDOS) and spectral functions for
the proximity-induced CDW needs to be comprehended.

This paper focuses on a minimal model to study CDW
proximity effects on metal. The attractive Hubbard model,
which supports a charge density wave at half filling [33,34],
acts as our model for the CDW layer. Similarly, a noninteract-
ing tight-binding model on a square lattice characterizes the
metal. We allow the electrons to hop back and forth from the
CDW region to the metal region. Strikingly, such a straightfor-
ward model can account for the CDW correlations in normal
regions. As the hole doping increases on the metal side, we
observe a transition from commensurate induced CDW to
incommensurate by incorporating regular phase shifts. Fur-
thermore, the ordering wave vector of the CDW oscillation
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is distinct from that of the Friedel oscillation close to half
filling. The destruction of the induced CDW on disordering
the CDW side also distinguishes between the proximity effect
and the Friedel oscillation. We predict the behavior of the
local density of states at Fermi energy follows the induced
CDW structure, which can be extracted in STM experiments.
In the next section, we discuss the details of the model and
method used in this study.

II. MODEL AND METHOD

We study the effective tight-binding attractive Hubbard
model to capture the interplay between the charge density
wave (CDW) on a metallic system. The model is given by

H = −t
∑

〈i, j〉,σ
(c†

iσ c jσ + H.c.) −
∑

i

Uin̂i,↑n̂i,↓ −
∑
i,σ

μin̂i,σ .

(1)

Here c†
i,σ (ci,σ ) creates (annihilates) electron of spin σ =↑,↓

at site i in a two-dimensional square lattice. The parameter
t denotes the hopping strength between the nearest neighbor
sites. We fix t = 1 and all the energy scales are in the units of
t . Ui is the site-dependent on-site attractive potential and μi is
the site-dependent chemical potential term. The density oper-
ator is denoted by n̂iσ = c†

i,σ ci,σ . The local density is given by

ρi = ∑
σ 〈c†

i,σ ci,σ 〉, where 〈. . .〉 denotes the expectation value
in the ground state since we work at zero temperature, i.e.,
T = 0.

To model a CDW-metal junction, we choose the on-site
attractive potential Ui in the following manner:

Ui =
{

U for xi � LJ ,

0 for xi > LJ ,
(2)

where LJ is the length of the interacting side. The schematic
of our setup is shown in Fig. 1(a), where, on the left side,
correlated phases can generate from the interaction term.
In contrast, the right-hand side is just the noninteracting
tight-binding model, which is metallic in the absence of any
proximity effect. Electrons can hop from the interacting side
to the noninteracting side generating proximity effects. For the
rest of the analysis, the interaction is fixed to U = 1.5t .

Similarly, the average electron density on the left and right
terminals is tuned by modifying the chemical potential,

μi =
{

0 for xi � LJ ,

−μ for xi > LJ .
(3)

The average density of the electron is given by
ρ = (1/N )

∑N
i=1 ρi, where N is the number of lattice sites in

each terminal. Here we work with the convention such that
the half filling is at μ = 0 and the negative chemical potential
reduces the average electron density (hole doped). As seen in
Eq. (3), we always fix the density of the interacting side at
half filling. However, we study in Sec. III A the effect of hole
doping the noninteracting region and represent the average
density of the noninteracting region by ρN .

The attractive interactions between the electrons allows
for two-independent orders at half filling—s-wave super-
conductivity and charge density waves. Therefore, we make
a mean-field decomposition of the interaction term in the

(a)

(b)

FIG. 1. (a) Schematics of the model setup. The left side allows
for a charge density wave state due to the attractive interactions at
half filling. The interaction is set to zero on the right side leading
to a noninteracting region for L > 100. (b) The self-consistent local
density along the x direction. The region where the interactions are
present shows strong density wave oscillations with a modulation
wave vector Q = π . However, CDW modulations survive on the
noninteracting side, leading to proximity-induced CDW fluctuations.
Inset shows local density in the noninteracting regions.

Cooper and Hartree channels. The inhomogeneous mean-field
decomposition of Hartree shift, where ρi = ∑

σ 〈c†
iσ ciσ 〉 is a

site-dependent parameter along with local superconducting
pairing �i = −Ui〈ci↓ci↑〉. To find a self-consistent CDW pat-
tern, we provide the initial guess of the local density to be
modulating around the average density ρ, given as

ρi = ρ + χi cos(Q · r). (4)

Here, χi is the local CDW amplitude and ordering wave vector
Q = (π, π ).

To focus on the CDW proximity effect, we suppress the
superconducting order. The SC proximity effect is well known
in similar calculations, although studies for the CDW states
are still lacking [32,35,36]. We can suppress the SC order by
setting pairing to �i = 0 on all the sites. After performing the
Hartree-Fock decomposition of the inhomogeneous attractive
Hubbard model, we obtain

HCDW = −t
∑

〈i, j〉,σ
(c†

iσ c jσ + H.c.) −
∑
i,σ

(
μi + Ui

2
ρi

)
niσ .

(5)

The Hartree term gives rise to the charge density wave for the
attractive Hubbard model at half filling. Therefore, we always
fix the left terminal at half filling to produce a CDW state.
Finally, we solve for local density until self-consistency is
achieved.
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An independent calculation is performed with a homo-
geneous Hartree shift to compare the above mean-field
decomposition with no CDW on the left terminal. The Hamil-
tonian is given by

Hhom = −t
∑

〈i, j〉,σ
(c†

iσ c jσ + H.c.) −
∑
i,σ

(
μi + Ui

2
ρ

)
niσ .

(6)

Here we have replaced the local density with the average
density, prohibiting any charge ordering on the interacting
side. Such mean-field decomposition distinguishes between
the CDW proximity effect and the regular Friedel oscillation
due to the electron density mismatch at the two terminals.

Figure 1(a) presents the schematics of our setup. We have
open boundary conditions along the x direction, whereas we
used periodic boundary conditions in the y directions. Due
to the translation invariance in the y direction, one can use
the standard repeated zone scheme to block diagonalize the
Hamiltonian. Note that a (π, π ) CDW order breaks the sub-
lattice symmetry of the square lattice; the density wave pattern
is periodic after two lattice sites in both directions. Hence
the supercell consists of two consecutive rows of length L.
We solve for supercell of size 2 × L and use the repeated
zone scheme following Refs. [32,35,36]. We performed our
calculations on a 400 × 400 system. We fix the LJ = 100 and
study the proximity effects on the metallic regions for all
x > 100.

III. RESULTS

In Fig. 1(b), we plot the self-consistent local density profile
where both sides are precisely at the half filling. Since the
system supports the charge order on the left side, it shows a
robust staggering pattern for x < LJ . Interestingly, the CDW
modulations impede the noninteracting region. A significant
charge oscillation remains at the same wave vector in the nor-
mal region for x > LJ , as shown in the inset of Fig. 1(b). Note
that the system also exhibits an inverse proximity effect of the
metal in reducing the CDW amplitude near the interface. We
present our results far from the boundary at x = 400.

A. Effect of doping the normal region

Next, we study the evolution of local density as the average
density ρN is tuned in the normal region [37]. Such a study can
reveal whether the CDW proximity effect is a special feature
of the particle-hole symmetric point exactly at half filling.
The tuning ρN only on the normal regions leads to a density
mismatch at the interface. Such mismatch leads to the Friedel
oscillation along with the CDW proximity effects. We show
the density fluctuation δρ(x) = ρ(x) − ρ, on the left panels of
Fig. 2. Furthermore, we track any sign change in the regular
density pattern to identify the phase shift of the oscillation
and indicate it using the orange traces. On the right panel is
the Fourier transform of δρ, denoted by S(q).

Figure 2(a) shows regular CDW oscillation with decaying
amplitude when ρN = 1. Additionally, there is also no phase
shift at this electron density. The Fourier transform of the
density fluctuations S(q) shows in Fig. 2(e) a sharp peak at

the ordering wave vector q = π . However, since there is no
average density mismatch between the two terminals, the S(q)
is flat for Hhom, i.e., for a system with no CDW. This indicates
that the charge modulations in the normal region are due to the
CDW proximity effect and not regular Friedel oscillations.

As the density of the normal region is tuned away from
half filling, the situation changes significantly. Figures 2(b)–
2(d) reveal domains of coherent charge modulations with
an occasional phase shift. The S(q) peak also displays in
Figs. 2(f)–2(h) a splitting around the ordering wave vector.
The amount of splitting is inversely proportional to the mean
distance between the successive phase shift. Furthermore,
Friedel oscillations are generated along with the CDW prox-
imity effect due to the density mismatch between the two
terminals. The black traces in Figs. 2(f)–2(h) show the S(q)
peak for a system with no charge order in the left terminal.
This reveals that the weaker peaks in Figs. 2(f)–2(h) are due
to Friedel oscillations.

As the hole doping of the noninteracting side increases,
the domains of coherent modulations reduce in size. Conse-
quently, the splitting of the peak increases. The split peak
from the remnant ordering wave vector almost merges with
the Friedel oscillation peak for ρN ∼ 0.7 for the parameters
studied in this paper. Hence the CDW proximity effect, if any,
is not distinguishable from the standard Friedel oscillation for
such low electron density of the normal region.

B. Local density of states

We study the local density of states (LDOS), routinely
measured in STM experiments. The LDOS is given by

N (E , x) =
∑

n

|φn(x)|2δ(E − εn), (7)

where εn and φn are the eigvenvalues and eigenvectors of the
self-consistent mean-field Hamiltonian HCDW. We quote the
energy such that the Fermi energy is always at E = 0. First,
we focus on the LDOS at a particular spatial location x (fixing
y = 1) for ρN = 1.0 in Figs. 3(a) and 3(b). As expected, the
CDW terminal for x < 100 has a hard gap. However, the gap
edge peak oscillates from positive to negative energies due to
the density oscillation in the two sublattices. Such oscillation
indicates that A(B) sublattice has more occupied (unoccupied)
states below (above) the Fermi energy as shown in Figs. 3(a)
and 3(b). This makes LDOS a probe of the local electron
density studied in the previous section.

Moreover, the gap of LDOS starts to fill up as one ap-
proaches the boundary of the CDW region at x = 100. A soft
dip at the gap edge is observed precisely at the interface. Far
away from the interface, the magnitude of the dip reduces and
the location of the dip approaches E = 0. The LDOS of the
normal region is unlike a typical metal and is significantly
altered due to the induced CDW.

The presence of the in-gap states in the normal region with
a gapped spectrum in the CDW region makes it an experi-
mentally accessible tool to detect proximity-induced spatial
modulations. First, we dwell on the LDOS at Fermi energy as
a function of x in Figs. 3(c)–3(e). For ρN = 1, the LDOS at
E = 0 modulates with the same wave vector and has no phase
shifts as observed in Sec. III A. Moreover, as we move away
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

FIG. 2. Left panels show the evolution of the proximity-induced local density oscillation with changing electron density ρN on the
noninteracting side. (a) ρN = 1.0 shows long-ranged but decaying charge modulations in the noninteracting terminal. (b) For ρN = 0.966,
the local density generates domains of CDW modulations as it suffers regular phase shifts. The orange traces indicate the position of phase
shifts. (c) For ρN = 0.938, as the noninteracting side is hole doped further, the coherent domains of CDW modulations become shorter. (d) For
ρN = 0.891, the phase shifts become more frequent. Right panels show the Fourier transform of the density fluctuations identifying the primary
ordering wave vectors of the density modulations. (e) The S(q) shows the peak at q = π as expected. The black traces show the same from an
independent calculation with a homogeneous Hartree shift. (f) For ρN = 0.966, the ordering wave vector splits from π . The additional peak at
low-q appears due to Friedel oscillation. (g) For ρN = 0.938, the splitting of the ordering peak increases. (h) Same for ρN = 0.891.

from half filling, the phase shift can also be identified in the
LDOS at zero energy in Figs. 3(d) and 3(e).

C. Effect of disorder

Additionally, we perturb the charge ordering by applying
disorder in the CDW region and study the proximity of disor-
dered CDW on clean metal. The disorder is modeled by

HV =
∑
i,σ

Vin̂iσ , (8)

where Vi are chosen from a uniform random distribution
such that Vi = [−V/2,V/2], with V representing the disorder
strength. The charge order breaks the translational symmetry,
which makes it essential to solve the problem in real space
only. Hence we work with a smaller system 20 × 100 with
LJ = 50.

Past studies have shown the charge order gets weakened by
impurities, as it forms phase-shifted puddles of charge modu-
lations [38,39]. Figure 4(a) confirms the picture as the mean
amplitude of the CDW reduces rapidly as one increases the
disorder strength. The χ (Q) is peak of the S(qx, qy) averaged
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(a) (b)

(c)

(d)

(e)

FIG. 3. (a),(b) Local density of states at location x. Panel (a) for
A sublattice and (b) for B sublattice. For x < 100, the system is in
the CDW phase and consequently gapped. For x > 100, the LDOS
produces in-gap states and exhibits a dip. (c)–(e) N (E = 0, x) for
different electronic density of the noninteracting terminal. The spa-
tially resolved LDOS for the interacting region at E = 0 vanishes in
the CDW region but shows density oscillation in the normal region.
LDOS at zero energy oscillates spatially with the same wave vector
Q = π . The phase shift of the ρ(x) observed in Fig. 2 can also be
identified in N (E = 0, x).

over 20 independent random configurations. The proximity-
induced CDW in the normal region also weakens around the
same disorder strength.

Next, we focus on the spatial features of the disordered
CDW proximity effect. For V = 0.7, disorder creates an

(a) (b)

(c)

(d)

(f)
(e)

FIG. 4. (a) CDW amplitude reduces with increasing disorder
strength for the interacting side. (b) The strength of the proximity-
induced CDW amplitude closely follows the demise of the CDW
in the interacting region. (c) The density profile δρ(x, y) for
V = 0.7 in the interacting region. (d) The same in the normal region.
Even when the density profile for x < 50 is inhomogeneous due
to impurities, the normal region shows uniform proximity-induced
charge modulations. However, when the disorder strength restricts
the charge modulations in phase-shifted puddles, as shown in (e),
only weak patches of proximity-induced charge modulations appear
on the normal side shown in (f).

inhomogeneous modulation pattern in the interacting region.
However, it still induces a uniform charge order in the nor-
mal region [Fig. 4(d)]. Thus the proximity effect persists if
an overall CDW ordering is retained nearby. However, the
spatial organization changes drastically when the average
ordering collapses for V = 1.0. Figure 4(e) exhibits small
phase-shifted puddles of charge modulations in the interacting
regions. The proximity-induced charge order is only observed
in small patches as the density remains uniform in most sam-
ples. Furthermore, δρ only shows mild oscillations due to
impurity-induced Friedel oscillations in the nearby region.

IV. SUMMARY AND CONCLUSIONS

This paper uses the attractive Hubbard model to study the
charge density wave proximity effect on metal. Charge density
modulations induce in the normal regions due to the tunneling
of finite momentum particle-hole pairs from the interacting
to the metallic regions. Therefore, the minimal ingredient
to capture the contact proximity effect is the tunneling of
quasiparticles from the ordered to the metallic region and
vice versa. Although our model assumes a clean interface
tunneling at the CDW metal junction, our results are expected
to hold for moderately disordered tunneling. Consequently,
advancements in fabricating atomically smooth surfaces with
the capability to stack them without contamination demon-
strate the proximity effects of CDW on graphene from the
1T -TaS2 [26].
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Furthermore, the induced CDW pattern suffers regular
phase shifts upon doping the normal region, leading to the
ordering wave vector splitting. Such splitting of the ordering
wave vector indicates an incommensuration of the induced
charge order. Local density of states can capture such phase
shifts in CDW as shown in Figs. 3(d) and 3(e). Past stud-
ies [40] show a relation between the phase shift and the
splitting of the ordering wave vector. The ordering wave vec-
tor shifts if the number of periods the commensurate CDW
should accommodate over the whole system modifies due to
the phase fluctuations. The doping of the normal regions in
Fig. 2 reduces the number of complete oscillations with the
same wave vector. Hence it suffers phase shift and splitting
of ordering wave vector. Our results predict that the exper-
iments on the graphene/1T -TaS2 heterostructures by tuning
the electron density in the graphene layer should reveal such
qualitative signatures. Furthermore, our study also predicts a
CDW proximity effect even if the charge pattern in CDW layer
is inhomogeneous due to spatial disorder.

Moreover, in Appendix B, we demonstrate the combined
proximity effects when the SC and CDW state coexists at half
filling. A particle-hole transformation of the down-electron
operators transforms the attractive interactions to repulsion
at half filling [38]. Such transformation generates a mapping
from the coexisting CDW and s-wave superconductivity to the
different components of the antiferromagnetic state. There-
fore, by such mapping, an antiferromagnetic proximity effect
can develop in the repulsive Hubbard model connected to
metal.

Although our study is motivated by the recent observations
of CDW proximity effects in the TMDs [26–28], our model
is not fine-tuned to capture the physics of such materials.
Detailed modeling of interactions, lattice structure, and hop-
pings should be performed for TMDs in the future. Another
interesting future direction is to look for proximity-induced
charge order in strongly correlated systems [41,42]. Also, the
effect of thermal fluctuations on the induced CDW needs to
be explored in the future.
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APPENDIX A: NEAREST NEIGHBOR REPULSION
MODEL FOR CDW

In this Appendix, we outline another similar model for
charge density wave and study its proximity effect on metal.
We consider the electrons on a square lattice with nearest
neighbor repulsion. The Hamiltonian is given by

H = −t
∑

〈i, j〉,σ
(c†

iσ c jσ + H.c.) +
∑

〈i, j〉,σ,σ ′
Wi jn̂i,σ n̂ j,σ ′

−
∑
i,σ

μin̂i,σ , (A1)

where Wi j is the nearest neighbor repulsion between sites i
and j. We allow uniform repulsive interaction W in the left
terminal while setting it to zero on the right terminal. Thus it
is given by

Wi, j =
{

W for xi � LJ ,

0 for xi > LJ .
(A2)

The nearest neighbor term generates a Q = (π, π ) charge
density wave near half filling [39]. We use W = 0.5t and
LJ = 100 to generate the CDW order. We use the form of
the chemical potential as presented in Eq. (3). We perform an
inhomogeneous mean-field decomposition of the W -term in
the Hartree channel ρi = ∑

σ 〈c†
iσ ciσ 〉 and Fock channel 
i j =

〈c†
iσ c jσ 〉. The Fock term modifies the hopping amplitude in the

CDW region t̃ = t + W 
i j . We self-consistently calculate the
local density and Fock amplitude.

Similar to the attractive Hubbard model in the previous
section, we also observe a proximity-induced charge order
for this model. The decaying yet long-ranged charge order is
observed when the normal region is half filled in Fig. 5(a).
This leads to a sharp peak at the ordering wave vector at q = π

as shown in Fig. 5(d). Note that the hopping amplitude differs
due to a finite Fock term in the left terminal compared to the
metallic regions. However, such a lattice mismatch does not
introduce phase shifts in the proximity-induced CDW pattern.
However, as we dope the metallic region away from half
filling, the density modulations form short-ranged domains
while suffering regular phase shifts as presented in Fig. 5(b)
and Fig. 5(c). Like the attractive Hubbard model, the ordering
wave vector splits as we dope the normal region away from
half filling.

APPENDIX B: PROXIMITY EFFECT OF COEXISTING
CDW AND SUPERCONDUCTING ORDERS

In this Appendix, we allow for the superconducting and
charge density wave orders in the attractive Hubbard model
and test for the proximity effect in the metallic regions. The
inhomogeneous mean-field decomposition of Hartree shift,
where ρi = ∑

σ 〈c†
iσ ciσ 〉 generates the CDW order along with

local superconducting pairing �i = −Ui〈ci↓ci↑〉 in the left ter-
minal. After performing the mean-field decomposition in the
Hartree and Bogoliubov channels, the mean-field Hamiltonian
reads

HCDW
SC = −t

∑
〈i, j〉,σ

(c†
iσ c jσ + H.c.) −

∑
i,σ

(
μi + Ui

2
ρi

)
niσ

+
∑

i

(�ic
†
i↑c†

i↓ + H.c.). (B1)

We solve for �i and ρi self-consistently such that the left
terminal has coexisting CDW and SC orders. After achiev-
ing self-consistency, we check the proximity-induced Cooper
pairing by studying ηi = 〈ci↓ci↑〉 in the metallic region. We
solve by setting the interaction U = 1.5t for a 300 × 300
square lattice when both the terminals are at half filling with
LJ = 100.

Due to the interplay of the two orders, the amplitude of
both CDW and SC order decreases in the interacting terminals
[33,34]. We plot the density fluctuation δρ(x) in Fig. 6(a)
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FIG. 5. For the nearest neighbor repulsion model, the left panels show the proximity-induced local density oscillation with changing ρN .
(a) ρN = 1.0 shows long-ranged but decaying charge modulations in the noninteracting terminal. (b) For ρN = 0.968, the local density suffers
regular phase indicated by the orange traces. (c) For ρN = 0.942, the coherent domains of CDW modulations further shorten. The right panels
show the Fourier transform of the density fluctuations. (d) The S(q) shows the peak at q = π as expected. (e) For ρN = 0.968, the ordering
wave vector splits from π . The additional peak at low q appears due to Friedel oscillation. (f) Same for ρN = 0.942.

and it survives in the metallic regions. However, the proxim-
ity induced CDW order is weaker due to the interplay with
the SC order. We also show the proximity-induced Cooper

pairing in the metallic region in Fig. 6(b). Thus SC prox-
imity effect coexists with the CDW proximity effects in a
metal.

(a) (b)

FIG. 6. (a) Evolution of the proximity-induced local density oscillation in the metallic region when the superconducting order is allowed
for the attractive Hubbard model. (b) The proximity-induced Cooper pairing in the metallic region due to the SC order in the left terminal.
Thus the CDW proximity effect survives along with the SC proximity effect. We have fixed U = 1.5t for a 300 × 300 square lattice and both
the terminals are at half filling with LJ = 100.

115152-7



BANERJEE, HAURIE, AND PÉPIN PHYSICAL REVIEW B 107, 115152 (2023)

[1] W. D. Wise, M. C. Boyer, K. Chatterjee, T. Kondo, T. Takeuchi,
H. Ikuta, Y. Wang, and E. W. Hudson, Nat. Phys. 4, 696 (2008).

[2] J. Chang, E. Blackburn, A. T. Holmes, N. B. Christensen,
J. Larsen, J. Mesot, R. Liang, D. A. Bonn, W. N. Hardy,
A. Watenphul, M. v. Zimmermann, E. M. Forgan, and S. M.
Hayden, Nat. Phys. 8, 871 (2012).

[3] Z. Xu, H. Yang, X. Song, Y. Chen, H. Yang, M. Liu, Z. Huang,
Q. Zhang, J. Sun, L. Liu, and Y. Wang, Nanotechnology 32,
492001 (2021).

[4] P. Cai, X. Zhou, W. Ruan, A. Wang, X. Chen, D.-H. Lee, and
Y. Wang, Nat. Commun. 4, 1596 (2013).

[5] E. Dagotto, Rev. Mod. Phys. 66, 763 (1994).
[6] B. Keimer, S. A. Kivelson, M. R. Norman, S. Uchida, and

J. Zaanen, Nature (London) 518, 179 (2015).
[7] D. F. Agterberg, J. S. Davis, S. D. Edkins, E. Fradkin, D. J. Van

Harlingen, S. A. Kivelson, P. A. Lee, L. Radzihovsky, J. M.
Tranquada, and Y. Wang, Annu. Rev. Condens. Matter Phys.
11, 231 (2020).

[8] M. H. Hamidian, S. D. Edkins, S. H. Joo, A. Kostin, H. Eisaki,
S. Uchida, M. J. Lawler, E.-A. Kim, A. P. Mackenzie, K. Fujita,
J. Lee, and J. C. S. Davis, Nature (London) 532, 343 (2016).

[9] N. K. Gupta, C. McMahon, R. Sutarto, T. Shi, R. Gong, H. I.
Wei, K. M. Shen, F. He, Q. Ma, M. Dragomir, B. D. Gaulin, and
D. G. Hawthorn, Proc. Natl. Acad. Sci. USA 118, e2106881118
(2021).

[10] S. Mukhopadhyay, R. Sharma, C. K. Kim, S. D. Edkins, M. H.
Hamidian, H. Eisaki, S. ichi Uchida, E.-A. Kim, M. J. Lawler,
A. P. Mackenzie, J. C. S. Davis, and K. Fujita, Proc. Natl. Acad.
Sci. USA 116, 13249 (2019).

[11] Y. Liu, R. Ang, W. J. Lu, W. H. Song, L. J. Li, and Y. P. Sun,
Appl. Phys. Lett. 102, 192602 (2013).

[12] S. Yan, D. Iaia, E. Morosan, E. Fradkin, P. Abbamonte, and
V. Madhavan, Phys. Rev. Lett. 118, 106405 (2017).

[13] H. Isobe, N. F. Q. Yuan, and L. Fu, Phys. Rev. X 8, 041041
(2018).

[14] Y. Jiang, X. Lai, K. Watanabe, T. Taniguchi, K. Haule, J. Mao,
and E. Y. Andrei, Nature (London) 573, 91 (2019).

[15] B. Loret, N. Auvray, Y. Gallais, M. Cazayous, A. Forget,
D. Colson, M.-H. Julien, I. Paul, M. Civelli, and A. Sacuto, Nat.
Phys. 15, 771 (2019).

[16] H. Boschker and J. Mannhart, Annu. Rev. Condens. Matter
Phys. 8, 145 (2017).

[17] H. Wang, F. Liu, W. Fu, Z. Fang, W. Zhou, and Z. Liu,
Nanoscale 6, 12250 (2014).

[18] B. Radisavljevic, A. Radenovic, J. Brivio, V. Giacometti, and
A. Kis, Nat. Nanotechnol. 6, 147 (2011).

[19] P. De Gennes, Superconductivity of Metals and Alloys, Frontiers
in Physics (Benjamin, Amsterdam, 1966).

[20] H. Meissner, Phys. Rev. 117, 672 (1960).
[21] J. Clarke, J. Phys. Colloq. 29, C2-3 (1968).

[22] J. J. Hauser, Phys. Rev. 187, 580 (1969).
[23] T. Shoman, A. Takayama, T. Sato, S. Souma, T. Takahashi,

T. Oguchi, K. Segawa, and Y. Ando, Nat. Commun. 6, 6547
(2015).

[24] M. T. Wei, A. W. Draelos, A. Seredinski, C. T. Ke, H. Li, Y.
Mehta, K. Watanabe, T. Taniguchi, M. Yamamoto, S. Tarucha,
G. Finkelstein, F. Amet, and I. V. Borzenets, Phys. Rev. B 100,
121403(R) (2019).

[25] K. Yamada, S. Souma, K. Yamauchi, N. Shimamura, K.
Sugawara, C. X. Trang, T. Oguchi, K. Ueno, T. Takahashi, and
T. Sato, Nano Lett. 18, 3235 (2018).

[26] M. A. Altvater, S.-H. Hung, N. Tilak, C.-J. Won, G. Li, S.-W.
Cheong, C.-H. Chung, H.-T. Jeng, and E. Y. Andrei, Revealing
the Charge Density Wave Proximity Effect in Graphene on 1T-
TaS2, arXiv:2201.09195.

[27] B. Kim, J. Park, J. Li, H. Lim, G. Myeong, W. Shin, S. Kim,
T. Jin, Q. Zhang, K. Sung, K. Watanabe, T. Taniguchi, E.
Hwang, and S. Cho, Charge-Density-Wave Proximity Effects
in Graphene, arXiv:2201.04844.

[28] P. Dreher, W. Wan, A. Chikina, M. Bianchi, H. Guo,
R. Harsh, S. Mañas-Valero, E. Coronado, A. J. Martínez-Galera,
P. Hofmann, J. A. Miwa, and M. M. Ugeda, ACS Nano 15,
19430 (2021).

[29] A. Frano, S. Blanco-Canosa, E. Schierle, Y. Lu, M. Wu,
M. Bluschke, M. Minola, G. Christiani, H. U. Habermeier,
G. Logvenov, Y. Wang, P. A. van Aken, E. Benckiser, E.
Weschke, M. Le Tacon, and B. Keimer, Nat. Mater. 15, 831
(2016).

[30] M. I. Visscher and G. E. W. Bauer, Phys. Rev. B 54, 2798
(1996).

[31] B. Rejaei and G. E. W. Bauer, Phys. Rev. B 54, 8487 (1996).
[32] A. M. Black-Schaffer and A. V. Balatsky, Phys. Rev. B 87,

220506(R) (2013).
[33] A. Moreo and D. J. Scalapino, Phys. Rev. Lett. 66, 946 (1991).
[34] R. Micnas, J. Ranninger, and S. Robaszkiewicz, Rev. Mod.

Phys. 62, 113 (1990).
[35] J.-X. Zhu and C. S. Ting, Phys. Rev. B 61, 1456 (2000).
[36] L. Covaci and F. Marsiglio, Phys. Rev. B 73, 014503 (2006).
[37] We cannot tune the average density in the left terminal as the

CDW order is only stabilized at half filling.
[38] C. Huscroft and R. T. Scalettar, Phys. Rev. B 55, 1185 (1997).
[39] A. Banerjee, A. Garg, and A. Ghosal, Phys. Rev. B 98, 104206

(2018).
[40] A. Mesaros, K. Fujita, S. D. Edkins, M. H. Hamidian, H. Eisaki,

S. ichi Uchida, J. C. S. Davis, M. J. Lawler, and E.-A. Kim,
Proc. Natl. Acad. Sci. USA 113, 12661 (2016).

[41] A. Banerjee, C. Pépin, and A. Ghosal, Phys. Rev. B 105, 134505
(2022).

[42] P. Choubey, W.-L. Tu, T.-K. Lee, and P. J. Hirschfeld, New J.
Phys. 19, 013028 (2017).

115152-8

https://doi.org/10.1038/nphys1021
https://doi.org/10.1038/nphys2456
https://doi.org/10.1088/1361-6528/ac21ed
https://doi.org/10.1038/ncomms2592
https://doi.org/10.1103/RevModPhys.66.763
https://doi.org/10.1038/nature14165
https://doi.org/10.1146/annurev-conmatphys-031119-050711
https://doi.org/10.1038/nature17411
https://doi.org/10.1073/pnas.2106881118
https://doi.org/10.1073/pnas.1821454116
https://doi.org/10.1063/1.4805003
https://doi.org/10.1103/PhysRevLett.118.106405
https://doi.org/10.1103/PhysRevX.8.041041
https://doi.org/10.1038/s41586-019-1460-4
https://doi.org/10.1038/s41567-019-0509-5
https://doi.org/10.1146/annurev-conmatphys-031016-025404
https://doi.org/10.1039/C4NR03435J
https://doi.org/10.1038/nnano.2010.279
https://doi.org/10.1103/PhysRev.117.672
https://doi.org/10.1051/jphyscol:1968201
https://doi.org/10.1103/PhysRev.187.580
https://doi.org/10.1038/ncomms7547
https://doi.org/10.1103/PhysRevB.100.121403
https://doi.org/10.1021/acs.nanolett.8b01003
http://arxiv.org/abs/arXiv:2201.09195
http://arxiv.org/abs/arXiv:2201.04844
https://doi.org/10.1021/acsnano.1c06012
https://doi.org/10.1038/nmat4682
https://doi.org/10.1103/PhysRevB.54.2798
https://doi.org/10.1103/PhysRevB.54.8487
https://doi.org/10.1103/PhysRevB.87.220506
https://doi.org/10.1103/PhysRevLett.66.946
https://doi.org/10.1103/RevModPhys.62.113
https://doi.org/10.1103/PhysRevB.61.1456
https://doi.org/10.1103/PhysRevB.73.014503
https://doi.org/10.1103/PhysRevB.55.1185
https://doi.org/10.1103/PhysRevB.98.104206
https://doi.org/10.1073/pnas.1614247113
https://doi.org/10.1103/PhysRevB.105.134505
https://doi.org/10.1088/1367-2630/19/1/013028

