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Density functional theory (DFT) is one of the main tools for studying the electronic structure of solids
and molecules. Nevertheless, one of the main drawbacks of the implementation of DFT is the so-called
self-interaction error (SIE) that can yield undesired delocalization errors and ultimately results in the prediction
of metals instead of experimentally observed insulators. These SIEs can be amended by using more evolved
exchange-correlation functionals than standard local density approximation such as the recent meta-generalized
gradient approximation strongly constrained and appropriately normalized (SCAN) functional that is successful
in describing electronic properties of 3d transition metal oxides. Nevertheless, the ability of such a functional to
describe electronic properties of materials involving more localized states such as 4 f orbitals is rather elusive.
Here, we show that, even though SCAN can sometimes predict the insulating character of some compounds, it
often fails in predicting the correct band edge orbital character of insulators. By comparing our SCAN results
with benchmark simulations obtained with more accurate hybrid DFT calculations, we ascribe this failure to
insufficiently amended SIEs by SCAN that results in an underestimation of Hund’s splitting associated with 4 f
states. Thus, although appropriate for 3d transition metal elements, the SCAN functional is not yet a sufficient
platform for studying electronic properties of materials involving rare-earth elements where 4 f states play a key
role in the properties.
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I. INTRODUCTION

Density functional theory (DFT) is a workhorse technique
in material science allowing us to study the electronic prop-
erties of solids and molecules. It reformulates the many-body
problem in terms of the sole electron density ρ(�r), allowing
us to compute any ground state observable as a function of
ρ(�r) [1,2]. Its practical implementation nevertheless relies on
the introduction of a fictitious auxiliary problem with nonin-
teracting particles but that yields the very same ground state
density [3], allowing us to obtain the energy of the system as a
functional of the electron density [1–3]. This functional must
implement the exchange and correlation (xc) phenomena, but
the exact functional is unknown. Thus, the practical imple-
mentation of DFT relies on the accuracy of the functional
that is used to model the energy in terms of the electronic
density. The most challenging part of the practical DFT is to
construct the effective potential that properly reproduces the
electron-electron interactions (the xc functional) and is in fact
the main source of error in DFT—the xc functional also must
contain the kinetic energy difference between the real system
and the fictitious noninteracting system. Among the different
inaccuracies that are present in DFT, there is one type of error
called a self-interaction error (SIE) originating from the fact
that the effective potential that is used for each of the electrons
considers some of the potential that is created by the same
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electron. This effect can thus yield undesired delocalization
errors that can be dramatic for correlated systems involving
localized orbitals (e.g., 3d or 4 f orbitals).

There are different approximations of the xc functional that
are usually classified on a Jacob’s ladder [4]. The first rung
corresponds to the local density approximation (LDA) [5,6],
where the xc depends only on the density. The second rung
adds a dependency with the derivative of the density [gen-
eralized gradient approximation (GGA)] [7], while the third
one entails meta-GGA functionals [8] such as the strongly
constrained and appropriately normalized (SCAN) functional
[9] that add a dependance of the xc functional on the Kohn-
Sham orbitals kinetic energy. All these rungs correspond to
local or semilocal xc functionals of the noninteracting den-
sity matrix and do not make a distinction between occupied
and unoccupied states. Fourth-rung DFT xc functionals cor-
respond to nonlocal functionals of the occupied orbitals and
hence make a distinction between occupied and unoccupied
states. These functionals entail (i) DFT + U methods [10,11],
where an empirical Hubbard-like potential U acts on a subset
of orbitals—i.e., the correlated states—and adds an energy
penalty for delocalizing an electron and (ii) hybrid DFT func-
tionals in which SIEs are reduced by adding a fraction of the
exact Hartree-Fock exchange to a combination of LDA, GGA,
or meta-GGA functionals [12–16].

Unlike DFT + U methods where the U parameter is empiri-
cal and case dependent, parameter-free DFT xc functionals are
extremely attractive since they can adapt to different formal
oxidation states (FOSs) that a cation can show in a compound.
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This is the case, for instance, in oxides showing a metal-
insulator transition associated with the formation of a double
local environment for cations (e.g., SrBiO3 with Bi3+/Bi5+

cations or RNiO3 with Ni2+/Ni4+ cations in their insulating
phase) [17–21] or in doped compounds formed at interfaces
or by making solid solutions with other elements. To that end,
it is important to assess the ability of a functional to model
electronic properties of model systems, with a reasonable
computational cost. Recently, the meta-GGA SCAN func-
tional has been shown to be able to predict the correct metallic
or insulating character of correlated 3d transition metal ox-
ide perovskites [22], cuprates [23,24], binary oxides [25],
or doping effects in rare-earth nickelates and bismuth oxide
superconductors [26,27]. However, this functional somehow
overestimates the magnetic moment of the ions and might pre-
dict the wrong magnetic ground state [28–32]. This is mainly
due to the tendency of the SCAN functional to produce more
localized states than usual GGA functionals, which in the case
of open shell metallic compounds might not be completely ap-
propriate [33,34]. Furthermore, it seems that the performance
of the functional is not completely uniform, depending on the
system when calculating the hyperfine coupling constants of
transition metals [30].

Although the SCAN functional overall captures the proper
electronic properties of oxides with a 3d transition metal
element [22], its ability to model properties of compounds
with more localized electronic states such as 4 f elements is
elusive. Here, we compare the reliability of SCAN on 4 f
elements-based oxide perovskites by comparing the electronic
structure with more sophisticated hybrid DFT calculations.
We find that SCAN fails to predict the insulating behavior
in some compounds, and even though a gap is predicted,
the band edge orbital characters (BEOCs) are wrongly as-
signed. This is ascribed to an erroneous localization of 4 f
states too close to the Fermi level with SCAN, suggesting
that Hund’s rule and crystal field splitting are not well con-
sidered by SCAN for 4 f elements. Thus, SIEs of oxides with
partially filled 4 f states are likely not properly amended by
the SCAN functional, and consequently, any analysis of the
physics of these compounds should carefully consider these
limitations.

II. METHODS

A. Strategy

To understand the successes and limitations of the SCAN
functional for modeling the electronic structure of correlated
oxides with 4 f elements, we devise a three-step strategy.
Firstly, we relax the structure of the different compounds
using the SCAN [9] functional and keeping the 4 f electrons
as an effective core. Secondly, we follow the same procedure
but treating the 4 f states as valence electrons, still using the
SCAN functional. Finally, we use the relaxed structure of step
2 as an input for a single self-consistent calculation with the
hybrid functional HSE06 [14], and we compare it with the
electronic structure obtained at step 2. This choice is guided
by the fact that (i) hybrid functionals usually provide a correct
band gap description [35] and (ii) HSE06 has been tested
on several rare-earth oxides [36–38] and rare-earth pnictides

[39], giving <15% of error on the band gap amplitude with
respect to experiment and predicting lattice parameters and
BEOCs matching experiments.

B. Choice of compounds

We perform our study on selected compounds encompass-
ing Eu2+ TiO3, Gd3+ TiO3, Pr3+ CrO3, and Dy3+ FeO3. The
first two compounds are isoelectronic with a 4 f 7 electronic
configuration but with different FOS of A-site cations. The
other two compounds deviate from the half-filling situation
with Pr3+ holding two electrons and Dy3+ possessing nine
electrons. Thus, we may access the role of 4 f fillings and
FOSs on the SIE in rare-earth elements-based oxide per-
ovskites.

C. Other details

Core electrons are treated using the projector augmented-
wave (PAW) method [40] with the following PBE PAW
datasets: Eu, Eu_3, Ti, O, Gd, Gd_3, Pr, Pr_3 Cr, Dy, Dy_3,
Fe, Ni, and La—the notation _3 refers to the PAW treating
4 f electrons as core electrons. The structural relaxations (cell
parameters plus atomic positions) are performed until the
forces acting on each atom are <1 meV/Å. Spins are only
treated at the colinear level. Magnetic and structural structures
are limited to the observed symmetries at low temperature
(see Table I). The energy cutoff is set to 650 eV, and we
use an 8 × 8 × 6 �-centered k-mesh for the 4-f.u. cell cor-
responding to a (

√
2,

√
2, 2) supercell with respect to the

primitive high-symmetry Pm-3m cubic cell adopted by ABO3

perovskite oxides. In the case of the HSE06 functional, we
reduced the k-mesh to a 6 × 6 × 4 �-centered k-mesh for
the single self-consistent calculation for computational cost
reasons. We perform ab initio calculations with DFT using the
Vienna Ab initio Simulation Package [56–58], version 6.2.1.
We used the standard parametrization of HSE06 functional
with 25% of exact exchange and a range separation parameter
µ = 0.2 Å−1. Unfolded band structures are obtained using
VaspBandUnfold software [59,60].

III. RESULTS AND DISCUSSION

A. Structural relaxation with 4 f electrons and SCAN functional

We summarize in Table I the optimized lattice parame-
ters obtained after the structural relaxation with the SCAN
functional with treating 4 f electrons as well as all relevant
quantities such as the band gap amplitude, BEOCs extracted
from a projected density of state (pDOS) analysis, and com-
puted rare-earth magnetic moments obtained with the three
different procedures. For the four tested compounds, the struc-
tural relaxation performed with the SCAN functional is in
good agreement with reported lattice parameters from ex-
periments at low temperature, yielding <1% of error on the
total volume. Regarding magnetic moments, we get quanti-
ties either with SCAN or HSE06 that are compatible with
the formal electron count for each element but also with
experiments when values are available. We discuss in the fol-
lowing sections the case-to-case electronic structure in more
detail.
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TABLE I. Summary of quantities extracted from first-principles calculations on selected perovskite oxides with 4 f elements. Structural
relaxation results are reported for the SCAN + 4 f electrons included.

Compound 4 f conf. Mag order Space group Procedure a(Å) b (Å) c (Å) Band gap (eV) BEOC μR (μB)

EuTiO3 4 f 7 Eu: G-AFM [41] I4/mcm [42] SCAN, no 4 f 2.10 (O p, Ti d) –
SCAN, with 4 f 5.47 5.47 7.89 0.00 – 6.68
HSE06, with 4 f 0.73 (Eu f , Ti d) 6.79

exp. 5.52 5.52 7.82
[42]

0.93 [43] (Eu f , Ti d) 6.93 [41]

GdTiO3 4 f 7 Gd: FM, Ti: FM, Pbnm [44] SCAN, no 4 f 0.06 (Ti d , Ti d) –
AFM order between SCAN, with 4 f 5.36 5.72 7.65 0.06 (Ti d , Ti d) 6.90
A and B [44,45] HSE06, with 4 f 1.60 (Ti d , Ti d) 6.90

exp. 5.40 5.70 7.68
[44]

0.70–1.80
[46,47]

(Ti d , Ti d) –

PrCrO3 4 f 2 Pr: C-AFM, Cr: Pbnm [48] SCAN, no 4 f 2.19 (Cr d , Cr d) –
G-AFM [48–50] SCAN, with 4 f 5.42 5.48 7.71 0.74 (Pr f , Pr f ) 1.96

HSE06, with 4 f 3.34 (Pr f , Cr d) 1.96
exp. 5.44 5.47 7.71

[48]
3.2–3.26
[48,51]

(Pr f , Cr d) –

DyFeO3 4 f 9 Dy: G-AFM, Fe: Pbnm [52] SCAN, no 4 f 1.27 (O p, Fe d) –
G-AFM [52,53] SCAN, with 4 f 5.27 5.58 7.59 1.12 (O p, Fe d) 4.92

HSE06, with 4 f 2.91 (O p, Fe d) 4.94
exp. 5.30 5.59 7.61

[52]
2.10–2.60

[54,55]
(O p, Fe d) –

B. SCAN fails to predict electronic properties in the simple
perovskite system EuTiO3

We first consider EuTiO3 that is isostructural to SrTiO3

by showing a tetragonal I4/mcm cell at low temperature [42]
characterized by a a0 a0 c− octahedral rotation pattern using
Glazer’s notation [61]. Unlike SrTiO3 that is a band insula-
tor with a gap approaching 4 eV between filled O p states
and empty Ti d states, Eu2+ cations present a half-filled 4 f 7

configuration, and hence, EuTiO3 is a Mott insulator with a
gap of 0.93 eV formed between Eu 4 f states and empty Ti
3d states [43]. If one neglects the 4 f electrons of Eu ions, we
recover a band insulating compound very similar to SrTiO3

[see Table I and Fig. 1(a)]. However, this is incompatible with
experimental facts. When 4 f electrons are explicitly included
in the simulation, the electronic structure of the compound is
sensibly altered, as inferred by the pDOS reported in Fig. 1(b).
The gap between O p and Ti d states remains similar, but
Eu 4 f states are now localized inside this gap. Nevertheless,
these states sit just at the bottom of the conduction band
formed by Ti d states, and the Fermi level crosses the Eu
states. It ultimately yields a metallic character, at odds with
the experimentally observed insulating regime. This is also
in sharp contrast with the one-shot HSE06 calculation that
mostly reproduces the same electronic structure as SCAN
with 4 f electrons but in which a gap of 0.73 eV is formed
between occupied Eu 4 f states and unoccupied Ti d states.
By carefully inspecting the pDOS of Figs. 1(b) and 1(c), one
can appreciate a weaker hybridization between Eu f and O
p/Ti d states at the bottom of the conduction band, suggesting
that HSE06 better localizes the 4 f states than the SCAN

functional, i.e., delocalization errors are still too large for the
SCAN functional. Hund’s rule acting on the 4 f states is eval-
uated to 5.4 and 8.4 eV with SCAN and HSE06 functionals,
respectively. Thus, the occupied 4 f states will be sufficiently
pushed down in between the O p − Ti d states, therefore
producing a gap with HSE06, while SCAN will locate these
states at the bottom of the conduction band. Even with an a
priori simple compound without any orbital degeneracies, the
SCAN functional cannot yet reproduce the insulating charac-
ter of EuTiO3 due to an underestimated Hund’s splitting on
4 f states.

C. Influence of the FOS

To better understand the failure of SCAN in capturing
the insulating character of material with only a half-filled
configuration, we now inspect GdTiO3 that is isoelectronic to
EuTiO3 but in which Gd is in a 3+ FOS. GdTiO3 is a Mott
insulator with a gap formed between occupied and unoccupied
Ti d states, estimated between 0.70 to 1.8 eV in the RTiO3

family (R = Lu-La, Y) [46,47]. This compound adopts an
orthorhombic Pbnm cell characterized by the usual a− a− c+
octahedral rotation pattern [44]. Using the SCAN functional,
either with or without 4 f electrons treated in the simulation,
we correctly obtain an insulator with a narrow band gap of
0.06 eV, in agreement with previous simulations in YTiO3

with SCAN [22]—this is due to the usual underestimation of
band gaps with semilocal DFT xc functionals (see Table I).
In this case, we can see from the pDOS of Figs. 2(a) and
2(b) that the occupied (unoccupied) Gd 4 f states are localized
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FIG. 1. Projected density of states on Ti d (red line), O p (dashed
blue line), and Eu 4 f (orange area) in EuTiO3 using the meta-
generalized gradient approximation (GGA) strongly constrained and
appropriately normalized (SCAN) and HSE06 functionals and in-
volving or not the 4 f states in the simulations.

well below (above) the Fermi level, hence having no role on
the BEOCs that are correctly predicted here. The success of
SCAN here can be understood in terms of delocalization er-
rors that are weaker in Gd3+TiO3 with respect to Eu2+ TiO3: a
3+ cation will interact more with O2− 2p states and hence will
ultimately yield a more delocalized electronic structure than a
2+ cation interacting with O2− anions. This is confirmed by
the pDOS of Fig. 2(b) that shows a more hybridized Gd3+

4 f −O 2p electronic structure, while Eu2+ 4 f states are well
separated from occupied O 2p states [Fig. 1(c)]. By perform-
ing the one-shot HSE06 calculation, we improve the band
gap amplitude of GdTiO3 and recover values obtained with
DFT+U [62]. Nevertheless, one can also notice an enlarge-
ment of the splitting between occupied and unoccupied 4 f
states with the HSE06 functional, suggesting a greater Hund’s
splitting due to better amended SIE.

D. Failure of SCAN for materials with partly occupied 4 f shells

After establishing the successes and failures of SCAN to
model electronic properties of materials with half-filled 4 f
states, we now inspect its ability for materials with partly
filled 4 f states where one can expect larger correlation effects,
hence more delocalization errors from DFT. To that end, we
inspect PrCrO3 and DyFeO3, two perovskite oxides adopting
an orthorhombic Pbnm structure at low temperature character-
ized by the usual a− a− c+ octahedral rotation pattern [48,52],
but that shows a 4 f 2 (Pr3+) and 4 f 9 (Dy3+) electronic config-
urations for rare earths. Both compounds are insulators with
a gap formed between Pr f and Cr d and between Fe d , O
p, and Fe d states in PrCrO3 [48,51] and DyFeO3 [54,55],

FIG. 2. Projected density of states on Ti d (red line), O p (dashed
blue line), and Gd 4 f (orange area) in GdTiO3 using the meta-
generalized gradient approximation (GGA) strongly constrained and
appropriately normalized (SCAN) and HSE06 functionals and in-
volving or not the 4 f states in the simulations.

respectively. By looking at the pDOS of Figs. 3(a) and 3(d),
neglecting the Dy 4 f states yields the right BEOCs in DyFeO3

but not in PrCrO3 where a (Cr d , Cr d) BEOC is observed.
Adding the 4 f states yields the correct Pr f character at the
top of the valence band in PrCrO3, but the gap is now formed
with Pr 4 f states at the bottom of the conduction band, in
contrast to experiments [Fig. 3(b)]. Furthermore, the band
gap becomes strongly reduced with respect to the simulation,
considering the 4 f electrons as core states (i.e., included in
the PAW potential). In DyFeO3, the situation also gets worse,
as BEOCs are totally dominated by Dy f states, a fact not ob-
served experimentally [Fig. 3(e)]. Once a HSE06 calculation
over the SCAN + 4 f electrons calculation is performed, the
correct BEOC and gap amplitude are restored for both com-
pounds [Figs. 3(c) and 3(f)]. One may notice that band gaps
are slightly overestimated with respect to the experimental
values (2.5% and 11% in PrCrO3 and DyFeO3, respectively).
Such an overestimation is not, however, only a fact for these
two compounds, but it emerged as well in Ce2O3, although
HSE06 gives a fair agreement for other R2O3 (R = rare earth)
members [36]. It may also originate from uncertainty with the
experimental measurement. We emphasize that no experimen-
tal band gap value has been identified for DyFeO3 and that
values for YFeO3 and LaFeO3—extreme compounds of the
RFeO3 phase diagram—have been used. Again, by looking at
pDOS, one identifies that HSE06 provides a larger splitting
between occupied and unoccupied 4 f states that are pushed
down and/or up in energies in the valence and/or conduction
band. This is due to an insufficient crystal field splitting on 4 f
produced by SCAN (�CF ≈ 0.74 and 1.12 eV in PrCrO3 and
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FIG. 3. Projected density of states on Ti and Fe d (red line), O p (dashed blue line), and Pr and Dy 4 f (orange area) in PrCrO3 (left panels)
and DyFeO3 (right panels) using the meta-generalized gradient approximation (GGA) strongly constrained and appropriately normalized
(SCAN) and HSE06 functionals and involving or not the 4 f states in the simulations.

DyFeO3, respectively) with respect to HSE06 (�CF ≈ 3.4 and
4.8 eV in PrCrO3 and DyFeO3, respectively).

E. Failure of SCAN is not limited to ABO3 materials
with a 4 f element

We finally inspect the ability of SCAN to model properties
of other compounds involving 4 f states. This is the case
of PrNiO2 or NdNiO2, adopting infinite layered structures
based on NiO2 planes intercalated between Pr or Nd planes
along the c axis. These compounds attract a lot of interest
since they become superconducting once Pr or Nd are partly
substituted with a divalent cation [63–65]. Although not ex-
perimentally well known, theoretical works have suggested
that both compounds adopt an undistorted tetragonal P4/mmm
cell [66–69]. By comparing our simulations of PrNiO2 in-
cluding 4 f electrons using either SCAN or HSE06 with an
in-plane antiferromagnetic (AFM) order, we recover a similar
trend observed in ABO3 compounds: the 4 f states are im-
properly split with SCAN, thereby yielding strong Pr 4 f state
contribution at the Fermi level, while these states are pushed
down and up in energies in the valence and conduction band,
respectively, using the hybrid functional (Fig. 4). The failure
of SCAN to correctly place the 4 f electrons is confirmed
in LaNiO2 in which there are mostly no occupied 4 f states
identified in bands located around the Fermi level. The slight
contribution La 4 f states identified 0.5 eV above the Fermi
level along the A-R-Z path is removed by performing the
HSE06 single-shot calculation. However, this has a relatively
weak impact on the bands crossing the Fermi level that remain
mostly dominated by Ni d , O p, and Pr/La d states. One em-

phasizes that the HSE06 functional increases the bandwidth
associated with the bands crossing the Fermi level, although
the topology remains rather like the SCAN results. The failure
of SCAN to properly place the 4 f states is thus not limited
to ABO3 perovskites, and it may entail many other oxide
compounds involving 4 f elements.

IV. CONCLUSIONS

We have shown that the meta-GGA SCAN functional is
mostly unable to properly localize and place the 4 f bands
at the right energy scale in oxide compounds. This leads to
many qualitatively wrong results, as in the case of EuTiO3,
where SCAN cannot predict the characteristic insulating be-
havior of the compound. In addition, even though a gap is
predicted, the BEOC is mostly predicted with wrong ion and
orbital characters. These inaccuracies come from SIEs yield-
ing delocalization errors that dramatically underestimate the
Hund and crystal field splitting. Thus, the SCAN functional
may be carefully employed when dealing with rare-earth el-
ements. Therefore, there are multiple solutions to overcome
the problem: (i) use another functional that has been shown
to appropriately reproduce the electronic structure of these
4 f states and benchmark the results, or (ii) employ DFT+U
schemes with a Hubbard-like U parameter applied to 4 f for
amending remaining SIEs.
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