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Topological contribution to magnetism in the Kane-Mele model: An explicit wave-function approach
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In our previous publication [Ozaki and Ogata, Phys. Rev. Res. 3, 013058 (2021)], the quantization of the
orbital-Zeeman (OZ) cross term in the magnetic susceptibility, or the cross term of spin Zeeman and orbital
effect, was shown for the Kane-Mele model using the expansion around the Dirac points. In the present
study, we accurately evaluate the orbital, spin-Zeeman, and OZ cross term of the Kane-Mele model using a
recently developed formulation. This method uses the explicit real-space Bloch wave functions and enables us
to accurately evaluate each contribution taking into account an infinite number of high-energy bands and core
electron contribution at arbitrary chemical potential. We find that the effect beyond the previous formulations
does not change the quantization of the OZ cross term. We also study the OZ cross term in the metalic case, and
the sum rule of the OZ cross term with respect to the chemical potential is found. The possibility of experimental
detection of the quantization is also discussed.
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I. INTRODUCTION

Much research in recent years has focused on topological
insulators (TIs) [1–14]. TIs show anomalous phenomena such
as electric conduction on sample surfaces, and the search for
candidate materials is one of the most important problems in
this field. In particular, the novel phenomena such as spin-Hall
effect and the conducting edge state robust against nonmag-
netic impurities are expected in two-dimensional (2D) TIs.
However, only a few materials have been confirmed to be
2D TIs [8–12]. So far, the confirmation of TI is achieved
by finding the edge state in angle-resolved photoemission
spectroscopy and in the transport experiments, which are both
by the methods to find the anomalous edge states. Therefore,
it is desirable to develop some alternative methods that detect
the topological nature of a material through some observation
of bulk physical quantities. One example for such quantities
is the magnetic susceptibility.

Usually, the magnetic susceptibility in itinerant systems
without two-body interactions is discussed in terms of the spin
Zeeman effect and the orbital effect individually. Generally,
however, in the system with spin-orbit interaction (SOI) the
cross term of the two exists, which we call “orbital-Zeeman
(OZ) cross term” in the following. The OZ cross terms were
discussed for some circumstances [7,15–21]. In particular, for
spin-conserving 2D TIs, the jump in the OZ term and its
quantization were discussed in Refs. [7,15,21].

Nakai and Nomura [15] reported that the OZ cross term
χOZ in the Bernevig-Hughes-Zhang model [5] is proportional
to the spin Chern number Chs,l , the topological invariant
for spin-conserving 2D TIs. Recently, we clarified that the
coefficient of Chs,l is generally given by the universal value
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χu = 4|e|μB/h, and confirmed the quantization in the Kane-
Mele model [2,3] by using the k · p approximation explicitly
[21]. This quantization is associated with the Berry curvature,
and physically, it originates from the edge currents character-
istic of the 2D TIs [21]. Based on these results, the magnetic
susceptibility is expected to be used for the detection of the
change in the topological invariant for 2D TIs. However, the
evaluation for the Kane-Mele model in our previous paper
was based on the effective Hamiltonian in the vicinities of K
and K′ points of graphene, where the massive/massless Dirac
electron system is realized. Therefore, the contributions from
the distant k region from the K or K′ points or from the bands
other than the two bands forming the Dirac dispersion were
not evaluated accurately. Besides, the previous publication
does not include some additional contributions, such as core-
electron diamagnetism, the newly found Fermi surface term,
and the correction term from the occupied states [22–24]. To
compare the theory with experiments, it is desirable to be able
to evaluate all these contributions.

It should be noted that the Kane-Mele model is based
on the tight-binding model of graphene. The effect of the
magnetic field is often introduced as the Peierls phase of
the transfer integral in the tight-binding model. However, it
is known that the Peierls phase is not enough to describe
the effect of the magnetic field [25,26]. To obtain the whole
magnetic susceptibility, it is necessary to use the continuum
Hamiltonian with the SOI. The formulation of the orbital
magnetism in such a case is not so simple owing to the
complicated interband effects of the magnetic field, and a lot
of efforts were dedicated [27–33]. It is notable that Fukuyama
developed a one-line formula for the orbital magnetic suscep-
tibility, which is written in terms of Green’s functions [33].
(Some recent publications [34,35] proposed similar formulas.)
Fukuyama’s formula was reformulated in terms of Bloch wave
functions with infinite summations over the band indices taken

2469-9950/2023/107(8)/085201(20) 085201-1 ©2023 American Physical Society

https://orcid.org/0000-0003-4497-7131
https://orcid.org/0000-0003-4288-4337
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.107.085201&domain=pdf&date_stamp=2023-02-03
https://doi.org/10.1103/PhysRevResearch.3.013058
https://doi.org/10.1103/PhysRevB.107.085201


SOSHUN OZAKI AND MASAO OGATA PHYSICAL REVIEW B 107, 085201 (2023)

analytically [22,36], and the resultant formula properly
includes the Landau-Peierls (dia)magnetism and the contribu-
tion from occupied states, and some additional contributions.
The total magnetic susceptibility is given by

χtotal = χLP + χinter + χFS + χFS-P + χocc1 + χocc2, (1)

where χLP, χinter, χFS, and χocc1 represent Landau-Peierls,
interband, Fermi surface, and occupied state contributions, re-
spectively. χFS-P is also the Fermi surface contribution, which
contains Pauli paramagnetism. χocc2 is a Berry curvature-
related term. The explicit expressions for these contributions
are shown in Ref. [36]. This formulation has four major
advantages: (i) Since we use the completeness condition of
the Bloch wave functions, we can take account of an infinite
number of bands using the energy dispersions and real-space
wave functions of the unperturbed bands. (ii) By using the
atomic wave functions, which contain the information of
atoms, we can evaluate the effect of a magnetic field on the
core electrons inside the atom. (iii) We do not use effective
Hamiltonians around some k points, and thus, we can eval-
uate contributions from the whole Brillouin zone with the
correct boundaries. (iv) We can evaluate the contribution at
arbitrary chemical potential. As for (iv), it should be noted that
some Green’s function formulations that assume a continuous
periodic potential do not always give accurate chemical po-
tential dependence when applied to tight-binding models, as
discussed in Refs. [33,35]. This difficulty is conquered by this
infinite-band formulation [22–24].

In this paper, we evaluate all the contributions in magnetic
susceptibility including the spin Zeeman, orbital, and OZ
cross term in the Kane-Mele model with silicene in mind,
using the continuum Hamiltonian formulation. The real space
wave functions are represented by the linear combination of
atomic orbitals (LCAOs) using pz orbitals on carbon atoms as
was used in the case of simple graphene [24]. We will show
that the effect beyond the tight-binding and effective-model
formulations does not change or affect the quantization of the
OZ cross term. We will also show that the OZ cross term
has a reasonable magnitude compared with the other contri-
butions and confirm the quantized jump at the topological
phase transition. Furthermore, we study the chemical potential
dependence of each contribution and find that the OZ cross
term also has a large contribution at the van Hove singularity
irrespective of whether the system is topological or not.

This paper is organized as follows. In Sec. II, we first
review the fundamental properties of the Kane-Mele model
such as the energy dispersion and topological phase diagram.
Then, we derive the continuum-space Bloch wave function
assuming that it consists of 2pz atomic orbitals. In Sec. III, we
apply the general formula for the magnetic susceptibility to
the Kane-Mele model and derive analytic expressions for each
contribution. In Sec. IV, we numerically evaluate the results
obtained in the previous section and discuss the experimen-
tal observability of each term, especially the OZ cross term.
Finally, we present the discussions and summary in Sec. V

II. EXPLICIT WAVE FUNCTIONS FOR THE KANE-MELE
MODEL

We study the energy dispersion and write down the explicit
wave functions for the Kane-Mele model. The tight-binding

FIG. 1. Honeycomb lattice for the Kane-Mele model. A and B
represent the sublattices and a is the distance between the adjacent
two sites. The arrows show the hopping between the next-nearest-
neighbors due to SOI. The signs of this hopping depends on the path:
It is +1(−1) if the electron makes a left (right) turn to propagate to
a next-nearest site.

Hamiltonian is given by [2,3]

H = −
∑
〈i, j〉α

tc†
iαc jα + �0

⎛
⎝∑

i∈A,α

c†
iαciα −

∑
i∈B,α

c†
iαciα

⎞
⎠

+
∑

〈〈i, j〉〉,α,β

it2νi jc
†
iασ z

αβc jβ, (2)

where c†
iα creates an electron with spin α at site i, and 〈i, j〉

(〈〈i, j〉〉) run over all the nearest- (next-nearest-)neighbor sites
of a two-dimensional honeycomb lattice defined in Fig. 1. The
first term represents usual nearest-neighbor hoppings with
transfer integral t . The second term represents a staggered on-
site potential, +�0 for the sites in the A sublattice and −�0

for those in the B sublattice. The summation
∑

i∈A (
∑

i∈B)
means the sum over the sites in the A (B) sublattice. The
last term represents the hopping between the next-nearest-
neighbor sites due to SOI, where σ z

αβ is the (αβ ) component of
the spin operator in the z direction, and νi j = −ν ji = +1 (−1)
if the electron makes a left (right) turn to propagate to a
next-nearest site (see Fig. 1). Only the σ z component of SOI
appears [3,37,38], whose microscopic derivation using the
LACOs is shown in Appendix A. This model is known as the
model for silicene [37–41]. Silicene has a backled structure,
and A and B sublattices are not located on the same 2D plane.
Therefore, when an electric field is applied perpendicularly to
the 2D plane, the difference in height gives rise to the stag-
gered potential �0. For the next-nearest-neighbor hoppings,
we focus on t2 in Eq. (2), since it plays an important role in
the topological phase transition even if it is small [21,37,38].
Generally, there will be spin conserving next-nearest neighbor
hoppings. However, we consider that they only modify the
energy dispersion and they do not lead to the topological phase
transition.

As discussed in Sec. I, to include all the effect of a
magnetic field correctly, we consider the Hamiltonian in the
continuum space,

H full = 1

2m
(p − eA)2 + V (r) + h̄2

8m2c2
∇2V

+ h̄

4m2c2
σ · ∇V × (p − eA) − eh̄

2m
σ · B, (3)
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where e(< 0) is the electron charge, A(r) is a vector potential
(B = rotA). V (r) is the periodic potential that represents the
honeycomb lattice and the fourth term represents the SOI de-
rived from the relativistic Dirac equation. Once V (r) is fixed,
t , �0, and t2 are determined simultaneously. However, in our
calculations, we treat t , �0, and t2 as variable parameters. The
changes in the parameters should be interpreted as the changes
in the functional form of V (r). We have set the g factor in
the last term (spin Zeeman term) to be g = 2 neglecting the
QED corrections. When we consider a tight-binding model
under a magnetic field, a renormalization of the g factor gen-
erally occurs owing to the virtual interband process [42,43],
and the effective g factor deviates from g = 2 in the focused
bands. However, since the Hamiltonian Eq. (3) contains all
the bands, the Zeeman term in Eq. (3) should have the bare g
factor, g = 2. At the end of calculation including the interband
processes, the effective g factor should naturally appear.

We apply Eq. (3) to the Kane-Mele model. In Eq. (3), V (r)
is chosen to be the periodic potential formed by the atoms on
the honeycomb lattice,

V (r) =
∑
i∈A

VA(r − RAi ) +
∑
i∈B

VB(r − RBi ), (4)

where RAi (RBi) represents the position of the site in the A (B)
sublattice in the ith unit cell. For the continuum Hamiltonian
Eq. (3), we write down the Bloch wave functions in terms of
LCAOs of the A and B sublattice [24], assuming that the wave
functions near the Fermi level consist of 2pz orbitals. Then,
the wave functions are expressed as the linear combinations
of the orthogonal wave functions localized at a site r = Ri.
(The other bands are treated later.) As a simple case, we use
2pz orbital,

φ2pz (r) = 1√
24(a∗

B)5/2

√
3

4π
ze−r/2a∗

B , (5)

where a∗
B = aB/Zeff is the renormalized Bohr radius, aB =

h̄2/me2 is the Bohr radius, and Zeff = 3.25 [24,44] is the
effective charge of carbon atoms. The orthogonal localized
basis is given by [23–25]


(r − Ri ) = φ2pz (r − Ri ) −
∑
j:n.n.

s

2
φ2pz (r − R j ). (6)

In Eq. (6), j summation is taken over the nearest-neighbor
(n.n.) sites of Ri, and s is the overlap integral between the
adjacent sites,

s =
∫

φ∗
2pz

(r − Ri )φ2pz (r − R j )dr. (7)

The orthogonality of 
(r − Ri ) is maintained up to the first
order with respect to s. Note that s is independent of the
direction R = R j − Ri since the pz orbital is isotropic in the
xy plane.

Next, we perform a Fourier transform and obtain the basis

ϕAk(r) = 1√
N

∑
RAi

e−ik(r−RAi )
(r − RAi ) (8)

and

ϕBk(r) = 1√
N

∑
RBi

e−ik(r−RBi )
(r − RBi ), (9)

where N is the total number of sites on each sublattice. The
periodic part of the Bloch wave function ulkσ (r) is determined
by the eigenvalue equation,

Hkσ ulkσ = Elkσ ulkσ , Hkσ = e−ikrH fulleikr, (10)

where l and σ (= ±1) represent the band index and the eigen-
value of the z component of spin of an electron: σ = 1 for
spin-up and σ = −1 for spin-down. We denote the two energy
dispersion and the two eigenfunctions near the Fermi level as
E±

kσ
and u±

kσ
(r), respectively. To determine E±

kσ
and u±

kσ
(r), we

calculate the matrix elements of the Hamiltonian Hkσ in terms
of the obtained basis,

hnmσ (k) =
∫

ϕ∗
nk(r)Hkσϕmk(r)dr, (11)

with n, m = A or B. They become

hAAσ = �kσ + E0, (12)

hBBσ = −�kσ + E0, (13)

hABσ = h∗
BAσ = −tγk, (14)

where E0 is the energy constant [24],

�kσ = �0 + 4σ t2 sin

√
3

2
kxa

(
cos

3

2
kya − cos

√
3

2
kxa

)

(15)

and

γk = e−ikya + ei(
√

3
2 kx+ 1

2 ky )a + ei(−
√

3
2 kx+ 1

2 ky )a, (16)

with a being the distance between the nearest-neighbor sites.
Hereafter, we set E0 = 0 without loss of generality. �0 cor-
responds to the staggered on-site potential in Eq. (2) and the
nearest-neighbor hopping t can be expressed as a kind of over-
lap integral [24]. As shown in Appendix A, the SOI in Eq. (3)
does not give contributions to the nearest-neighbor hopping,
but it leads to a next-nearest-neighbor hopping t2 in Eq. (2),
which is also expressed by a kind of the overlap integrals. In
Appendix A, it is also shown that the next-nearest-neighber
hopping have only the z component of spin σ z

σσ ′ ; therefore,
the spin is conserved.

By diagonalizing the Hamiltonian hnmσ (k), we obtain the
energy dispersion,

E±
kσ

= ±
√

�2
kσ

+ ε2
k, (17)

where εk := t |γk|. At K = (4π/3
√

3a, 0) and K′ =
(−4π/3

√
3a, 0) in the Brillouin zone, γk vanishes.

Figure 2(a) shows the energy dispersions Eq. (17) with
σ = +1 (up spin) [21]. The solid and the dashed lines
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FIG. 2. (a) Energy dispersion of Eq. (2) for σ = 1 (up spin) along
the path � → K → K ′ → � for two typical choices of parameters:
(i) solid line, �0/t = 1/4, t2/t = √

3/72 (topologically trivial) and
(ii) dashed line, �0/t = 1/4, t2/t = √

3/24 (topologically nontriv-
ial). The energy dispersion for σ = −1 (down spin) is obtained by
exchanging K for K′ points. (b) Phase diagram of the present model.
The shaded areas represent topologically nontrivial paramter regions.

in Fig. 2 are for the cases of �0/t = 1/4, t2/t = √
3/72

(topologically trivial) and �0/t = 1/4, t2/t = √
3/24

(topologically nontrivial), respectively. The dispersions
are similar to those of graphene but gaps open at K and K′

points. The magnitudes of the gaps at K and K′ points are
given by

2|�0 + 3
√

3σ t2|, 2|�0 − 3
√

3σ t2|, (18)

respectively. Owing to the SOI, the energy dispersions for
spin-up and spin-down are not the same. The energy disper-
sion for σ = −1 (down spin) is obtained by exchanging K
for K′ points in Fig. 2. Figure 2(b) shows the phase diagram
of the model Eq. (2). The system is topologically trivial for
|�0| > 3

√
3|t2| while the system is topologically nontrivial

for |�0| < 3
√

3|t2|. As usual, the gap closes at the nontrivial-
trivial critical points, �0 = ±3

√
3t2.

The two eigenfunctions, u±
kσ

(r), are obtained as

u+
kσ

(r) = e
i
2 θk cos ηkσϕAk(r) − e− i

2 θk sin ηkσ ϕBk(r) (19)

and

u−
kσ

(r) = e
i
2 θk sin ηkσ ϕAk(r) + e− i

2 θk cos ηkσ ϕBk(r), (20)

where

eiθk = γk

|γk| , (21)

cos ηkσ =
√√√√1

2

(
1 + �kσ∣∣E±

kσ

∣∣
)

, (22)

sin ηkσ =
√√√√1

2

(
1 − �kσ∣∣E±

kσ

∣∣
)

. (23)

If we set ηkσ = π
4 , then these eigenfunctions coincide with

those for (massless) graphene [24].
Note that the Hamiltonian Eq. (3) contains all the bands. In

the following, the eigenenergies and eigenfunctions of all the
other bands are denoted as El ′kσ and ul ′kσ (r) with l ′ 
= ±. As
we will show later, they are used in the interband contribution
of magnetic susceptibility χinter, but the explicit forms of El ′kσ

and ul ′kσ (r) are not necessary.

III. MAGNETIC SUSCEPTIBILITY

Generally, the magnetic susceptibility consists of six con-
tributions shown in Eq. (1) [22,36]. Using the eigenenergies
and eigenfunctions mentioned above, each term in Eq. (1)
becomes

χLP = e2

12h̄2

∑
±,kσ

f ′(E±
kσ

)

⎡
⎣∂2E±

kσ

∂k2
x

∂2E±
kσ

∂k2
y

−
(

∂2E±
kσ

∂kx∂ky

)2
⎤
⎦, (24)

χinter = −2
∑
±

∑
l ′ 
=±,∓,

∑
k,σ

f (E±
kσ

)

E±
kσ

− El ′kσ

|M±l ′σ |2, (25)

χFS = e2

2h̄2 Re
∑
±,k,σ

f ′(E±
kσ

)

[{
∂E±

kσ

∂kx

∫
∂u±∗

kσ

∂ky

(
∂Hk

∂kx
+ ∂E±

kσ

∂kx

)
∂u±

kσ

∂ky
dr

− ∂E±
kσ

∂kx

∫
∂u±∗

kσ

∂kx

(
∂Hk

∂ky
+ ∂E±

kσ

∂ky

)
∂u±

kσ

∂ky
dr + (x ↔ y)

}
−

{
ih̄2

m

∂E±
kσ

∂kx

∫
u±∗

kσ
σz

∂u±
kσ

∂ky
dr − (x ↔ y)

}]
, (26)
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χFS−P = −
∑
±,k,σ

f ′(E±
kσ

)|M±±σ |2, (27)

χocc1 = − e2

4h̄2

∑
±,k,σ

f (E±
kσ

)

[
∂2E±

kσ

∂kx∂ky

∫
∂u±∗

kσ

∂kx

∂u±
kσ

∂ky
dr +

(
h̄2

m
− ∂2E±

kσ

∂k2
x

)∫
∂u±∗

kσ

∂ky

∂u±
kσ

∂ky
dr

]
+ (x ↔ y), (28)

χocc2 = − e

h̄
Re

∑
±,k,σ

f (E±
kσ

)M±±σ �±σ , (29)

where Mll ′σ is the magnetic moment defined by

Mll ′σ = − ie

2h̄

{∫
∂u∗

lkσ

∂kx

(
∂Hk

∂ky
+ ∂Elkσ

∂ky

)
ul ′kσ dr

−
∫

∂u∗
lkσ

∂ky

(
∂Hk

∂kx
+ ∂Elkσ

∂kx

)
ul ′kσ dr

}

+ eh̄

2m

∫
u∗

lkσ σzul ′kσ dr, (30)

and �±σ is the z component of the Berry curvature

�±σ = i
∫

dr
(

∂u±∗
kσ

∂kx

∂u±
kσ

∂ky
− ∂u±∗

kσ

∂ky

∂u±
kσ

∂kx

)
. (31)

In principle, there are contributions of core level electrons
(i.e., in the 1s orbital, etc.) in χocc1 and χocc2, which we do
not consider in the following.

Various integrals appearing in the above equations are cal-
culated by using the Bloch wave functions in Eqs. (19) and
(20) up to the first order with respect to the “overlap integrals”
s, t , and t2, whose integrands contain the overlap of atomic
orbitals φ∗

2pz
(r − R j )φ2pz (r − Ri ), with Ri and R j being the

nearest-neighbor sites or next-nearest-neighbor sites. The ob-
tained integrals are shown in Appendix B. In the following, we

write Ekσ :=
√

�2
kσ

+ ε2
k (i.e., E±

kσ
= ±Ekσ ). Furthermore, to

simplify the expressions we abbreviate εk, θk, Ekσ , �kσ , and
ηkσ as ε, θ , E , �, and η, respectively, as long as they do not
cause ambiguity. We also use the abbreviations

εμ = ∂ε

∂kμ

, θμ = ∂θ

∂kμ

, Eμ = ∂E

∂kμ

, �μ = ∂�

∂kμ

,

ημ = ∂η

∂kμ

, εμν = ∂2ε

∂kμ∂kν

, θμν = ∂2θ

∂kμ∂kν

, (32)

Eμν = ∂2E

∂kμ∂kν

, �μν = ∂2�

∂kμ∂kν

, ημν = ∂2η

∂kμ∂kν

,

for μ, ν = x or y. For example, using the formula (F3) in Ap-
pendix B, we obtain the Berry curvature as

�±σ = ∓ ε

E
(θxηy − θyηx ) + O(s2), (33)

However, using the formulas (F1) and (F7) in Appendix B, the
diagonal matrix element of magnetic moment M±±σ becomes

M±±σ = e

2h̄
(�xθy − �yθx ) + eh̄

2m
σ + O(s2). (34)

Here we have used the relation

�

E
Eμ − 2εημ = �μ, (35)

which is shown in Appendix C. Other useful relations are also
shown in Appendix C.

From the explicit forms of E ,�±σ , and M±±σ , it is
straightforward to write down χLP, χFS−P, and χocc2. χFS and
χocc1 are shown in Appendix D, where we have used the in-
tegral formulas in Appendix B. χinter contains the summation
over El ′kσ and ul ′kσ , which are the other energy dispersions
and wave functions than for the two bands forming the Dirac
dispersion. We can calculate the summation over l ′ without
using the explicit expression of ul ′kσ by making use of the
completeness condition,

u+
kσ

(r)u+∗
kσ

(r′) + u−
kσ

(r)u−∗
kσ

(r′) +
∑

l ′ 
=±,σ

ul ′kσ (r)u∗
l ′kσ (r′)

= δ(r − r′). (36)

The details of calculations are shown in Appendix E.
χtotal [Eq. (1)] is calculated in Appendix D, which is clas-

sified into a few groups as follows:

χtotal = χLP + χPauli + χOZ + χatomic + χ1 + χ2, (37)

with

χLP = e2

12h̄2

∑
±,kσ

f ′(±E )
[
ExxEyy − E2

xy

]
, (38)

χPauli = −e2h̄2

4m2

∑
±,kσ

f ′(±E ), (39)

χOZ = e2

m

∑
±,k,σ

f ′(±E )σε(ηxθy − ηyθx ) − e2

m

∑
±,k,σ

f (±E )σ�±σ + O(s2), (40)

χatomic = − e2

4m

∑
±,k,σ

f (±E )〈x2 + y2〉 = −3e2a∗2
B

m
n(μ) + O(s2), (41)
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χ1 = e2

h̄2

∑
±,k,σ

f (±E )

[
± η2

x

2E
(εεyy + ��yy) ∓ ηxηy

2E
(εεxy + ��xy) ∓ ε�

4E
(ηxθxθyy − ηxθyθxy)

± 1

8
(Exθxθyy − Exθyθxy) ∓ θ2

x

8E
(��yy + 2ε�yηy) ± θxθy

8E
(��xy + 2ε�xηy)

]
+ (x ↔ y)

+ e2

h̄2

∑
±kσ

f ′(±E )

[
ε2Ex

8E
(θyθxy − θxθyy) + �Ex

8E
(�xθ

2
y − �yθxθy)

+ Ex

4E
{ηy(�εxy − ε�xy) − ηx(�εyy − ε�yy)} − 1

4

(
θ2

x �2
y − θxθy�x�y

)] + (x ↔ y) + O(s2), (42)

χ2 = e2

h̄2

∑
±,k,σ

f (±E )

[
∓ 〈y2〉

4E
(−a2ε2 + ��xx + ��yy) ∓ h̄2

4m

(
a2sε2

2Et
− ε2

Et
〈x2 + y2〉R

)]
+ O(s2). (43)

The “expectation values” 〈· · · 〉 and 〈· · · 〉R are defined by

〈x2 + y2〉 =
∫


∗(r)(x2 + y2)
(r)dr (44)

and

〈x2 + y2〉R =
∫


∗(r − R)(x2 + y2)
(r)dr, (45)

with R being one of the vectors that point adjacent sites. Note
that the value 〈x2 + y2〉R depends on R = |R|, and does not
depend on the direction of R. The present result is consistent
with the previous one for graphene [24], but there appear
several new contributions due to the presence of the staggered
on-site potential �0 and SOI t2.

χPauli is the Pauli paramagnetism and χOZ is the OZ cross
term. Note that the χOZ should be proportional to μBσ , since
it is the cross term of the vector potential and the Zeeman
term. The formula obtained in the previous paper [21] gives
the same result as Eq. (40) as shown in Appendix D. The
orbital contributions are classified in χLP, χatomic, χ1, and χ2.
χatomic and χ2 represent the zeroth order terms with respect to
the transfer integral t and t2, i.e., proportional to t0 or (t2)0,
while χLP and χ1 are the first order terms proportional to t
or t2. χatomic represents the contributions from the occupied
states in the partially filled 2pz-band, which we call “intraband
atomic diamagnetism” [22–24]. n(μ) in χatomic represents the
total electron number with spin considered when the chemical
potential is μ. Since χ2 is not proportional to t or t2 it cor-
responds to the contribution not related to the Peierls phase.
Instead, χ2 includes the corrections of χatomic and the effect of
the overlap integral, s. However, χ1 is in the same order as χLP,
and it represents another pure orbital contribution. Note that
in the absence of the SOI, �x = �y = �xx = �yy = �xy = 0,
so that χ1 and χ2 become simple.

IV. NUMERICAL RESULTS

A. Chemical potential dependence

Performing the numerical integration for the k-summation,
we obtain the magnetic susceptibility. The parameters used
are taken from the values in graphene, which are tabu-
lated in Table I [24]. Figure 3 shows each contribution
to magnetic susceptibility for some choices of parameters,

{�0, t2}: (a) {�0/t, t2/t} = {1/2, 0}, (b) {1/4,
√

3/72}, and
(c) {1/4,

√
3/24} as functions of chemical potential. In each

figure, the classified contributions are shown. The left fig-
ures show χLP (red, solid line), χ1 (blue, dashed line),
and χ2 (green, dot-dashed line). The middle figures show
χOZ (red, solid line), χatomic (blue, dashed line), and χPauli

(green, dot-dashed line). The right figures show the total
contribution χtotal. The values are shown in units of χ0 =
e2L2a2t/(2π h̄)2. There are several remarks on the above
results.

(i) For t2 = 0 case [Fig. 3(a)], χLP + χ1 coincides with the
result by Raoux et al. [35], which is based on the Peierls-phase
formulation. The present result has additional contributions,
χPauli, χ2, and χatomic. Figure 4 shows χLP + χ1 (i.e., the result
by Raoux et al.; red, solid line), χPauli (blue, dahsed line), and
χ2 + χatomic (green, dot-dashed line). χ2 + χatomic originates
from the deformation of the wave functions [22–24,26], which
is not considered in the Peierls-phase formulation. This effect
also exists for finite t2 cases. Note that χOZ vanishes in this
case.

(ii) The term χatomic in Eq. (41) is in the zeroth order
with respect to the overlap integrals as in the square lattice
and graphene cases [23,24]. This term is proportional to the
electron number of 2pz band, n(μ). Since this originates from
the motion of an electron in an atom, this term does not depend
on the magnitude of the overlap integral or the amplitude of
transfer integral. This term produces asymmetric dependence
on μ.

(iii) At the band bottom (μ 
 −
√

9t2 + �2
0), only χLP and

χPauli have contributions. The former represents the Landau-
Peierls diamagnetism [27,28], which is understood as the ex-
tension of Landau’s diamagnetism for a periodic system; The

TABLE I. Parameters for graphene that are used in the numerical
integration [24].

Parameters Value

a 1.42
s 0.237
t 3.55
Zeff 3.25
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FIG. 3. Each contributions to the magnetic susceptibility as a function of the chemical potential. Left: χLP (red, solid line), χ1 (blue,
dashed line), and χ2 (green, dot-dashed line). Middle: χOZ (red, solid line), χatomic (blue, dashed line), and χPauli (green, dot-dashed line). Right:
figures show the total contribution χtotal.

latter represents Pauli paramagnetism, the magnitude of which
is proportional to the density of states. The ratio of these con-
tribution is given by |χLP/χPauli| = 1

3 (m/m∗)2 where m∗ is the
effective mass at the band bottom [45]. For �0 = 0 case, m∗ =
2h̄2/3ta [24] and the ratio becomes |χLP/χPauli| = 0.659

with the parameters shown in Table I. Thus the total magnetic
susceptibility is paramagnetic at the band bottom.

(iv) At the van Hove singularity (μ 
 ±t), we observe
sharp peaks in χLP, χPauli, and χOZ. This fact suggests that χOZ

is not just a small correction to the magnetic susceptibility,
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FIG. 4. Contributions to magnetic susceptibility as a function
of the chemical potential at �0 = 0.5t and t2 = 0. The solid (red),
dashed (blue), and dot-dashed (green) lines correspond to χ1 + χLP

(i.e., the result by Raoux et al.), χPauli, and χ2, respectively. The jump
at the both ends of gap in χ1 + χLP is denoted as �χdia.

but one of the major contributions. The term χOZ exists when
t2 
= 0 and reflects the sign of t2, and its peak at the van
Hove singularity becomes negative for t2 < 0. The behavior of
the OZ cross term and other contributions for some extended
parameters are shown in Appendix F.

(v) In χtotal near μ = 0 shown in Figs. 3(a)–3(c), we find
one plateau for t2 = 0 and two plateaus for finite t2. These
behaviors are explained as follows. First, the effective Hamil-
tonian in the vicinities of K and K′ points is given by

Heff = h̄vkxτx + h̄vkyτy + m0τz, (46)

where v = 3ta/2h̄ is velocity and m0 = |�0 +
3
√

3σ t2| (|�0 − 3
√

3σ t2|) for K (K′) point. For this system,
the orbital magnetic susceptibility with chemical potential μ

is obtained as [35]

χ2DDirac(μ, T, m0) = 3πt

2|m0| [ f (|m0|) − f (−|m0|)]χ0, (47)

= − 3πt

2|m0|χ0θ (|m0| − |μ|) (T = 0). (48)

This equation shows that χ2DDirac(μ, T = 0,�0) has a finite
negative value only when μ is in the gap. For finite t2 cases,
gaps of different sizes open at K and K′ points, and thus, the
multiplateau structure is formed.

(vi) For the case of t2 = √
3/24 [Fig. 3(c)], apart from the

contribution discussed in (v), we observe an extra diamagnetic
contribution χOZ at μ = 0. This condition corresponds to the
topologically nontrivial state, and χOZ reflects the topological
invariant of the model, the spin Chern number [46]. Note
that the sign of χOZ depends on t2, and χOZ is not always
diamagnetic. In Sec. IV C, we discuss the relation in detail.

(vii) The orbital magnetic susceptibility, apart from the
contribution from the core electrons and effect of overlap
integral, satisfies a sum rule over the chemical potential
[34,35,47–49]. We show that the sum rule also applies to
χOZ at T = 0. The integral of the second term of Eq. (40) is

calculated as∫ ∞

−∞
dμ

(
−e2

m

)∑
±kσ

f (±E )σ�±σ

= −e2

m

∑
kσ

∫ ∞

−∞
dμ[θ (μ + E ) − θ (μ − E )]σ�−,σ

= −e2

m

∑
kσ

σ · 2E�−,σ

= −2e2

m

∑
kσ

σε(θxηy − θyηx ). (49)

However, the integral of the first term is calculated with the
substitution f ′(±E ) → −δ(μ ∓ E ), and we obtain∫ ∞

−∞
χOZdμ = 0. (50)

This sum rule is confirmed numerically with the three cases
that we have examined. This relation suggests that χOZ at μ =
0 and that at the van Hove singularities are opposite, and they
cancel each other.

B. Scaling of the diamagnetic peak at μ = 0

In this subsection, we discuss the jumps in the orbital mag-
netic susceptibility, i.e., χLP + χ1, at the both ends of the gap
(see Fig. 4). (Note that χ2 does not contribute to jump.) We de-
note the magnitude of the jump as �χdia. We expect that �χdia

should be equal to the jump 3πtχ0/|m0| obtained analytically
in the effective Hamiltonian with two valleys considered [see
Eq. (48)]. This scaling is explained by the effective “Landau
diamagnetism” and “Pauli paramagnetism” in a Dirac electron
system under a magnetic field, which is inversely proportional
to effective mass m0 [50]. The open circles in Fig. 5 show
�χdia obtained from our numerical result for several values of
t/�0 at t2/t = 0.1 and kBT/t = 0.001. We can see that the
open circles are excellently on the line −3πtχ0/�0. (Note
that |m0| = �0 at t2 = 0.)

For finite t2 cases, there are two different gaps at K and
K′ points, the sizes of which we denote as �K and �K′

, re-
spectively. Similarly, we find the jumps in the orbital magnetic
susceptibility χLP + χ1 at the both ends of each gap, and each
jump coincides with the calculated value for the correspond-
ing gap, χ2DDirac(μ = 0, T,�K ) or χ2DDirac(μ = 0, T,�K′

).

C. Relation between χOZ and the topological phase

We discuss the Berry curvature-related contribution χOZ on
the basis of the discussion previously given by the authors
[21]. We concentrate on the case of T = 0 and μ = 0, where
the chemical potential is located in the gap. In this case, χOZ

is given by

χOZ(μ = 0) = 2eμB

h̄

∑
l:occupied

∑
k,σ

σ�z
lσ . (51)

Note that the topology of wave functions in a spin-conserved
system is characterized by the Chern number, Chl,σ , where
l and σ represent the band index and spin, respectively. The
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FIG. 5. Difference in magnetic susceptibility at the both ends
of the gap in χ1 + χLP, �χdia, as a function of t/�0 at t2 = 0 and
kBT/t = 0.001. Open circles: �χdia obtained from our numerical re-
sult with t/|�0| = 2.0, 4.0, 8.0, and 16.0. Solid line: Result obtained
by the continuum model Eq. (48).

Chern number is explicitly given by

Chl,σ = 1

2π

∫
dk�lσ = 2π

L2

∑
k

�lσ , (52)

and takes an integer value. Using this relation, χOZ at μ = 0
is given by

χOZ(μ = 0) = −4|e|μBL2

h
· 1

2
(Chocc,↑ − Chocc,↓). (53)

The right-hand side is proportional to the spin Chern number
for the occupied band, a topological invariant for 2D TIs,
defined by (Chocc,↑ − Chocc,↓)/2. This result indicates that
χOZ(μ = 0) is quantized in units of the universal value, χu =
4|e|μB/h = 13.37χ0 per area, reflecting the topological phase
of materials.

Figure 6 shows the distribution of �lσ (k) for some choices
of parameters. Due to time-reversal symmetry, we have
�l↑(−k) = −�l↓(k). For the case t2 = 0 with different sizes
of gaps [Figs. 6(a) and 6(b)], we can choose the eigenfunc-
tions as ul↑k(r) = ul↓k(r). Therefore, the relation of the Berry
curvature �lσ (−k) = −�lσ (k) holds and the summation of
�lσ in the Brillouin zone vanishes. For nonzero t2, the relation
�lσ (−k) = −�lσ (k) does not hold in general. Nevertheless,
as long as |�0| > 3

√
3|t2| holds, the summation of the Berry

curvature in the Brillouin zone is zero and χOZ(μ = 0) also
vanishes [Fig. 6(c)]. This corresponds to the fact that the sys-
tem is still topologically trivial. However, for |�0| < 3

√
3|t2|,

the summation becomes nonzero [Fig. 6(d)]. In this parameter
region, the system is topologically nontrivial and χOZ has a
finite contribution. These results show that χOZ(μ = 0) re-
flects the topological order of the Kane-Mele model. As the

FIG. 6. The distribution of Berry curvature for the lower
band with spin up at each parameter: (a) �0/t = 1/4, t2/t =
0, (b) �0/t = 1/8, t2/t = 0, (c) �0/t = 1/4, t2/t = √

3/72, and
(d) �0/t = 1/4, t2/t = √

3/24. The integral of the Berry curvature
over the whole Brillouin zone is zero when (a)–(c), while the coun-
terpart of (d) is 2π . The state is topologically nontrivial only in the
case of (d).

ratio of t2 to �0 changes, a jump in χOZ(μ = 0) occurs at the
topological phase transition.

Let us discuss experimental detection of the jump. For
μ = 0, the major contribution is χ1 as well as χOZ. As shown
in Sec. IV B, χ1 diverges at the critical point |�0| = 3

√
3|t2|.

Although it seems difficult to detect the jump due to this
divergence, χOZ will be experimentally observed according to
the discussion below.

It is naturally assumed that the diverging interband contri-
bution comes from the vicinities of K and K′ points. As we
mentioned, we can evaluate the contribution from K and K′ at
μ = 0 as χ2DDirac(μ = 0, T,�K ) + χ2DDirac(μ = 0, T,�K′

).
If we subtract this value from the observed total magnetic
susceptibility, then we obtain the residue containing the jump
in χOZ, i.e., the topological phase transition-related jump.
Figure 7 shows the residue obtained by the above subtraction
as a function of �0/t . In this way, we can find the evidence of
a topological phase transition. Note that the staggered on-site
potential is variable by an electric field applied perpendicu-
larly to the 2D plane. Therefore, the magnitude of the electric
field corresponds to the horizontal axis in Fig. 7.

Figure 7 indicates that the magnitude of the jump in the
total contribution slightly deviates from the predicted value
13.37χ0. This deviation originates from the Berry-curvature-
related term in the purely orbital, Berry-curvature-related
contribution contained in χocc2 [see Eqs. (29) and (30)], which
also changes discontinuously at topological phase transitions.
This fact does not contradict the statement that χOZ is univer-
sally quantized.

Note that the effect of the Berry curvature on the orbital
magnetism was studied in some literatures [51–57]. In our
formulation, the effect of the Berry curvature is included in
χ1, and causes the deviation of the jump from quantized value.
However, this effect is purely orbital and does not affect χOZ.
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FIG. 7. Magnetic susceptibility with the interband contribution
subtracted, where we define χinterband = χ2DDirac(μ = 0, T, �K ) +
χ2DDirac(μ = 0, T, �K′

). The parameters t2 and T are set to t2 = 0.1t
and kBT = 0.001t . The magnitude of jump mainly comes from the
universal quantized value χu = 13.37χ0; however, there exist an ad-
ditional discontinuous contribution originating from a purely orbital
term contained in χocc2 in Eqs. (29) and (30). The overall positive
shift originates from the plateau shown in Fig. 3.

V. DISCUSSIONS AND SUMMARY

Our present formulation focuses on the two-band model
consisting of 2pz orbitals. However, this method can be easily
extended to other orbitals. In this case, the estimation of the
hopping integrals and the effect of SOI should be modified.
Nevertheless, the basic idea to obtain the hopping integrals
and SOI-dependent integrals are the same as the idea devel-
oped in Appendix A. Note that, in our formulation, we can
treat any crystal field using the original form of the spin-orbit
interaction derived from the Dirac equation [the fourth term
in Eq. (3)].

We enumerate some possible applications of the present
method. First, our formulation will be applicable to the re-
cently found candidate material WTe2 [58–60], consisting of
p and d orbitals. Since these orbitals have nonzero angular
momentum, the matrix elements of the orbital magnetic mo-
ment Eq. (30) will be slightly modified.

The second example is silicene. In the present paper, as
the first approximation, we have only considered the pz or-
bitals. However, the effect of buckling may give some other
interesting effects such as a mixing of the orbitals other than
pz orbital. In this case we need to treat six bands. Although
fully analytic calculations for three or more band system will
not be easy, it will be possible to evaluate each contribution
by the combination of the present analytic method and some
computational techniques.

In the present study, we assumed the spin conserving next-
nearest-neighbor hopping, which is justified in the 2D systems
as shown in Appendix A. It is very interesting to study the
magnetic susceptibility especially the OZ cross term in the
case where the spin is not conserved (for example Rashba
term) both in the theoretical and experimental aspects. It re-
mains a future problem.

In summary, we calculated the orbital, spin-Zeeman, and
OZ magnetic susceptibility for the Kane-Mele model, using
the formula written in terms of explicit wave functions, which
enables us to evaluate each contribution taking account of
the integration over the whole Brillouin zone and the sum-
mation over all the bands. The result includes additional
contributions to the previous results [21], such as core electron
diamagnetism, originating from the deformation of the wave
functions by an external field. The numerical calculation has
revealed some properties.

(i) It has been proved that the effect beyond the tight-
binding and effective-model formulations does not change or
affect the quantization of the OZ cross term. We have also
found that if we can evaluate the size of the gap with some
methods, we will be able to detect the OZ cross term exper-
imentally and observe the change in the spin Chern number
directly.

(ii) The OZ cross term can be a relatively large contri-
bution, especially for insulating states and at the van Hove
singularity, and is one of the major contributions to the ma-
gentic susceptibility.

(iii) The present analytic and numerical calculations show
that χOZ, as well as the orbital contributions, satisfies the sum
rule with respect to the chemical potential,

∫
χOZdμ = 0.

We expect that the present method will serve as a useful
tool for a profound understanding of orbital, Pauli, and orbital-
Zeeman cross magnetic response of topological materials.
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APPENDIX A: HOPPING INTEGRALS DUE TO THE
SPIN-ORBIT INTERACTION

In this Appendix, we obtain hopping integrals due to the
spin orbit interaction using LCAO in Eqs. (8) and (9). The
matrix elements of SOI in Eq. (3) between ϕAk(r) and ϕBk(r)
is given by

hSO
ABσσ ′ (k) 
 1

N

∑
RAi,RB j

e−ik(RAi−RB j )
∫

dr
∗
σ (r − RAi )

h̄2

4m2c2

× (σ)σσ ′ · ∇{VA(r − RAi ) + VB(r − RB j )}
× {−i∇
σ ′ (r − RB j )}, (A1)

where we have chosen VA(r − RAi ) + VB(r − RB j ) out of V (r)
since the other terms in V (r) should be small at r = RAi or
r = RB j . We show the spin component of the wave functions
explicitly. Other matrix elements hSO

AAσσ ′ (k) and hSO
BBσσ ′ (k)

are expressed in similar ways, which are to be discussed
later.

The dominant contribution in Eq. (A1) is between
the nearest-neighbor-sites. By choosing an appropriate
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FIG. 8. Configurations of atoms for (a) nearest-neighbor and (b), (c) next-nearest-neighbor hoppings.

coordinates, the r integral can be expressed as in Fig. 8(a).
We can assume that VA(r − RAi ), VB(r − RB j ), 
σ (r − RAi )
and 
σ ′ (r − RB j ) are even functions with respect to y.
Therefore, when one of the two nablas in Eq. (A1) is ∂

∂y ,
the r integral vanishes. We can also assume that VA(r −
RAi ) and VB(r − RB j ) are even functions with respect to
z, while 
σ (r − RAi ) and 
σ ′ (r − RB j ) are odd functions.
Therefore, when one of the two nablas in Eq. (A1) is
∂
∂z , the r integral vanishes again. As a result, hSO

ABσσ ′ (k)
vanishes.

Next, we discuss hSO
AAσσ ′ (k). The dominant contribution is

between the next-nearest-neighbor pair,

hSO
AAσσ ′ (k) 
 1

N

∑
RAi,RA j

e−ik(RAi−RA j )
∫

dr
∗
σ (r − RAi )

h̄2

4m2c2

× (σ)σσ ′ · ∇{VA(r − RAi ) + VB(r − RB0)

+VA(r − RA j )} × {−i∇
σ ′ (r − RA j )}. (A2)

The appropriate coordinates give the configurations as in
Figs. 8(b) and 8(c). In the following, we neglect the overlap
integral s in 
σ (r) and replace 
σ (r) with φσ (r). All the
potentials in Eq. (A2) will be even functions with respect to z,
while φ∗

σ (r − RAi ) and φσ ′ (r − RA j ) are odd functions. There-
fore, as in the case of Eq. (A1), when one of the two nablas is
∂
∂z , the r integral vanishes. Similarly, the terms in Eq. (A2)
with VA(r − RAi ) and VA(r − RA j ) are even functions with
respect to y. Therefore, they vanish as in the case of Eq. (A1).
In contrast, the term with VB(r − RB0) gives a nonzero value,

h̄2

4m2c2

∫
drφ∗

σ (r − RAi )(σ
z )σσ ′

[
∂

∂x
VB(r − RB0)

×
(

− i
∂

∂y

)
φσ ′ (r − RA j ) − ∂

∂y
VB(r − RB0)

×
(

− i
∂

∂x

)
φσ ′ (r − RA j )

]
dr. (A3)

If we assume RB0 = (0, b, 0), RA j = (a, 0, 0), VB(r −
RB0) = VB(ρ, z), and φσ ′ (r − RA j ) = φσ ′ (ρA, z) with ρ =√

x2 + (y − b)2 and ρA =
√

(x − a)2 + y2 for Fig. 8(b), then
the integral in Eq. (A3) becomes

−i
∫

drφ∗
σ (r − RAi )(σ

z )σσ ′ (ay + bx − ab)
1

ρρA

× ∂VB(ρ, z)

∂ρ

∂φσ ′ (ρA, z)

∂ρA
. (A4)

Similarly, for Fig. 8(c), we obtain

−i
∫

drφ∗
σ (r − RAi )(σ

z )σσ ′ (ay − bx + ab)
1

ρ ′ρA

× ∂VB(ρ ′, z)

∂ρ ′
∂φσ ′ (ρA, z)

∂ρA
, (A5)

with ρ ′ =
√

x2 + (y + b)2. When we make the change of the
integral variable y → −y, we can see that Eq. (A5) exactly
equals (−1) times Eq. (A4). In the same way, we can obtain
hSO

BBσσ ′ (k). These next-nearest-neighbor hoppings exactly have
the same symmetry as Kane-Mele assumed, although the ab-
solute value and the sign is determined from the details of the
functional forms in Eq. (A3).

The present derivation can be applied to the antisymmetric
SOI due to the local inversion symmetry breaking [61,62].
In transition metal dichalcogenides, such as WTe2, the inver-
sion symmetry breaks locally due to odd-parity crystal field.
This symmetry breaking gives rise to local hybridization of
wave functions of different parities. The combination of this
hybridization and L · s coupling generates antisymmetric SOI
such as the Rashba-type SOI. In our formulation, we can treat
any crystal field, and the hybridization of wave functions of
different parities are naturally included. Also, the fourth term
in Eq. (3) is the original form of spin-orbit interaction derived
from the Dirac equation, and it is exactly the L · s coupling
when we consider a single-atom potential. Therefore, our
formulation properly describe the antisymmetric SOI due to
the local symmetry breaking.

APPENDIX B: INTEGRATION FORMULAS

Table II shows the order estimates of several quantities with
respect to the “overlap integrals” s, t , or t2 (all denoted as s in
the following) for the two cases of �0 � t and �0 � t . Note

that Ekσ =
√

�2
kσ

+ ε2
k . In the following calculations, we keep

the terms up to the order of s1.
First, we show several integration formulas using u±

kσ
(r)

of Eqs. (19) and (20), which will be used in calculating χ .
To simplify the expressions, we abbreviate εk, θk, Ekσ , �kσ ,
and ηkσ as ε, θ , E , �, and η, respectively, in the following
Appendices. Furthermore, we use the abbreviations

εμ = ∂ε

∂kμ

, θμ = ∂θ

∂kμ

, Eμ = ∂E

∂kμ

, �μ = ∂�

∂kμ

,

ημ = ∂η

∂kμ

, (B1)
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TABLE II. Order estimations of several quantities with respect
to the “overlap integral” s, t , or t2 (all denoted as s). Here μ is x or y,
and ηkσ and θk are defined in Eqs. (21)–(23).

�0 � t �0 � t

Ekσ 1 s
∂Ekσ

∂kμ
s s

ηkσ 1 1
∂ηkσ

∂kμ
s 1

θk 1 1
∂θk
∂kμ

1 1

�kσ 1 s
∂�kσ

∂kμ
s s

εμν = ∂2ε

∂kμ∂kν

, θμν = ∂2θ

∂kμ∂kν

, Eμν = ∂2E

∂kμ∂kν

,

�μν = ∂2�

∂kμ∂kν

, ημν = ∂2η

∂kμ∂kν

, (B2)

for μ, ν = x or y. Then we obtain

(F1)
∫

u±∗
kσ

∂u±
kσ

∂kμ

dr = ±i
�

2E
θμ + O(s2),

(F2)
∫

u±∗
kσ

∂u∓
kσ

∂kμ

dr = i
ε

2E
θμ ± ημ + O(s2),

(F3)
∫

∂u±∗
kσ

∂kμ

∂u±
kσ

∂kν

dr = 〈xμxν〉 + 1

4
θμθν + ημην

± i
ε

2E
(θμην − θνημ) ∓ ε

E
ReXμν + O(s2),

(F4)
∫

∂u±∗
kσ

∂kμ

∂u∓
kσ

∂kν

dr = −i
�

2E
(θμην − θνημ) + Y ±

μν + O(s2),

(F5)
∫

u±∗
kσ

∂Hk

∂kμ

u±
kσ

dr = ±Eμ,

(F6)
∫

u±∗
kσ

∂Hk

∂kμ

u∓
kσ

dr = ∓2E
∫

u±∗
kσ

∂u∓
kσ

∂kμ

dr = ∓iεθμ

− 2Eημ + O(s2),

(F7)
∫

u±∗
kσ

∂Hk

∂kμ

∂u±
kσ

∂kν

dr = − h̄2

2m
δμν ± 1

2
Eμν + i

�

2E
Eμθν

− iε(ημθν − ηνθμ) + O(s2),

(F8)
∫

u∓∗
kσ

∂Hk

∂kμ

∂u±
kσ

∂kν

dr = ± i

2
ενθμ − ημEν − Eημν

∓ EY ∓
μν ± i

2
εθμν + O(s2), (B3)

with

Xμν =
∑

R

e−iθk e−ik·R〈xμxν〉R,

Y ±
μν = �

E
ReXμν ± iImXμν. (B4)

The meaning of the R summation and 〈· · · 〉R are shown below.
Xμν and Y ±

μν are in the order of s.

1. Derivation of (F1)–(F4)

The kμ derivative of u+
kσ

becomes

∂u+
kσ

∂kμ

= i

2
θμ cos 2ηu+

kσ
+
(

i

2
θμ sin 2η − ημ

)
u−

kσ
+ e

i
2 θ cos η

∂ϕAk

∂kμ

− e− i
2 θ sin η

∂ϕBk

∂kμ

. (B5)

To obtain (F1), we must calculate the integral of product of Bloch wave function u±
kσ

and k-derivative of ϕA/Bk(r). They become∫
u+∗

kσ

∂ϕAk

∂kμ

dr = − e− i
2 θ cos η

i

N

∑
RAi,RA j

e−ik(RAi−RA j )
∫

(x − RA jx )
∗(r − RAi )
(r − RA j )dr

+ e
i
2 θ sin η

i

N

∑
RA j ,RBi

eik(RA j−RBi )
∫

(x − RA jx )
∗(r − RBi )
(r − RA j )dr. (B6)

Hereafter, we only consider the on-site and adjacent-site contributions. Then we obtain∫
u+∗

kσ

∂ϕAk

∂kμ

dr = − e− i
2 θ cos η

i

N

∑
RAi

∫
(x − RAix )
∗(r − RAi )
(r − RAi )dr

+ e
i
2 θ sin η

i

N

∑
RA j ,RBi

RA j−RBi=n.n.

eik(RA j−RBi )
∫

(x − RA jx )
∗(r − RBi )
(r − RA j )dr

= − ie− i
2 θ cos η〈x〉 + i sin η

∑
R

eikR〈x〉(−R), (B7)
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where R runs over the three vectors from a B site to its
adjacent A sites. The expectation values 〈O〉 and 〈O〉R are
defined as [23,24]

〈O〉 =
∫


∗(r)Ô
(r)dr (B8)

and

〈O〉R =
∫

dr
∗(r − R)Ô
(r)dr. (B9)

We can see that 〈x〉 and 〈x〉R are in the order of s2. Therefore,
we obtain ∫

u+∗
kσ

∂ϕAk

∂kμ

dr = O(s2). (B10)

For ∂ϕBk/∂kμ, we have the similar relation∫
u+∗

kσ

∂ϕBk

∂kμ

dr = O(s2). (B11)

Using Eqs. (B10) and (B11), we have

∫
u+∗

kσ

∂u+
kσ

∂kμ

dr = i

2
θμ cos 2η + O(s2) (B12)

and ∫
u+∗

kσ

∂u−
kσ

∂kμ

dr = i

2
θμ sin 2η + ημ + O(s2). (B13)

If we substitute η → η − π/2, then u+
kσ

and u−
kσ

become u−
kσ

and −u+
kσ

, respectively. With the relations

sin 2η = ε

E
, cos 2η = �

E
, (B14)

we obtain (F1) and (F2).

Similar to the derivation of (F1) and (F2), we obtain∫
∂ϕ∗

Ak

∂kμ

∂ϕAk

∂kν

dr =
∫

∂ϕ∗
Bk

∂kμ

∂ϕBk

∂kν

dr = 〈xμxν〉 + O(s2)

(B15)

and ∫
∂ϕ∗

Ak

∂kμ

∂ϕBk

∂kν

dr =
∑

R

e−ik·R〈xμxν〉R + O(s2). (B16)

Using these relations and substitution of η → η − π/2, we
obtain (F3) and (F4). In the different sign cases (e.g.,∫ ∂u+∗

kσ

∂kμ

∂u−
kσ

∂kν
dr), we can calculate the integral in almost the same

way.

2. Derivation of (F5) and (F6)

We start from the Schrödinger equation,

Hku±
kσ

= ±Eu±
kσ

. (B17)

Differentiating the both sides of this equation by kμ, we obtain(
∂Hk

∂kμ

∓ ∂E

∂kμ

)
u±

kσ
= (±E − Hk)

∂u±
kσ

∂kμ

. (B18)

When we multiply u±∗
kσ

and integrate the product, we obtain
(F5). Similarly, multiplying u∓∗

kσ
and using (F2), we obtain

(F6).

3. Derivation of (F7)

To obtain (F7), we first calculate∫
u±∗

kσ

(
∂Hk

∂kμ

∂u±
kσ

∂kν

+ ∂Hk

∂kν

∂u±
kσ

∂kμ

)
dr (B19)

and ∫
u±∗

kσ

(
∂Hk

∂kμ

∂u±
kσ

∂kν

− ∂Hk

∂kν

∂u±
kσ

∂kμ

)
dr. (B20)

Differentiating the both sides of Eq. (B18) by kν , we obtain

(
h̄2

m
δμν ∓ ∂2E

∂kμ∂kν

)
u±

kσ
+
(

∂Hk

∂kμ

∓ ∂E

∂kμ

)
∂u±

kσ

∂kν

+
(

∂Hk

∂kν

∓ ∂E

∂kν

)
∂u±

kσ

∂kμ

+ (Hk ∓ E )
∂2u±

kσ

∂kμ∂kν

= 0. (B21)

Here we have used the relation

∂2Hk

∂kμ∂kν

= h̄2

m
δμν. (B22)

Then, multiplying u±∗
kσ

and integrating, we obtain∫
u±∗

kσ

(
∂Hk

∂kμ

∂u±
kσ

∂kν

+ ∂Hk

∂kν

∂u±
kσ

∂kμ

)
dr = − h̄2

m
δμν ± Eμν + i

�

2E
(Eμθν + Eνθμ) + O(s2). (B23)

Here we have used the formula (F1).

Next, we calculate Eq. (B20). By using the explicit forms of ∂Hk
∂ky

and ∂u±
kσ

∂kx
and using the fact that φ(r) (pz orbital) is an

eigenstate of angular momentum, Lzφ(r) = 0, we can write

∂Hk

∂ky

∂u±
kσ

∂kx
− ∂Hk

∂kx

∂u±
kσ

∂ky
=∂Hk

∂ky

[
±
(

i
θx

2

�

E
+ sεx

2t

ε

E

)
u±

kσ
+
(

i
θx

2

ε

E
∓ ηx ± isε

2t
θx − sεx

2t

�

E

)
u∓

kσ

]

− (x ↔ y) + O(s2). (B24)
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Then we multiply u±∗
kσ

and integrate the product. After some algebra, we obtain∫
u±∗

kσ

(
∂Hk

∂kμ

∂u±
kσ

∂kν

− ∂Hk

∂kν

∂u±
kσ

∂kμ

)
dr = i

�

2E
(Eμθν − Eνθμ) − 2iε(ημθν − ηνθμ) + O(s2). (B25)

Here, we have used the formulas (F5), and (F6). Combining Eqs. (B23) and (B25), we obtain (F7).

4. Derivation of (F8)

Similar to the derivation of (F7), we calculate∫
u∓∗

kσ

(
∂Hk

∂kμ

∂u±
kσ

∂kμ

+ ∂Hk

∂kν

∂u±
kσ

∂kν

)
dr (B26)

and ∫
u∓∗

kσ

(
∂Hk

∂kμ

∂u±
kσ

∂kμ

− ∂Hk

∂kν

∂u±
kσ

∂kν

)
dr. (B27)

First, we multiply u∓∗
kσ

to Eq. (B21) and integrate the product. Then we obtain∫
u∓∗

kσ

(
∂Hk

∂kμ

∂u±
kσ

∂kν

+ ∂Hk

∂kν

∂u±
kσ

∂kμ

)
dr = ±Eμ

∫
u∓∗

kσ

∂u±
kσ

∂kν

dr ± Eν

∫
u∓∗

kσ

∂u±
kσ

∂kμ

dr ± 2E
∫

u∓∗
kσ

∂2u±
kσ

∂kμ∂kν

dr. (B28)

To calculate the last term, by differentiating (F2) by kν , we find a relation,∫
u±∗

kσ

∂2u∓
kσ

∂kμ∂kν

dr = −
∫

∂u±∗
kσ

∂kμ

∂u∓
kσ

∂kν

dr + ∂

∂kμ

∫
u±∗

kσ

∂u∓
kσ

∂kν

dr

= i
�

2E
(θμην + θνημ) + i

ε

2E
θμν ± ημν − Y ±

μν + O(s2), (B29)

where we have used a relation Eq. (C1) or Eq. (C2). Substitution of this relation to Eq. (B28) leads to∫
u∓∗

kσ

(
∂Hk

∂kμ

∂u±
kσ

∂kν

+ ∂Hk

∂kν

∂u±
kσ

∂kμ

)
dr = ± i

2
(εμθν + ενθμ) − (Eμην + Eνημ) ± iεθμν ∓ 2EY ∓

μν − 2Eημν + O(s2). (B30)

However, using Eq. (B24), we obtain∫
u∓∗

kσ

(
∂Hk

∂kμ

∂u±
kσ

∂kν

− ∂Hk

∂kν

∂u±
kσ

∂kμ

)
dr = ±

(
i
�θν

2E
+ sεεν

2tE

)∫
u∓∗

kσ

∂Hk

∂kμ

u±
kσ

dr − (μ ↔ ν) +
(

i
εθν

2E
∓ ην ± isε

2t
θν − s�εν

2tE

)

×
∫

u∓∗
kσ

∂Hk

∂kμ

u∓
kσ

dr − (μ ↔ ν) = ∓ i

2
(εμθν − ενθμ) − 1

2E
(εμ�ν − εν�μ) + O(s2),

(B31)

where we have used (F5) and (F6). Combining Eqs. (B30) and (B31), we obtain (F8).

APPENDIX C: SEVERAL RELATIONS BETWEEN MOMENTUM DERIVATIVES

We find various relations between Eμ, ημ, εμ,�μ, and θμ, which are used in various occasions. Using sin 2η = ε/E and
cos 2η = �/E , we can see

∂

∂kμ

( ε

E

)
= ∂

∂kμ

sin 2η = 2ημ cos 2η = 2�

E
ημ. (C1)

By writing explicitly the left-hand side, we obtain

�ημ + ε

2E
Eμ = εμ

2
. (C2)

Similarly, from the derivative of �/E = cos 2η, we have

−εημ + �

2E
Eμ = �μ

2
, (C3)
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which was used in the text Eq. (35). Furthermore, by making the kν derivative of Eqs. (C2) and (C3), we obtain

Eημν + Eμην + Eνημ = 1

2E
(�εμν − ε�μν ) (C4)

and

Eμν − 4Eημην = 1

E
(εεμν + ��μν ). (C5)

In the previous paper, we obtained the following relationships [24]:

ε
(
θ2

x + θ2
y

) − εxx − εyy = a2ε, ε(θxx + θyy) + 2εxθx + 2εyθy = 0, (C6)

with a being the length between the nearest-neighbor carbons. These special relations hold since ε and θ are closely related to
each other through γk. Here we find additional relations.

Let us consider ∑
R

(
R2

x − R2
y

)
e−ik·R, (C7)

where R runs over the three vectors from a B site to its adjacent A sites. By using the explicit three vectors in Fig. 1, we can see
that it is equal to

−ia
∂

∂ky

∑
R

e−ik·R. (C8)

Then, from the definitions of γk and θ , we can obtain the relationship(
− ∂2

∂k2
x

+ ∂2

∂k2
y

)
|γk|eiθ = −ia

∂

∂ky
|γk|eiθ . (C9)

By taking the real and imaginary part of both sides, we obtain

ε
(
θ2

x − θ2
y

) − εxx + εyy = aεθy, ε(θxx − θyy) + 2εxθx − 2εyθy = aεy. (C10)

From Eqs. (C6) and (C10), we can see

εxx = εθ2
x − a2

2
ε − a

2
εθy, εyy = εθ2

y − a2

2
ε + a

2
εθy, εθxx = −2εxθx + a

2
εy, εθyy = −2εyθy − a

2
εy. (C11)

Similarly by using

∑
R

RxRye−ik·R = − ∂2

∂kx∂ky
|γk|eiθ = −i

a

2

∂

∂kx
|γk|eiθ , (C12)

we obtain

εxy = εθxθy − a

2
εθx, εθxy = −εxθy − εyθx + a

2
εx. (C13)

APPENDIX D: EACH CONTRIBUTION OF χ

In the present case, the Landau-Peierls contribution simply becomes Eq. (38). Next, the l ′-summation in χinter is carried out
in Appendix E, and the result is given by

χinter = e2

h̄2

∑
f (±E )

×
[(

h̄2

16m
± ε2

4E
〈y2〉 ± h̄2

8m

sε2

Et

)
θ2

x + h̄2

4m

(
η2

x ± s�

Et
ηxεx

)
± E〈y2〉η2

x

± η2
x

4E
(εεyy + ��yy) ∓ ηxηy

4E
(εεxy + ��xy) ± θ2

x

16E
(εεyy − ��yy) ∓ θxθy

16E
(εεxy − ��xy)

± θ2
x

4E

(
�εyηy − E2η2

y

) ∓ θxθy

4E
(�εxηy − E2ηxηy) ∓ ε�

4E
(ηxθxθyy − ηxθyθxy)

]
+ (x ↔ y) + O(s2). (D1)
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For χFS, we multiply the Hermitian conjugate of Eq. (B24) by ∂u±
kσ

∂ky
and integrate the product. Then, with the help of (F7) and

(F8), we obtain

χFS = e2

2h̄2

∑
±kσ

f ′(±E )

[
h̄2

2m

sε

2tE
εxEx + ε2Ex

4E
(θyθxy − θxθyy) + �Ex

4E

(
�xθ

2
y − �yθxθy

)

+ Ex

2E
{ηy(�εxy − ε�xy) − ηx(�εyy − ε�yy)} + E2

x

(
〈y2〉 + 1

4
θ2

y

)
− 1

4
ExEyθxθy + (x ↔ y)

]

+ e2

2h̄2

∑
±kσ

f ′(±E )
h̄2

m

�

2E
σ (Exθy − Eyθx ) + O(s2), (D2)

where we have used the relation in Eqs. (C3) and (C4). The last term in Eq. (D2) comes from the contribution of the Zeeman
term. We find that it is convenient to make partial integrations in the last three terms, which will be included in χ1, χ2, and χOZ

in the main text. With the partial integrations, we obtain

χFS = e2

2h̄2

∑
±kσ

f ′(±E )

[
h̄2

2m

sε

2tE
εxEx + ε2Ex

4E
(θyθxy − θxθyy) + �Ex

4E

(
�xθ

2
y − �yθxθy

)

+ Ex

2E
{ηy(�εxy − ε�xy) − ηx(�εyy − ε�yy)} + (x ↔ y)

]

− e2

2h̄2

∑
±kσ

f (±E )

[
± Exx

(
〈y2〉 + 1

4
θ2

y

)
∓ 1

4
Exyθxθy ∓ 1

4

(
Exθxθyy − Exθyθxy

) + (x ↔ y)

]

∓ e2

2h̄2

∑
±kσ

f (±E )
h̄2

m
σ

{(
�x

2E
− �Ex

2E2

)
θy −

(
�y

2E
− �Ey

2E2

)
θx

}
+ O(s2), (D3)

χFS−P is directly obtained by substituting M±±σ as

χFS−P = −
∑
±,k,σ

f ′(±E )

[
e2

4h̄2 (�xθy − �yθx )2 + e2

2m
σ (�xθy − �yθx ) + e2 h̄2

4m2
σ 2

]
+ O(s2). (D4)

Using the integration formulas (F3) in Appendix B, we obtain χocc1 as

χocc1 = − e2

4h̄2

∑
±kσ

f (±E )

[
± Exy

(
1

4
θxθy + ηxηy

)
+
(

h̄2

m
∓ Exx

)(
〈y2〉 + 1

4
θ2

y + η2
y

)
∓ h̄2

m

ε

E
ReXyy

]
+ (x ↔ y) + O(s2).

(D5)

Finally, χocc2 becomes

χocc2 = e2

h̄2

∑
±,k,σ

f (±E )

[
∓ ε

2E

{
θ2

x �yηy − θxθy�xηy + (x ↔ y)
} ± h̄2

2m

ε

E
σ (θxηy − θyηx )

]
+ O(s2). (D6)

In the total of these contributions, some terms cancel with each other. In the zeroth order of s (s0), there are terms proportional
to h̄2

m 〈y2〉 and h̄2

m θ2
x in χocc1 and χinter. However, the latter cancels with each other and only the former appearing in χocc1

contributes to the total susceptibility in the zeroth order. In the previous paper [24], we call this contribution as “intraband
atomic diamagnetism,” which is shown as χatomic in Eq. (41).

Collecting the contributions proportional to h̄2/m and 〈y2〉 and using integration by parts for terms in χFS, we obtain

χ2 = e2

h̄2

∑
±,k,σ

f (±E )

[
∓ 〈y2〉

4E

(
εεxx + ��xx − ε2θ2

x

) ∓ h̄2

4m

(
sε

2Et

(
εxx − εθ2

x

) − ε

E
ReXyy

)]
+ (x ↔ y) + O(s2), (D7)

where we have used the relations of Eqs. (C1) and (C5). Finally, when we use the relation Eq. (C11), we obtain Eq. (43). The
last term in χFS−P is the usual Pauli paramagnetism, Eq. (39). The orbital-Zeeman (OZ) cross terms are characterized by the
presence of σ since they are the cross terms of the vector potential and the Zeeman term. They appear in χFS, χFS−P, and χocc2

their total becomes Eq. (40).
Note that, in the previous study [21], we derived an expression for χOZ,

χOZ = 2eμB

h̄

∑
±,kσ

f (E±
kσ

)σ�±σ + i|e|μB

h̄

∑
lkσ

σ f ′(±E )

{∫
∂u±∗

kσ

∂kx
(±E − Hk)

∂u±
kσ

∂ky
dr − (x ↔ y)

}
, (D8)
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which yields the same result as Eq. (40) as shown in the following. Using the conjugate of the relation Eq. (B18), the second
term of Eq. (D8) is rewritten as

i
∑
±kσ

σ f ′(±E )

{
∓Ex

∫
u±∗

kσ

∂u±
kσ

∂ky
dr ± Ey

∫
u±∗

kσ

∂u±
kσ

∂kx
dr +

∫
u±∗

kσ

(
∂Hk

∂kx

∂u±
kσ

∂ky
− ∂Hk

∂ky

∂u±
kσ

∂kx

)
dr
}
. (D9)

From formula (F1) and Eq. (B25), we obtain Eq. (40) again.
The remaining terms lead to Eq. (42).

APPENDIX E: l ′ SUMMATION in χinter

To carry out the summation in χinter Eq. (25), we first consider the case of l ′ = ∓. From (F2) and (F8), we have

Mz
±∓σ = ∓ e

2h̄
�(ηxθy − ηyθx ), (E1)

where we have used a relation Eq. (C3). Then, we have

− 2
∑
±,k,σ

f (±E )

(±E ) − (∓E )
|Mz

±∓σ |2 = − e2

2h̄2

∑
±,k,σ

f (±E )

[
±�2

2E
(ηxθy − ηyθx )2

]
. (E2)

Next, we consider the case of l ′ 
= ±,∓. In this case, using Eq. (B24) we can rewrite Mz
±l ′σ as

Mz
±l ′σ = − ie

2h̄

[
Ax(±E − El ′ )

∫
∂u±∗

kσ

∂ky
ul ′kσ dr + Bx(∓E − El ′ )

∫
∂u∓∗

kσ

∂ky
ul ′kσ dr ± Ey

∫
∂u±∗

kσ

∂kx
ul ′kσ dr

]
− (x ↔ y), (E3)

where

Aμ = ∓i
�

2E
θμ ± s

2t

ε

E
εμ, Bμ = −i

ε

2E
θμ ∓ ημ ∓ i

sε

2t
θμ − s

2t

�

E
εμ, (E4)

for μ = x, y. Then, Mz
±l ′σ can be rewritten as

Mz
±l ′σ = (

Mxy
1 + Mxy

2

) − (x ↔ y), (E5)

with

Mμν
1 ≡ − ie

2h̄
{Aμ(±E − El ′ ) ∓ Eμ}

∫
∂u±∗

kσ

∂kν

ul ′kσ dr, Mμν
2 ≡ − ie

2h̄
{Bμ(±E − El ′ ) ∓ 2EBμ}

∫
∂u∓∗

kσ

∂kν

ul ′kσ dr. (E6)

Using these abbreviations, |Mz
±l ′σ |2 becomes∣∣Mz

±l ′σ

∣∣2 = ∣∣Mxy
1

∣∣2 + ∣∣Mxy
2

∣∣2 + (
Mxy

1 Mxy∗
2 + c.c.

) − Mxy
1 Myx∗

1 − Mxy
2 Myx∗

2 − (
Mxy

1 Myx∗
2 + c.c.

) + (x ↔ y). (E7)

Thus, we need to calculate the six types of matrix elements. In these calculations, we can write the l ′ summation in a form,∑
l ′ 
=±,∓

(±E − El ′ )n

±E − El ′

∫
X ∗ul ′kσ dr

∫
u∗

l ′kσY dr, (E8)

with n = 0, 1, and 2, and

X,Y = ∂u±
kσ

∂kμ

,
∂u∓

kσ

∂kν

, etc. (E9)

We can carry out these l ′ summation in the following ways:
(a) n = 0 case:
The denominator ±E − El ′ is in the zeroth order with respect to s, and the numerator is in the second order of s because the

prefactors Eμ and EBμ are both in the order of O(s). Therefore, we can neglect this contribution of n = 0 in the calculation in
the order of O(s).

(b) n = 1 case:
Using the completeness condition,

∑
l ′ ul ′ (r)u∗

l ′ (r
′) = δ(r − r′), we obtain

∑
l ′ 
=±,∓

∫
X ∗ul ′dr

∫
u∗

l ′Y dr =
∫

X ∗Y dr −
∫

X ∗u±
kσ

dr
∫

u±∗
kσ

Y dr −
∫

X ∗u∓
kσ

dr
∫

u∓∗
kσ

Y dr. (E10)

(c) n = 2 case:
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FIG. 9. Each contributions to the magnetic susceptibility as a function of the chemical potential. Left: χLP (red, solid line), χ1 (blue,
dashed line), and χ2 (green, dot-dashed line). Middle: χOZ (red, solid line), χatomic (blue, dashed line), and χPauli (green, dot-dashed line). Right:
figures show the total contribution χtotal.

Similarly, using the completeness condition,

∑
l ′ 
=±,∓

(±E − El ′ )2

±E − El ′

∫
X ∗ul ′dr

∫
u∗

l ′Y dr =
∑

l ′ 
=±,∓

∫
X ∗(±E − Hkσ )ul ′dr

∫
u∗

l ′Y dr

=
∫

X ∗(±E − Hkσ )Y dr ∓ 2E
∫

X ∗u∓
kσ

dr
∫

u∓∗
kσ

Y dr. (E11)

Using formulas (F1)–(F8), (B18), (E10), and (E11), we can carry out the summation of all the combinations as follows:

∑
l ′ 
=±,∓

∣∣Mxy
1

∣∣2
±E − El ′

= e2

4h̄2

[
|Ax|2

{
− h̄2

2m
± 1

2
Eyy ∓ ε2

2E
θ2

y ∓ 2Eη2
y

}
∓ 2ExRe[Ax]〈y2〉 + O(s2)

]
, (E12)

∑
l ′ 
=±,∓

∣∣Mxy
2

∣∣2
±E − El ′

= e2

4h̄2

[
|Bx|2

{
− h̄2

2m
∓ 1

2
Eyy ± ε2

2E
θ2

y ± 2Eη2
y ∓ 2E〈y2〉

}
+ O(s2)

]
, (E13)

∑
l ′ 
=±,∓

Mxy
1 Mxy∗

2

±E − El ′
= e2

4h̄2

[
AxB∗

x

{
∓ i

2
(2εyθy + εθyy) − 1

2E

(
�εyy − ε�yy − ε�θ2

y

)} + O(s2)

]
, (E14)

∑
l ′ 
=±,∓

Mxy
1 Myx∗

1

±E − El ′
= e2

4h̄2

[
± AxA∗

y

(
1

2
Exy − ε2

2E
θxθy − 2Eηxηy

)
+ O(s2)

]
, (E15)
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∑
l ′ 
=±,∓

Mxy
2 Myx∗

2

±E − El ′
= e2

4h̄2

[
∓ BxB∗

y

(
1

2
Exy − ε2

2E
θxθy − 2Eηxηy

)
+ O(s2)

]
, (E16)

∑
l ′ 
=±,∓

Mxy
1 Myx∗

2

±E − El ′
= e2

4h̄2

[
AxB∗

y

{
∓ i

2
(εxθy + εyθx + εθxy) − 1

2E
(�εxy − ε�xy − ε�θxθy)

}
+ O(s2)

]
. (E17)

Here we have used the relation in Eq. (C4). Then, substituting Aμ and Bμ, and keeping the terms up to the order of O(s), we
obtain Eq. (D1).

APPENDIX F: NUMERICAL RESULTS FOR EXTENDED PARAMETERS

Figure 9 shows each contribution to magnetic susceptibility for some choices of parameters near the critical point and negative
t2: {�0/t, t2/t} = (a) {1/4, 0.0495(
 √

3/36)} and (b) {1/4,−√
3/24}. In case (a), there are two gapless Dirac and two massive

Dirac dispersions for two valleys and two spins. The behavior is like a superposition of that in graphene and boron nitride. In
particular, in χ1, the largest flat peak observed for other parameters becomes a sharp peak at μ = 0. This is the behavior known
for graphene. We also find χOZ has the half-quantized value, which is because the system is not an insulator.

In case (b), the system is topologically nontrivial but the spin Chern number is different from the case shown in Fig. 3(c). We
find positive value in the gap and negative peak at the van Hove singularities. In cases (a) and (b), the sum rule

∫
χOZdμ = 0 is

confirmed.

[1] F. D. M. Haldane, Model for a Quantum Hall Effect without
Landau Levels: Condensed-Matter Realization of the “Parity
Anomaly,” Phys. Rev. Lett. 61, 2015 (1988).

[2] C. L. Kane and E. J. Mele, Quantum Spin-Hall Effect in
Graphene, Phys. Rev. Lett. 95, 226801 (2005).

[3] C. L. Kane and E. J. Mele, Z2 Topological Order and
the Quantum Spin-Hall Effect, Phys. Rev. Lett. 95, 146802
(2005).

[4] B. A. Bernevig and S.-C. Zhang, Quantum Spin-Hall Effect,
Phys. Rev. Lett. 96, 106802 (2006).

[5] B. A. Bernevig, T. L. Hughes, and S.-C. Zhang, Quantum spin-
Hall effect and topological phase transition in HgTe quantum
wells, Science 314, 1757 (2006).

[6] M.-F. Yang and M.-C. Chang, Středa-like formula in the spin-
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