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Phase transitions in the Haldane-Hubbard model with ionic potentials
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By employing the exact-diagonalization method, we revisit the ground-state phase diagram of the Haldane-
Hubbard model on the honeycomb lattice with staggered sublattice potentials. The phase diagram includes
the band insulator, Mott insulator, and two Chern insulator phases with Chern numbers C = 2 and C = 1,
respectively. The character of transitions between different phases is studied by analyzing the lower-lying energy
levels, excitation gaps, structure factors, and fidelity metric. We find that the C = 1 phase can be continuously
deformed into the C = 2 phase without a gap closure in the periodic boundary condition, while a further analysis
on the Berry curvatures indicates that the excitation gap closes at the phase boundary in a twisted boundary
condition, accompanied by the discontinuities of structure factors. All the other phase transitions are found to be
first-order ones as expected.
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I. INTRODUCTION

As one of the most important concepts in condensed mat-
ter physics, the spontaneous symmetry breaking plays a key
role in the Ginzburg-Landau theory for describing the phase
transitions of matter [1]. While in the 1980s, the discovery of
the integer quantum Hall effect in a two-dimensional electron
gas under strong magnetic field provided another paradigm to
identify quantum states with topological characters [2]. In the
past few decades, the topological perspective has played an
increasingly important role as a new standard for the classifi-
cation of a large class of materials [3–6], and the topological
ordered states in noninteraction systems have been completely
classified based on the time-reversal, particle-hole, chiral, and
crystal symmetries [7–10].

In the interacting systems, the correlation effect of elec-
trons is expected to give rise to more intriguing and richer
phenomena [11,12]. A famous example is the fractional quan-
tum Hall state, which allows the emergence of quasiparticle
excitations that carry fractional charge and obey fractional
statistics largely due to the strong repulsion among electrons
[13–15]. Another example is the so-called topological Mott
insulator, where the electronic interactions may generate dy-
namically the spin-orbit coupling, promoting the system into a
topological nontrivial state [16–24]. Despite the fact that some
of these mean-field results remain controversial [25–29],
interaction-induced topological states may still be observed
in two-dimensional systems with quadratic band crossing and
weak interactions [30–37]. The interplay between topology
and local orders has been largely addressed by introducing
interaction into topological systems, and a number of novel
phases have been identified [38–46]. For example, an exotic
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phase was found recently with one of the spin components
in the Hall state and the other one in a localized state, when
the inversion-breaking ionic potential is incorporated into the
spinful Haldane-Hubbard model [40–43].

In this paper, we adopt the exact-diagonalization (ED)
method to revisit the spinful Haldane-Hubbard model at half
filling and zero temperature. By tuning the strength param-
eters of the staggered sublattice potential � and the onsite
Coulomb interaction U , we explore its ground-state phase
diagram. The resulting phase diagram, including the band in-
sulator, the Mott insulator, and the topological insulators with
the Chern numbers C = 1, 2, largely coincides with the ED re-
sult obtained by Vanhala et al. [40]. However, for the location
of the intermediate exotic phase with C = 1, due to differ-
ent clusters used in the calculation, our results show slight
differences compared to the ones in Ref. [40]. Meanwhile,
the nature of phase transitions is examined by analyzing the
excitation gaps, structure factors, and fidelity metrics obtained
by the ED method, which provides unbiased information
of the finite system we address. In general, the transition
between distinct topological phases should involve a bulk
band gap closing in order to accommodate the variation of
topological numbers [39,47–49]. In our case, a seemingly con-
tinuous phase transition without gap closing appears between
the two topological nontrivial phases (C = 1 and C = 2)
in the periodic boundary condition (PBC), even though the
cluster we chose has already contained the K high-symmetry
point in its reciprocal lattice [39,49]. A careful examination on
the singularity of the Berry curvature with finer discretization
indicates that the gap indeed does close in a twisted boundary
condition (TBC). Under this TBC, the characteristic features
of first-order phase transition are restored. Apart from that,
all the other phase transitions are found to be first-order ones
under PBC as usual.
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The presentation is organized as follows: In Sec. II, we
introduce the model and all of the quantities we use to char-
acterize the different phases. Section III presents the results
of the exact-diagonalization method. Lastly, the conclusion is
drawn in Sec. IV.

II. MODEL AND MEASUREMENTS

We write the Hamiltonian of the Haldane-Hubbard model
as Ĥ = Ĥk + Ĥl , where the kinetic part is

Ĥk = − t1
∑

〈i, j〉,σ
(ĉ†

i,σ ĉ j,σ + H.c.)

− t2
∑

〈〈i, j〉〉,σ
(eiφi j ĉ†

i,σ ĉ j,σ + H.c.) (1)

and the local part is

Ĥl = − U
∑

i

n̂i,↑n̂i,↓ + �
∑
i,σ

sgn(i)n̂i,σ . (2)

Here, ĉ†
i,σ (ĉi,σ ) creates (annihilates) an electron at site i of the

honeycomb lattice with spin σ =↑ or ↓, and n̂i,σ ≡ ĉ†
i,σ ĉi,σ

is the number operator. t1 (t2) is the nearest-neighbor (next-
nearest-neighbor) hopping constant. In the local interaction
part, U is the onsite interaction strength, and � is the mag-
nitude of the staggered potential with sgn(i) being +1 for
sublattice A and −1 for sublattice B, respectively. The phase
φi, j = φ (−φ) in the clockwise (anticlockwise) loop is intro-
duced to the second hopping term. Throughout the paper, we
focus on the ground-state phase diagram at half filling.

Several properties can be used to characterize the quantum
phase transition. One of them is the ground-state fidelity met-
ric, which is defined as [50–52]

g(U, δU ) ≡ 2

N

1 − |〈�0(U )|�0(U + δU ) 〉|
(δU )2

, (3)

with |ψ0(U )〉[|ψ0(U + δU )〉] being the ground state of
Ĥ (U )[Ĥ (U + δU )]. In what follows, we set δU = 10−3. For
first-order transitions in finite-size systems, this quantity is
expected to exhibit a distinguished and sharp peak or a dis-
continuity at the critical point; while for continuous transitions
there will be instead a wider and smaller “hump” [39,49,53].

To characterize the Mott insulator (MI) and band insulator
(BI) respectively, the spin-density wave (SDW) and charge-
density wave (CDW) structure factors can be applied. We
define them in a staggered fashion as follows:

SSDW = 1

N

∑
i, j

(−1)η〈(n̂i,↑ − n̂i,↓)(n̂ j,↑ − n̂ j,↓)〉,

SCDW = 1

N

∑
i, j

(−1)η〈(n̂i,↑ + n̂i,↓)(n̂ j,↑ + n̂ j,↓)〉, (4)

where η = 0 (η = 1) indicates that sites i and j are in the same
(different) sublattice.

The topological invariant is the Chern number. It can be
evaluated by integration over the TBCs [54,55]:

C =
∫

dφxdφy

2π i
(〈∂φx �|∂φy�〉 − 〈∂φy�|∂φx �〉), (5)

FIG. 1. Phase diagram in the parametric space (U , �) of the
Haldane-Hubbard model based on results of Chern number, with the
meshes of (a) 6 × 6 and (b) 20 × 20 twisted phases. The red dashed
lines denote the parameters we choose to show, more details below.
The lattice of 12A cluster is adopted for the ED calculations.

where |�〉 is the ground-state wave function, and φx (φy)
is the twisted phase along the x (y) direction. To avoid the
integration with huge computational resources, we instead
use a discretized version [38,56,57] in which �φx = 2π

Nx
and

�φy = 2π
Ny

. The numerical computation is then discretized in
Nx and Ny intervals, and the ground state can be specified as
|�0

m,n〉 with m ∈ [0, Nx ) and n ∈ [0, Ny). The discrete version
of Berry curvature reads

Fm,n = −i log

(
Ux

m,nUy
m+1,n

Ux
m,n+1Uy

m,n

)
, (6)

where the complex entries in the U matrices are

U x
m,n =

〈
�0

m,n

∣∣�0
m+1,n

〉
∣∣〈�0

m,n

∣∣�0
m+1,n

〉∣∣ , U y
m,n =

〈
�0

m,n

∣∣�0
m,n+1

〉
∣∣〈�0

m,n

∣∣�0
m,n+1

〉∣∣ . (7)

The Chern number can be written as the summation of
the discretized Berry curvatures, i.e., C = ∑

m,n
Fm,n

2π
, with the

values of Fm,n being chosen in the principal branch (−π, π ].
It has been shown to converge to the true Chern number if
sufficient twisted phases are used.

In what follows, t1 is set to be the unit of energy and
t2 = 0.2. We further fix the Haldane phase φ to π/2 in order
to maximize the Chern insulator (CI) phase [49,58].

III. RESULTS AND ANALYSIS

By employing the Arnoldi [59] method, we can obtain
the ground state and several low-lying excited states of the
Haldane-Hubbard model. The 12A cluster we use can be
found in Ref. [39], together with the corresponding k points
in the reciprocal space. It has been noticed that compared to
other 12- and 16-site lattices, this cluster, whose reciprocal
lattice contains the � point, all the K points, and one pair
of M points, is more suitable for the purpose of ED analysis
in the interacting Haldane model [39]. The smallest cluster
containing K points other than 12A is the 18A lattice (though
containing no M points), which is not accessible with our
current computational resources and can be explored in the
future studies.

The (U , �) phase diagrams based on the results of
Chern number obtained by 6 × 6 and 20 × 20 meshes in
the boundary phase space are shown in Figs. 1(a) and 1(b),
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FIG. 2. Contour plots of (a) the SDW structure factor SSDW,
(b) the CDW structure factor SCDW, (c) the fidelity metric g, and
(d) the first excitation gap �(1)

ex as a function of U and �.

respectively. They both agree qualitatively to the phase dia-
gram in Ref. [40]: the CI phase with C = 2 in the small U
and � region; the BI (CDW) and MI (SDW) phases are gov-
erned by large � and U , respectively. Sandwiched between
the BI and MI phases there is another topological nontrivial
phase with C = 1. However, it can be observed that as the
meshes increase from 6 × 6 to 20 × 20, one of the regions of
the C = 1 phase that lies between the C = 2 and MI phases
(denoted as C1A) reduces considerably and further vanishes
when � � 0.8, as shown in Fig. 1(b). While on the other
hand, another region of C = 1 that lies between the C = 2 and
BI phases (denoted as C1B) remains intact. The narrowing
C1A in Fig. 1(b) is quite similar to the result of the dynamical
mean-field theory (DMFT) in Ref. [40], while the C1B phase
is consistent with their ED result on a 16-site cluster (see
Fig. 2 in Ref. [40]). The sensitivity of the C1A region to the
mesh size implies the critical nature of the C = 1 phase in this
parameter space. Compared with the ED result in Ref. [40],
we speculate that it suffers from the finite size effect more
severely than the C1B, and whether it can survive in the
thermodynamic limit remains to be solved. As for the C1B
phase, it is worth mentioning that both the DMFT [40] and
the diagrammatic Monte Carlo [42] predicted the absence of
C = 1 phase in the small-U region. However from our and
other ED results, we suggest that the issue of whether the
finite sublattice potential can induce the spontaneous SU(2)
symmetry breaking with small on-site interaction U in this
model may still be open. In Figs. 2(a), 2(b), 2(c), and 2(d),
the contour plots of the SDW structure factor SSDW, the CDW
structure factor SCDW, the fidelity metric g, and the first excita-
tion gap �(1)

ex as a function of U and � are shown, respectively.
We see that the boundary between C = 2 and C1B phases
can be clearly read and are consistent with Fig. 1, while the
boundary between C = 2 and C1A phases cannot be observed.
Similar deviations between the results of Chern number and
other properties (including the fidelity and the structure fac-
tors) have also been noticed in Refs. [38,39,53], and been
attributed to the finite-size effect.

FIG. 3. (a),(e) Four lowest-lying energy levels Eα , (b),(f) the
excitation gaps �(α)

ex with α = 1, 2, (c),(g) the structure factors
SSDW/CDW and Chern number C, and (d),(h) the fidelity metric g of
the Haldane-Hubbard model with � = 2.0 on the left panels and
� = 4.0 on the right panels. The inset in (a) shows a closeup view of
the energy levels approaching around U = 4.8.

In the present study we are mainly interested in the nature
of the phase transitions of the model, which has not been
fully addressed in the previous works. We choose the ionic
potential � = 2.0 and � = 4.0 [red dashed lines in Fig. 1(a)]
to calculate the energy levels Eα , excitation gaps �(α)

ex , struc-
ture factors SSDW/CDW, and fidelity metric g as functions of U .
The results are presented in Fig. 3. The first four lowest-lying
energy levels are denoted as Eα with α = 0, 1, 2, 3 (E0 is the
ground-state energy) and the excitation gap �(α)

ex is defined as
�(α)

ex = Eα − E0 with α = 1, 2, 3. The line of � = 2.0 crosses
successively the BI, C1B, C = 2, C1A, and MI phases with
increasing U from 0.0 to 12.0, while the line of � = 4.0
crosses the BI, C = 2, and MI phases as U increases from
4.0 to 14.0. Note that the green dashed lines in Figs. 3(c) and
3(g) show the Chern number results of Fig. 1(a) with 6 × 6
meshes in the twisted phases. For the phase boundaries of
the BI and MI phases (U = 2.55 and U = 9.15 for � = 2.0;
U = 6.95 and U = 12.15 for � = 4.0), we can observe the
characteristics of first-order phase transition in the vicinity of
the critical points, which includes the level crossings between
the ground state and one excited state in Figs. 3(a) and 3(e),
the vanishing of the first excitation gaps in Figs. 3(b) and 3(f),
and the discontinuities of the CDW and SDW structure factors
in Figs. 3(c) and 3(g), as well as sharp peaks in the fidelity
metrics g in Figs. 3(d) and 3(h).

Nevertheless, some features of a continuous phase tran-
sition appear at (U,�) = (4.75, 2.00) which separates the
C = 2 from the C1B phase. Here we leave the transition
between C = 2 and C1A for future investigations, since the
region of C1A is much narrower and there are no clear signa-
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FIG. 4. (a) The Berry curvature Fm,n and (b) the first excitation
gap �(1)

ex as functions of (φx/2π, φy/2π ) for (U, �) = (4.75, 2.00).
(c) Fm,n and (d) �(1)

ex for (U, �) = (2.55, 2.00).

tures for the transition except for the change of Chern number
[see also Fig. 2]. As shown by the inset of Fig. 3(a), we see that
at the transition point, rather than the aforementioned level
crossing, the two lowest energy levels just approach each other
and then separate with further increasing U . Correspondingly,
the decreasing of the first excitation gap �(1)

ex takes place
instead of gap closing [see Fig. 3(b)]. The smooth changing of
structure factors instead of finite jump, and a smaller “hump”
in fidelity metric instead of sharp peak, can be also observed
in Figs. 3(c) and 3(d), respectively. As far as we know, in
the interacting Haldane systems all phase transitions between
topological and locally ordered states are found to be first-
order ones if the clusters contain the K high-symmetry point
in their reciprocal lattices. [38,53,60]. For finite-size systems,
in general, it is expected that the excitation gap should vanish
for some twisted boundary condition if it does not for the usual
PBC, in order to accommodate the change of the topological
index [38]. Therefore, the seemingly continuous transition
between the C = 2 and C1B topological phases needs further
analysis and following is the result.

We use a finer mesh of 100 × 100 in the twisted phase
space (φx, φy) to obtain the discrete Berry curvatures Fm,n [de-
fined by Eq. (6)] for the critical point (U,�) = (4.75, 2.00).
The result is presented in Fig. 4(a) as a function of twisted
angles, together with the first excitation gap �(1)

ex presented in
Fig. 4(b). By careful examination, one can observe a singular-
ity of Fm,n at (φx/2π , φy/2π )=(0.01, 0.00), and the closure
of the first excitation gap that correspondingly takes place
at (φx/2π, φy/2π ) = (0.02, 0.00). It confirms the specula-
tion in the previous paragraph. For a comparison, we choose
another critical point (U,�) = (2.55, 2.00), which lies at
the boundary between the C = 1 topological phase and the
BI ordered phase, to perform the same calculation. From
Figs. 4(c) and 4(d), it can be observed that both the singu-
larity of Fm,n and the minimum of �(1)

ex (gap closing) occur at
(φx/2π, φy/2π ) = (0.00, 0.00), i.e., at the PBC as expected.

FIG. 5. (a) The excitation gaps �(α)
ex and (b) the structure factors

of SDW and CDW as functions of U in the twisted boundary condi-
tion (φx/2π, φy/2π ) = (0.02, 0.00) (� = 2.0).

In order to elucidate the nature of the topological phase
transition between the C = 2 and C1B phases, we calculate
under the twisted phase (φx/2π, φy/2π ) = (0.02, 0.00) the
excitation gaps �(α)

ex and the SDW/CDW structure factors as
functions of U with fixed � = 2.0. The results are shown in
Figs. 5(a) and 5(b). We can observe that accompanied with the
closure of excitation gap �(1)

ex at U = 4.75, the discontinuity
of structure factors can be recognized. These features indi-
cates that the transition between the topological phases should
be also a first-order one.

IV. SUMMARY AND DISCUSSION

To summarize, we studied the spinful Haldane-Hubbard
model at half filling on the honeycomb lattice by the ED
method. By tuning the onsite interaction strength U and
staggered sublattice potential �, the ground state exhibits a
rich phase diagram, which includes the BI (CDW) and MI
(SDW) phases with local order parameters, as well as two
topologically nontrivial phases with Chern number C = 2 and
C = 1. Especially, we observed the energy-level crossings,
the discontinuities of structure factors, and the sharp peaks of
fidelity metric at both BI and MI phase boundaries, signaling
first-order phase transitions. Although a nonvanishing of the
first excitation gap can be observed for the phase transition
between the two topological phases in the periodic boundary
condition, the fact that the gap indeed closes in one of the
twisted boundary conditions, together with the discontinuity
of the structure factors, indicates that the phase transition is
also first order.
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