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Antiferromagnetic L1y-type MnPt is a material with relatively simple crystal and magnetic structures, recently
attracting interest due to its high Néel temperature and wide usage as a pinning layer in magnetic devices. While
it is experimentally well characterized, the theoretical understanding is much less developed, in part due to the
challenging accuracy requirements dictated by the small underlying energy scales that govern magnetic ordering
in antiferromagnetic metals. In this paper, we use density functional theory, the Korringa-Kohn-Rostoker
formalism, and a Heisenberg model to establish a comprehensive theoretical description of antiferromagnetic
L1y-type MnPt, along with accuracy limits, by thoroughly comparing to available literature data. Our simulations
show that the contribution of the magnetic dipole interaction to the magnetocrystalline anisotropy energy of
K, =1.07 x 10° J/m? is comparable in magnitude to the spin-orbit contribution. Using our result for the
magnetic susceptibility of 5.25 x 10™*, a lowest magnon frequency of about 2.02 THz is predicted, confirming
THz spin dynamics in this material. From our data for electron, phonon, and magnon dispersion, we compute
the individual contributions to the total heat capacity and show that the dominant term at or above 2 K arises
from phonons. From the Landau-Lifshitz-Gilbert equation, we compute a Néel temperature of 990-1070 K.
Finally, we quantify the magnitude of the magneto-optical Kerr effect generated by applying an external magnetic
field. Our results provide insight into the underlying physics, which is critical for a deep understanding of
fundamental limits of the time scale of spin dynamics, stability of the magnetic ordering, and the possibility
of magneto-optical detection of collective spin motion.

DOI: 10.1103/PhysRevB.107.064412

I. INTRODUCTION

Several decades after their initial discovery [1], antifer-
romagnetic materials have recently attracted great interest,
owing to the successful probing and manipulation of their
magnetic ordering by electrical and optical means. Electrical
switching of antiferromagnetic CuMnAs was reported [2] in
2016 and the switching of the Néel vector was concluded from
measuring the magneto-optical Voigt effect [3]. Electrical
readout was demonstrated for antiferromagnetic Mn, Au using
anisotropic magnetoresistance [4]. In addition, while ferro- or
ferrimagnets are easily affected by external fields, collinear
antiferromagnets are robust against such manipulation due
to their vanishing net magnetization. This initially hampered
applications, however, it has now become the reason for the
use of antiferromagnets as excellent pinning layers: They
maintain their magnetic ordering under external fields while
providing strong exchange bias on the adjacent ferromagnetic
or ferrimagnetic layers [5].

The material investigated in this paper, antiferromagnetic
L1y-type MnPt, follows a similar timeline: Based on neutron
powder diffraction, Andresen et al. explained [6] its magnetic
structure as early as 1965, invoking antiferromagnetically and
ferromagnetically coupled moments along the [110] and [001]
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directions, respectively, and a Néel vector orientation along
[001]. The potential for spin-flip transitions of the magnetic
alignment from [001] to [100] was recognized from two
different neutron scattering experiments on powder samples
[7,8]. In addition, single crystal neutron scattering measure-
ments recently confirmed this spin-flip transition between
580 K and 770 K, aligning the moments along [100] [9].
Finally, a relatively high Néel temperature of 970-975 K was
measured for MnPt [7,10], causing its magnetic properties to
be thermally stable at room temperature. Applications of anti-
ferromagnetic MnPt include spin-valve structures with giant
magnetoresistance, based on exchange bias at the interface
with a ferromagnetic layer [11-13], and there is increased
interest in this material as a pinning layer in devices [11].
However, the fundamental exchange interactions are still un-
der the veil, preventing detailed theoretical understanding of
the Néel temperature or the wave vector dependent magnon
dispersion, which also contributes to the heat capacity.

While the experimental characterization of structural and
magnetic properties of MnPt is thorough, the theoretical un-
derstanding is much less developed. Metallic AFMs constitute
a challenge, in particular, for first-principles simulations since
the underlying energy scales oftentimes push the accuracy
of numerical convergence to its limits. The relatively simple
chemical structure and magnetic configuration make MnPt
an ideal candidate to explore this issue for first-principles
simulations of ground- and excited-state properties. In this
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paper, we establish a thorough comparison between our first-
principles data, other computational data from the literature,
and experiments to discuss reasons for deviations.

First, we study the atomic geometry of MnPt, its magnetic
structure, and susceptibility. We then compute exchange pa-
rameters to model the magnetic structure, confirming the early
analysis by Andresen et al. [6] Our simulations of the magnon
gap and the Néel temperature are in good agreement with
experimental data [7,10]. For magnetocrystalline anisotropy
(MCA), which helps to explain the orientation of the Néel
vector in the ground state and to understand barriers against its
reorientation, we compare our data with prior first-principles
results and identify a so-far overlooked classical contribution
due to magnetic dipole interactions. Our analysis forms a basis
of future studies, e.g., of the strain dependence of magnetic
ordering and MCA, possibly helping to explain reports of non-
volatile modulation of resistance using piezoelectric strain,
with possible applications in strain-induced switching [14].

Furthermore, our simulations provide predictions that en-
able deeper understanding of the underlying physics of
antiferromagnetic L1y-type MnPt: This includes fundamen-
tal limits to the timescale of spin dynamics, the thermal
stability of the antiferromagnetic ordering at room temper-
ature, the relative contributions of electrons, phonons, and
magnons to the heat capacity of this material, and the potential
for using MnPt for magneto-optical detection of collective
spin motion via MOKE measurements of precession. To
this end, we derive spin dynamics and Néel temperature
from the Landau-Lifshitz-Gilbert (LLG) equation. We predict
excited-state properties such as phonon, electron, and magnon
dispersion: The electronic band structure is approximated by
Kohn-Sham eigenvalues, the phonon dispersion is computed
within the finite difference method, and the magnon disper-
sion is obtained from linear spin-wave theory. We use this data
to compute the total heat capacity of the material, in good
agreement with experiments [10], and also directly compare
the electronic heat capacity to data from thermal relaxation
experiments [10]. Our results show that up to about 2 K, there
are electronic contributions to the total heat capacity, but at
higher temperatures most of the total heat capacity originates
from phonons instead of magnons due to the magnon gap and
the low magnon density of states (DOS). This is different
from materials with magnetic critical temperatures of just
a few K [15], for which the magnon heat capacity can be
larger than the phonon heat capacity at low temperatures.
Comparing the individual contributions to the heat capacity,
computed from the energy dispersion relations of phonons,
electrons, and magnons, to experiments provides insight into
the relative accuracy of our first-principles results. Finally,
from the electronic band structure, including spin-orbit cou-
pling (SOC), we predict optical and magneto-optical spectra
of antiferromagnetic MnPt, explaining the relative importance
of contributions from Mn and Pt.

After introducing the computational approaches in Sec. II,
the ground-state properties of antiferromagnetic L1-type
MnPt are discussed in Sec. III, including relaxed atomic
coordinates and magnetic structure, MCA energy, magnetic
susceptibility, and exchange coupling parameters. In Sec. IV,
we report first-principles results for the dispersion relations of
electrons, phonons, and magnons, and discuss their individual

contributions to the total heat capacity, which we also compare
to experiment. Finally, in Sec. V we report the Néel temper-
ature and analyze optical and magneto-optical properties in
detail. We note that all units in this manuscript are in SI units
unless otherwise noted explicitly.

II. COMPUTATIONAL DETAILS

First-principles simulations of MnPt are carried out within
density functional theory (DFT), as implemented in the Vi-
enna Ab Initio Simulation Package (VASP) [16—19]. Exchange
and correlation is described by the generalized-gradient ap-
proximation developed by Perdew, Burke, and Ernzerhof
(PBE) [20]. Kohn-Sham states are expanded into plane waves
up to a kinetic-energy cutoff of 600 eV. A 15 x 15 x 15
Monkhorst-Pack (MP) [21] k-point grid is used to sam-
ple the Brillouin zone for structural relaxation and optical
spectrum calculations, leading to total energies that are con-
verged to within 0.1 meV/atom. Computing the anisotropy
energy requires a denser 24 x 24 x 24 MP k-point sampling
to converge the anisotropy energy within 0.03 meV /atom.
Each self-consistent calculation is performed for collinear
(atomic relaxations) or noncollinear (optical properties with
tilted magnetic moments) magnetic ordering first, neglect-
ing the spin-orbit interaction (SOI). Subsequently, spin-orbit
coupling is described non-self-consistently by using the re-
sulting Kohn-Sham states and charge density to set up the
Kohn-Sham Hamiltonian and diagonalizing it including the
SOC term. From this, we compute ground-state energies and
optical properties.

We further compute phonon frequencies using the finite-
difference method implemented in the phonopy package [22]
for a 3 x 3 x 3 supercell. For these simulations, the Brillouin
zone is sampled by a 3 x 3 x 3 MP k-point grid, which
leads to phonon frequencies converged to within less than
0.2 meV. These phonon calculations are implemented using
noncollinear magnetism and include spin-orbit coupling.

We compute the exchange coefficients for antiferromag-
netic Llp-type MnPt using the spin-polarized relativistic
Korringa-Kohn-Rostoker (SPR-KKR) code [23]. The elec-
tronic ground state is computed within the KKR formalism,
based on the fully relaxed atomic structure and using DFT-
PBE [20] as described above. The Brillouin zone is sampled
with 1000 randomly selected k points, leading to total en-
ergies converged within 0.01 meV /atom. Isotropic exchange
coupling coefficients of a Heisenberg model,

Hex = _Zjijeiej» (D
i#]

are then computed using Lichtenstein’s approach within the
SPR-KKR code [24]. Here H.x is the exchange Hamiltonian
and J;; are exchange coupling parameters for all magnetic
moments of atoms i and j and orientations e; and e;, within an
interaction distance d /a = 4.0, where a is the lattice parame-

ter along the a axis (see Fig. 1).
Subsequently, we compute magnon dispersion curves
within linear spin-wave theory [25] from the spin Hamiltonian

H=7) S1J,S;+) STAS, 2
i,j i
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FIG. 1. Chemical and magnetic structure of MnPt in the
(a) ground state and (b) spin-tilted state under an external mag-
netic field along a-axis direction. Manganese atoms are purple and
platinum atoms are gray. Red and blue arrows represent antiparallel
magnetic moments. The magnetic unit cell (shown above) comprises
two chemical unit cells.

which accounts for exchange and anisotropy interactions.
Here S; is the 3 x 1 spin vector operator, J;; is the 3 x 3
exchange coupling matrix between spins at sites i and j, and
A; is the 3 x 3 anisotropy matrix. The diagonal components
of J;; can be described by the isotropic exchange coupling
parameters in Eq. (1), while the off-diagonal components
are Dzyaloshinskii-Moriya exchange parameters. Due to the
inversion symmetry of antiferromagnetic L1y-type MnPt, the
Dzyaloshinskii-Moriya interaction [26] and, hence, these off-
diagonal components vanish. A; represents the anisotropy
energy with twofold symmetry, which follows from the MCA
energy computed within DFT, including SOI and magnetic
dipole-dipole (MDD) interaction (see Sec. III B). For MnPt
with uniaxial magnetism, all components of A; vanish ex-
cept for the (3,3) component, which is equal to (K} + K»)/n,
where K; and K, are coefficients of MCA defined in Eq. (5)
and n = 2 is the total number of magnetic moments in the
magnetic unit cell. Subsequently, we use the SpinW code
[25] to compute the magnon dispersion in q space from the
diagonalization of the Fourier transformed spin Hamiltonian.

Finally, we compute the Néel temperature using a Monte
Carlo (MC) method to solve the stochastic LLG equation [27],

dm,- _ A A f
e yrm; X (B, +Bi)w
— Ve x [m; x (B; +BY)], 3)

1

where m; is the magnetic moment at site i consistent with our
DFT simulations and y; = y/(1 4+ ?) is the renormalized
gyromagnetic ratio. y is a gyromagnetic ratio and we use
the default value of an isotropic Gilbert damping constant
o« = 0.1 implemented in UppASD [27], which does not affect
our results, since we keep the temperature fixed using a heat
bath and, thus, there is no damping. B; is the effective mag-
netic field as the derivative of the spin Hamiltonian, including
exchange, anisotropy, and magnetic dipolar interactions, with
respect to m; at magnetic site i. The magnetic temperature
is included as a fluctuating magnetic field B? based on the
central limit theorem, using a Gaussian distribution with zero
average and temperature-dependent variance [27]. The mag-
netic structure at finite temperature is then calculated from
Eq. (3) using a 15 x 15 x 15 supercell and the MC approach
implemented in the UppASD package [27].

TABLEI Relaxed lattice parameters (in A) along three crystallo-
graphic axes and magnetic moments (in ugz) of MnPt. All theoretical
results use a spin-polarized description without spin-orbit coupling.

MnPt a b c AMn Ipy
This paper 3.97 3.97 3.71 3.7 0.0
DFT-PBE [28] 3.98 3.98 3.72 3.7
DFT-PBE [29] 4.03 4.03 3.69 4.3 0.0
DFT-LDSA [30] 3.99 3.99 3.70 3.8 0.0
LMTO-LDSA [10] 3.6 0.0
Exp. [7] 4.00 4.00 3.67 4.3
Exp. [31] 4.002 4.002 3.665
Exp. [8] 4.0 0.4

III. GROUND STATE PROPERTIES

A. Atomic structure and magnetic configuration

Antiferromagnetic L1y-type MnPt crystallizes in a tetrag-
onal uniaxial structure with a chemical space group of
P4/mmm (No. 123) and magnetic space group of Cpm'm'm.
Mn and Pt atoms occupy alternating layers along the ¢ axis,
which induces the tetragonal structure (see Fig. 1). We first
compute fully relaxed lattice parameters using DFT and ob-
tain @ = 3.97 A and ¢ = 3.71 A. These deviate by less than
1.5 % from experimental measurements of a = 4.00 A and
¢ = 3.67 A by Krén et al. [7] and are in even better agreement
with another DFT-PBE study by Wang et al. [28], reporting
a=2398 A and ¢ =3.72 A. The collinear antiferromag-
netic structure is described by a uniaxial magnetic unit cell
with up and down magnetic sites along the [001] easy axis.
Antiparallel magnetic moments are localized on Mn atoms,
compensating each other within each layer. Our DFT results
give a sublattice magnetization per Mn atom of m = 3.7 ug
along the [001] crystalline direction. The measured value
amounts to m = 4.3 py at room temperature [7] and DFT-
LDSA results in m = 3.6 ug, reported by Umetsu et al. [10]
Our results and those of other experimental and theoretical
work are compiled in Table I, from which we conclude that
our atomic structure and magnetic configuration is in good
agreement with literature data.

B. Magnetocrystalline anisotropy energy

The MCA energy of an antiferromagnet originates from
contributions due to SOI and MDD interaction. We com-
pute the SOI term using DFT total energies including
spin-orbit coupling. The MDD contribution is a relativistic
correction from transverse electron-electron interactions [32]
that is not included in the DFT total energy and we de-
scribe it here within classical electrodynamics based on the
relaxed DFT ground-state atomic structure and magnetic mo-
ments. The sum of all MDD interactions in a bulk material
is [33]

Expp = — 1o Z (3[m,~ : rij]s[mj Tl [mir.Smj]>’

24w Py ri i
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FIG. 2. Magnetocrystalline anisotropy of MnPt shows twofold

periodicity as a function of the tilting angle ¢ of the Néel vector

with respect to the a axis with § = 22.5°. Spin-orbit interaction (SOI,

black solid line) and magnetic dipole-dipole interaction (MDD, red
solid line) contributions are of comparable magnitude.

where (1o is the vacuum permeability, r;; is the distance be-
tween two magnetic sites i and j, r;; is the magnitude of
r;;, and m; is the magnetic moment at site i. Eypp decays
as rif and when numerically evaluating Eq. (4), we include
interactions within a sphere with a cutoff radius of 50 A. This
converges Eypp to within 107° €V /Viae, wWhere Vi is the
volume of a magnetic unit cell.

Our MCA energy results for antiferromagnetic L1y-type
MnPt in Fig. 2 show twofold out-of-plane MDD and SOI
contributions, confirming uniaxial magnetism. Based on the
MCA result, the easy axis of antiferromagnetic L1y-type MnPt
is along the c axis, i.e., the [001] direction with respect to
the crystal structure, as shown in Fig. 1(a). Using perturbation
theory, the MCA energy can be expanded in terms of direction
cosines [34], which yields for a tetragonal crystal structure
[35]

Envag
\%

where ¢ describes the angle that the Néel vector forms with
the ¢ axis, and 6 is the angle between the a axis and the
projection of the Néel vector to the ab plane. To study MCA
for uniaxial magnetism, we use 6 = 22.5° which corresponds
to varying the Néel vector in the ac plane. We did not study
MCA in the ab plane, because this corresponds to a hard
plane. Fitting our results in Fig. 2 to Eq. (5) provides us
with anisotropy coefficients that we compare to data reported
in the literature in Table II. From this, we find a significant
variation of the results and note that due to their sub-meV
magnitude, MCA calculations are very sensitive to details of
the computational approach. In particular, the description of
exchange and correlation, lattice parameters, and numerical
parameters such as Brillouin zone sampling and plane-wave
cutoff energy affect the results and likely explain the range
of values reported in the literature. Here we converge all
numerical parameters, with k-point convergence being the
limiting factor, leading to a remaining error bar to be about
22%. We note that the accuracy of the MCA energy can
further be affected by the pseudopotential and the inclusion
of core electrons, which can be checked from other references

= K, sin? ¢ + K, sin* ¢ + Ky, sin* ¢ cos(40),  (5)

TABLE II. Magnetocrystalline anisotropy coefficients K>,
KO, KMPP | and KMPP. Other theoretical results only use the first
term of Eq. (5) to calculate anisotropy, which can be compared to
K5Ot + K59 from our simulations.

[kJ/m3] K]SOI KZSOI K%\/IDD K;/[DD
This paper 630 —-79 438 0
DFT-LSDA [30] 312

DFT-LSDA+-U [29] 1260

LMTO-LSDA-ASA [10] 1400

GF-LMTO [41] 274

in Table II. In addition, the consideration of Hubbard U pa-
rameters affects the electronic band structure and atomic and
magnetic structure. While all resulting values are reported in
Table S1 [36] in the Supplemental Material [36] (see, also
Refs. [37-39] therein), we note a particularly strong influence
of the atomic coordinates on the anisotropy energy. Moreover,
our results show that MDD contributions are important and
only slightly depend on the atomic and magnetic structures.
At last, our data illustrates that the MDD contribution to the
total MCA energy of K; = K" + KMPP = 1.07 x 10° J/m?
is as large as 68 % of the SOI contribution and, hence, not
negligible. In antiferromagnetic MnPt the MDD contribution
is more important than in antiferromagnetic Fe, As, where we
found it to be about 50% of the SOI term [40].

C. Magnetic susceptibility

The magnetic susceptibility of a material describes how its
total energy responds to a change of the magnetic structure in
response to an external magnetic field. When such a field is
applied to an antiferromagnetic material, magnetic moments
cant toward the field direction, reducing their antiparallel ori-
entation that is energetically favored in the ground state. The
magnetic susceptibility of antiferromagnets connects tilting
to a total energy change via the dependence of the exchange
energy on tilting.

We use DFT to compute the magnetic susceptibility from
the total energy change resulting from magnetic moment tilt-
ing. The total energy of the electronic system under an applied
external magnetic field is [42]

E = Eo +au* — uB, (©6)

where Ey is the ground-state total energy without magnetic
field, au® describes the interaction of tilted magnetic mo-
ments via an exchange term in a Heisenberg model, ignoring
classical dipole-dipole contributions, and —uB is the Zeeman
energy term. B is the external magnetic field vector and p
is the induced net magnetization that arises in the presence
of the external field. For the small tilting studied here, the
induced magnetic moments are proportional to u. We kept
all atomic positions fixed when tilting magnetic moments and
found that this affects the resulting susceptibility by less than
0.5 %. The lowest energy under an applied field minimizes
Eq. (6) and corresponds to B = 2ap as discussed in Ref. [42].
This yields for the magnetic susceptibility perpendicular to the
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FIG. 3. DFT total energies for different tilting of magnetic mo-
ments. Each point corresponds to a tilting angle between 0° and 10°
with a step size of 1°. Red dashed line shows the fit to Eq. (6) and the
resulting uncertainty for the susceptibility is about 15 %.

Néel vector
Ho

=5 )

Xv
Here we compute the magnetic susceptibility for an exter-
nal magnetic field along the [100] crystallographic direction
as shown in Fig. 1(b). The DFT total energies for magnetic
moment tilting between 0° and 10° (in 1° increments) in
Fig. 3 show a quadratic dependence on the resulting net
magnetization. A quadratic fit to this curve determines a
in Eq. (7) and yields a unitless magnetic susceptibility of
5.25 x 10~*, which is in between 4.82 x 10~* measured at
4.2 K by Umetsu et al. [10] and 6.01 x 10~* measured at
4.2 K by Chen et al. [43] on polycrystalline samples. The
magnetic susceptibility of antiferromagnets, including MnPt,
is much smaller than that of ferromagnets. Hence, a large
external magnetic field is required to induce a small amount
of magnetic moment tilting in antiferromagnets, illustrating
the robustness of antiferromagnets against external fields. For
a field oriented parallel to the Néel vector, i.e. the a axis,
the magnetic susceptibility would be zero in the limit of zero
temperature.

D. Exchange coupling coefficients

Individual exchange coupling coefficients J;; from a
Heisenberg model can be used to explain the magnetic struc-
ture of antiferromagnetic L1y-type MnPt in detail, in addition
to the description of the collective response of the exchange
coupling by the magnetic susceptibility. We used the SPR-
KKR code [23] to compute J;; as plotted in Fig. 4. The
first coefficient (J;; = —26.2 meV) indicates antiferromag-
netic coupling between any pair of nearest neighbor atoms
in the ab plane (see inset of Fig. 4). The sign of the second
coefficient (J;; = 10.9 meV) indicates ferromagnetic coupling
between Mn atoms across the Pt layer. The third coefficient
(Jij = 2.3 meV) corresponds to ferromagnetic coupling in
the ab plane, while the fourth interaction (J;; = —5.5 meV)
couples two opposite magnetic moments across the Pt layer
with a (1/2, 1/2) shift in the ab plane. While the Mn in-
plane interaction is dominant, the Mn interlayer interaction
is non-negligible. We note that the negative sign of the fifth

20_ T T T T T T T T T T T T ]

[ [ ] Mni<—>Mn,~ ]

10 C J20 | | Mni<—>Mnj 7]

%\ 0:—-""""-'-J-3"."?l£-.""-"".""-l".""l."-l"—:
L ° ]

£ |
-20F ( :

o Jm i T8 ]
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0.6 08 10 12 14 16 18 2.0
dla

FIG. 4. Exchange coupling coefficients decrease with distance d
(in units of the lattice parameter a). Blue circles show interactions of
Mn sites with parallel moments, while red squares represent interac-
tions of Mn sites with antiparallel moments. We include interactions
up to 11th-nearest neighbors for our magnon dispersion calculations.

Colored arrows in the inset figure show the first to fourth neighboring
interactions of exchange coupling.

interaction parameter represents antiferromagnetic coupling
of sites with parallel magnetic moments. While this indicates
magnetic frustration, the magnitude of this fifth parameter is
too small to affect the magnetic structure. Finally, we used
exchange coefficients up to 11th-neighbor atoms to compute
the magnon dispersion in Sec. IV C. Using coefficients up to
tenth-neighbor atoms changes the magnon dispersion by not
more than 0.18 meV, which corresponds to 0.07 % of the
entire magnon energy scale.

IV. ENERGY DISPERSION AND HEAT CAPACITY

The energy dispersion of elementary excitations in a ma-
terial allows us to interpret ground-state properties, such
as MCA, and excited-state properties of materials, includ-
ing frequency-dependent optical spectra or temperature-
dependent heat capacity. Here we study the contributions from
electrons, phonons, and magnons for antiferromagnetic MnPt
and, subsequently, compute the heat capacity contributions
from each elementary excitation. Calculated heat capacity
provides direct comparison with experiments, which is used
here to validate our computational description.

A. Electronic structure

Our computed electronic band structure in Fig. 5(a) ac-
counts for SOI and shows the metallicity of L1y-type MnPt.
While bands are crossing at the Fermi level, the density of
states itself is very low and exhibits a significant dip within
about 0.5 eV. This is similar to what was reported by Umetsu
et al. from LMTO-LSDA-ASA simulations [10], and also
agrees with DFT-LSDA simulations by Lu et al. [30] as well
as DFT-PBE by Wang et al. [28] and Alsaad et al. [29].

We compute the electronic specific heat using the thermo-
dynamic average of the internal energy U at temperature T
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FIG. 5. Energy dispersion curves and densities of states (normal-
ized per unit cell) of (a) electrons, (b) phonons, and (c) magnons.
Electronic band structure (a) illustrates the metallic character with
low density of states near the Fermi level at £ = 0 eV. The energy
scale of phonons is about one order of magnitude smaller than that
of magnons. Magnon bands from linear spin wave theory show a
magnon gap at the I" point.

and the Sommerfeld expansion, leading to

10 1
== gnzkémE}:), ®)

where kg is the Boltzmann constant and N(Eg) is the den-
sity of states at the Fermi level [10]. We obtain a value of
0.32 mJ/(mol K?), which agrees very well with a measured
value of 0.26 mJ/(mol K?) by Umetsu et al. [10] and is slightly
smaller than the electronic specific heat of other pure metals.
Their LMTO-LSDA-ASA data [10] results in 0.33 mJ/(mol
K?) and the DFT-PBE result of Wang et al. [28] is somewhat
lower at 0.13 mJ/(mol K?). This difference may originate
from our choice of more converged Brillouin zone sampling
and plane-wave cutoff that can affect the results of such a
small value of the DOS near the Fermi level. In addition, we
note that SOC is included in our DOS simulations, while that
seems not to be the case for Refs. [10,28].

Ve

B. Phonon dispersion

Our result for the phonon dispersion in Fig. 5(b) shows
a total of 12 acoustic and optical branches, corresponding
to four atoms per magnetic unit cell with three modes each,
with a shallow gap in between at around 18 meV. We then
use this predicted phonon dispersion to compute the phonon
heat capacity from statistical mechanics with the canonical
distribution and the harmonic approximation,

exp (Bho(qv))

phonon __ 2
G = P klprotan i T

qv

€))

where 8 =1/(kgT), q is a phonon wave vector, v is an
index of phonon modes, and w is a phonon eigenvalue [22].
We compute the phonon heat capacity using Eq. (9) and a
30 x 30 x 30 g-point grid. For a linear phonon dispersion
near ', a T3 dependence follows at low temperatures, as
discussed below in Sec. IV E.

C. Magnon dispersion

Using linear spin-wave theory, the exchange coefficients
from Sec. III D, and the anisotropy coefficients we discussed
in Sec. III B, we compute the magnon dispersion shown in
Fig. 5(c). Since antiferromagnetic MnPt has two magnetic
sites, all magnon energy states are doubly degenerate. We note
that the entire magnon energy range reaches up to 250 meV,
which is higher than the bandwidth of phonons of about
30 meV. The magnon gap at the I' point is 10.49 meV
(=2.54 THz). Our calculated magnon dispersion (see Fig. 5)
includes the anisotropy energy and, hence, it shows an energy
gap at I'. Without the anisotropy energy term, this magnon
energy gap would disappear and the magnon dispersion would
be linear, starting at the I" point.

Next, we use the Kittel formula to compute the lowest
magnon frequency wpi, from the Landau-Lifshitz equation for
k = 0, which provides an estimate for how fast spin dynamics
occurs in MnPt. For an easy-axis antiferromagnet without
external field [44] this leads to

Wmin = ¥/ 2HgHy + HZ, (10)

where Hgp =m/x and Hy = K/m are exchange field and
anisotropy field, respectively, m is the magnitude of the sub-
lattice magnetization, y is the magnetic susceptibility, K is
the anisotropy energy coefficient and y is the gyromagnetic
ratio (gup/h). Since MnPt has two sites with antiparallel mo-
ments, m is identical to the magnetic moment of each of these
sites, computed from ground-state DFT. We use the calculated
magnetic susceptibility from Sec. IIIC and the anisotropy
energy from Sec. III B. Our result of wpi,/27m = 2.02 THz
(8.97 meV) is slightly larger than the magnon gap of 7 meV
measured by Hama et al. at 300 K for vanishing wave vector
using inelastic neutron scattering (INS) [9]. The small differ-
ence between calculated and measured gap may be attributed
to a decrease of the anisotropy energy with temperature [45].
These results also confirm the THz scale of spin dynamics for
antiferromagnetic MnPt, which is faster than the GHz scale
that is common for ferromagnets, such as 36 and 73 GHz in
ferromagnetic Fe films under dc magnetic fields between 0
to 10 kOe [46] and 23.4 GHz for ferromagnetic garnet films
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FIG. 6. Phonon [(a), (c)] and magnon [(b), (d)] contributions to simulated inelastic neutron scattering along [H 0 0] direction [(a), (b)] and
[0 0 L] direction [(c), (d)] in reciprocal space (in reciprocal lattice units, r.l.u). We use a logarithmic color scale to show the upper 90 % of the
intensity data. Magnon curves include a Gaussian broadening of 10 meV and phonon curves are broadened using the 0CLIMAX code [48] for a

temperature of 5 K.

doped with germanium and calcium [47]. We also note that the
spin-flop transition field is closely related to the magnon en-
ergy gap, via Hy = ~/2HpHy + H?, resulting in Hy = 72 T.

To compute the magnon heat capacity, we employ the
same approach that we used to obtain the magnon dispersion
in Fig. 5(c) to compute the magnon density of states on a
30 x 30 x 30 g-point grid. Since magnons are bosonic, the
magnon total energy follows from

1
Enmagn. = %jhw(qv)exp Goay—1 W

The temperature derivative of this expression leads to the
magnon heat capacity

exp (Bhw(qu))
[exp (Bhw(qv)) — 1127

Oy =) kel Bho(qu)l®

qu

12)

which resembles the expression for the phonon heat capacity,
Eq. (9). This approach is valid for the low-temperature range,
the so-called spin-wave region, and our result for the magnon
specific heat is shown in Fig. 7. At high temperature near the
critical temperature, the spin-wave description is no longer
valid. Thus, we describe the critical region near the Néel
temperature using a MC approach instead, as discussed in
Sec. VA.

D. Inelastic neutron scattering simulation

To facilitate comparison of our phonon and magnon disper-
sion data with experiments, we simulate INS intensity using
the same instrument parameters as in our previous study on
Fe, As [49]. Coherent and incoherent inelastic neutron scat-
tering is added to our phonon results using the OCLIMAX
code [48]. For the magnon contribution, the dynamical spin-
spin correlation function is included using the SpinW code

[25]. Both simulated INS results are shown in Fig. 6 for the
[HOO] (symmetrically identical to [0KO0]) and [O0OL] directions
commonly studied in experiment. The phonon form factor is
proportional to g, which explains the intensity increase of
the phonon contribution. Conversely, the magnon contribution
weakens with increasing q vector. In correspondence with
Fig. 5, all phonon-related signals appear below 40 meV. The
magnon signals increase as sharp linear lines beyond 40 meV
and, as a result, appear only in the close vicinity of the I
points in Fig. 6. The phonon contribution to INS along H in
Fig. 6(a) shows periodicity with every two reciprocal lattice
periods, while the signal along L presents the same periodicity
as shown in Fig. 5. For the magnon signal in Fig. 6(b) we find
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= t —— Magnon 1

M 1 £ — Total 3
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FIG. 7. Temperature dependence of electron, phonon, and
magnon contributions to the total heat capacity. Our first-principles
results for electron, phonon, and magnon contributions to the total
specific heat agree well with experimental data from Ref. [10] at low
temperatures.
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alternating intensities for even and odd reciprocal lattice pe-
riods, since the magnetic unit cell comprises of two chemical
unit cells in the ab plane (see Fig. 1).

Our analysis shows that phonon and magnon contributions
can be clearly distinguished in INS experimental data. In
experiment, the magnon gap energy at q = 0 is determined
by finding the energy where the INS intensity is at a maxi-
mum for (100) along the H direction in reciprocal space. The
calculated INS data shown in Fig. 6 demonstrates that there
is no phonon contribution at this point. Therefore, the signal
clearly originates from magnons, as reported in the INS study
of Hema et al. [9], confirming that the corresponding gap
energy is a magnon gap.

E. Total heat capacity

In Fig. 7, we show the total heat capacity and partition
it into electron, phonon, and magnon contributions. This
illustrates that at temperatures below 2 K, the electronic con-
tribution is dominant and at higher temperatures the phonon
contribution takes over with a T3 dependence, which is con-
sistent with a linear phonon dispersion near I" [33,50]. The
prefactor of the 7 term due to phonons is 0.090 mJ/(mol K*).
The onset of the magnon contribution appears at nonzero tem-
perature due to the I" point gap of the magnon dispersion that
results from the nonzero anisotropy energy. The low magnon
contribution to the heat capacity at low temperatures further
results from the low magnon density of states in the energy
range below 50 meV. The total number of phonon modes is
12 per four-atom magnetic unit cell, while that of magnons
is two per four-atom magnetic unit cell with two magnetic
moments. Finally, the electronic specific heat contributes lin-
early with 7', which determines the total heat capacity near
0 K as shown in Fig. 7. We note that our computed total heat
capacity in Fig. 7 agrees well with measured results and show
that the overall temperature dependence is thus dominated by
the phonon contribution in the low-temperature range. The
lower magnon density of states leads to a lower magnon heat
capacity, compared to phonons, see Figs. 5(b) and 5(c).

V. NEEL TEMPERATURE
AND MAGNETO-OPTICAL PROPERTIES

Excited state properties are popularly used as materials
selection criteria to identify materials well-suited for specific
applications and provide insight into the physics of the AFM
since they derive from the electronic band structure including
spin-orbit coupling. In particular, first-principles studies can
predict the Néel temperature, which determines thermal sta-
bility of the AFM configuration, and magneto-optical effects,
that play a role in magnetic characterization.

A. Néel temperature

We compute the Néel temperature from thermodynamic
observables using a MC solution of the stochastic LLG
equation, Eq. (3), parametrized by our calculated exchange
interactions. We use this approach since, near the critical tem-
perature, the linear-spin wave approach discussed in Sec. [V C
is not applicable. In the MC approach, the average sublattice
magnetization is typically studied as a function of temperature

1.0 ~————

0.8F

0.6f

Normalized Value

0.0% : T
0 300 600 900 1200
Temperature (K)

1500

FIG. 8. Temperature dependence of sublattice magnetization
(M), isothermal susceptibility ()umerma), and heat capacity (Cy).
These are normalized using the respective maximum values in this
temperature range, i.e., the ground-state sublattice magnetization for
Mgy, and the peak values at the critical temperature for xperma and
Cy. The fourth-order Binder cumulant U, is computed from Eq. (13)
and shown as red solid line.

and should be zero at critical temperature. However, due to
finite-size effects in our simulations, this transition cannot be
easily detected and is not very sharp in Fig. 8.

Instead, the Binder cumulant, the isothermal susceptibility,
and the specific heat are thermodynamic observables that pro-
vide a clearer picture [27]. The fourth-order Binder cumulant
U, was specifically developed to correct the finite-size prob-
lem for second-order phase transitions [51],

(m*)

Up=1-——,
4 3(m2)2

13)
where m is the magnitude of the sublattice magnetization. In
this paper, m is identical to the magnetic moment at each
magnetic site because MnPt has two sites with antiparallel
moments. The value of the cumulant changes at the Néel
temperature from Uy =~ 0.444 for T > Ty to Uy =~ 0.667 for
T < Ty. From this, we compute a transition temperature of
around 1070 K. The isothermal susceptibility of a sublattice,

Xthermal = ’ (14)
is another thermodynamic observable which describes the re-
sponse of the magnetization to temperature, where m is the
sublattice magnetization, kp is the Boltzmann constant, and T
is temperature. It peaks at around 1060 K, which is close to
the value from the Binder cumulant. Lastly, the heat capacity

(E?) — (E)?

Cy =
v kT2

(15)
can be computed from the variance of the MC total energy E
and leads to a peak of the specific heat around 990 K. These
results agree well with measured Néel temperatures of 975 K
[7] and 970 K [10].

In addition, the Néel temperature can be computed without
the MC approach via integration of the adiabatic magnon dis-
persion in Fig. 5(c). Two methods are commonly used in the
literature [52]: one is based on the mean-field approximation
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(MFA)
kB TMFA

Z (q) (16)

and another on the random phase approximation (RPA)
-1

BZ
1
T =2 INS — | . 17
Biy 3 :060((]) ( )

In both expressions, m stands for the sublattice magnetization
and N is the total number of magnon energies sampled by
the q point grid. Here we use a 30 x 30 x 30 g-point grid
to evaluate these expressions and obtain 7" A = 1250 K and
TRPA = 1190 K. Both values are slightly larger than measured
values of 975 K [7] and 970 K [10], or another DFT result,
using exchange coefficients, of 989 K [29]. A similar overes-
timation of the experimental result on the order of 25 % by this
approach is also reported, e.g., for ferromagnetic BCC Fe [53]
and antiferromagnetic NiO [52]. The MC approach shows
better agreement with experiments because the methods based
on magnon dispersion assume the spin-wave regime, which
is only appropriate at low temperatures relative to the Néel
temperature.

B. Optical response

In this paper, we use the Kohn-Sham electronic structure,
including spin-orbit coupling effect, to compute optical spec-
tra of MnPt. First, we compute the imaginary part of the
interband contribution to the complex, frequency-dependent
dielectric tensor [18] in CGS units using

4r2e?
e@ —
Eap = Q ;ILI(I) q— CEU kzwkls(fak — €k — @)
X (uck+€aq ka)(uvk|uck+eﬁq>a (18)

where « and B are Cartesian indices, €2 is the unit cell volume,
wy is the symmetry weight of each k point, ¢ and v index
conduction and valence bands, €. and €, are Kohn-Sham
eigenvalues, and u. and u,x are the cell periodic part of
the Kohn-Sham orbitals. The real part, 8((1 ﬂ) , follows from the

imaginary part, sgﬂ), via Kramers-Kronig transformation.

Since antiferromagnetic MnPt is metallic (see Sec. IV A),
intraband contributions to the dielectric tensor need to be
included, in addition to the interband contributions in Eq. (18).
We use the Drude equation,

2
-, (19)
w* +iwl'p
where w, is the plasma frequency and I'p is the line width
originating from the finite electron lifetime. We compute the
plasma frequency from our Kohn-Sham electronic structure
[54], using

4772 af(enk) 0€,k 0€,k
Uhap = o Z (e“ ok )(eﬂ ok ) (20)

where g is the k-point weighting factor, f(€,x) is an occupa-
tion number at energy state €,k, 7 is a band index, and e, is

e(w)=—
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FIG. 9. (a) Real (black) and imaginary (red) part of the complex
dielectric tensor, averaged over the Cartesian components. (b) Imag-
inary part of the two diagonal elements of the complex dielectric
tensor. (c) Reflectivity of antiferromagnetic MnPt, experimental re-
sults are from Kubota et al. [57]. Solid and dashed lines show our
simulation results with and without intraband Drude contribution,
respectively.

a unit vector along the « direction. Various scattering mecha-
nisms affect the electron lifetime, including electron-electron
and electron-phonon scattering, and this value is challenging
to compute from first principles [55,56]. Instead, here we use
the electric resistivity of 21 u2cm at 300 K measured by
Umetsu et al. [10] and our value for the averaged plasma
frequency of w, = 5.29 eV to estimate the electron scattering
time quasiclassically as I'p =1 /(60“)121'0) = 7.44 fs, which
corresponds to a lifetime broadening of 0.56 eV.

Comparing our calculated frequency-dependent dielectric
functions with and without the Drude contribution in Fig. 9(a)
illustrates that the intraband contribution predominantly af-
fects the low-energy range below 1 eV. In particular, the
1nterplay of intra- and interband contributions leads to a val-
ley of 8 for a photon energy of about 0.5 eV. Anisotropic
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dielectric functions along three crystallographic axes direc-
tions are shown in Fig. 9(b). Due to the tetragonal crystal
structure of this material, the xx and yy components of the
dielectric tensor show identical spectra and the zz component
differs.

We also compute the reflectivity [58] from

2_|«/E—l

2

in—1
, 21

n+1

VEe+1

where 7i is the complex refractive index which is the square
root of the averaged diagonal components of complex relative
dielectric constant, 7> = &. The resulting reflectivity spectra
are plotted in Fig. 9(c) and compared to experimental data
from Kubota et al. [57]. We find that the overall spectrum
agrees well between experiment and simulation, but the po-
sition of the low-energy reflectivity mininum differs between
experiment (0.45 eV) and simulation (0.29 eV). Also, the
position of a broad higher energy reflectivity peak disagrees
between 1.63 eV (experiment) and 2.95 eV (simulation). In
addition, the comparison of the reflectivity with and without
Drude contribution confirms that the high reflectivity at low
photon energies originates from intraband transitions.

C. Linear magneto-optical Kerr effect

While most collinear antiferromagnets do not show linear
magneto-optical effects [59], it is possible to generate such
signals using spin precession [60] or external stimulation,
e.g., via an electric field [61]. Applying an external magnetic
field also can break the Cpm’m’m magnetic space-group sym-
metry of antiferromagnetic MnPt, leading to nonzero linear
magneto-optical Kerr effect. Here, we introduce such a field
perpendicular to the Néel vector (a-axis direction) by tilting
the magnetic moments between 0° and 3° in steps of 1°,
inducing a small net magnetization, see Fig. 1(b). We then
follow Ref. [62] and compute the frequency-dependent polar
magneto-optical Kerr effect (PMOKE) using

_6xy
(exx - 1)\/ €xx .

All calculations include the Drude contribution, assuming the
constant electron lifetime discussed in Sec. V B.

Figures 10(a) and 10(b) show the resulting PMOKE ro-
tation and ellipticity spectra. The field strength is computed
from the tilting angle using the magnetic susceptibility dis-
cussed in Sec. III C. Due to the small magnetic susceptibility
compared to ferromagnetic materials, tilting angles of 1°
correspond to an external magnetic field of 52 T for antiferro-
magnetic MnPt. From Fig. 10, we find maximum Kerr rotation
and ellipticity in the visible spectral range near 1.40 eV and
1.91 eV, respectively.

Our results also show that the interband PMOKE signal, at
energies larger than about 1 eV, is approximately proportional
to the external magnetic field. This can be understood from
a Taylor expansion of the dielectric function with respect to
net magnetization [63]. For small tilting angles and small net
magnetization, the proportionality of linear MOKE with B
is valid, i.e., Ae & p « B. The approximately linear depen-
dence of the Kerr signals on the magnetic fields studied in this
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FIG. 10. Optical polar magneto-optical Kerr (a) rotation and
(b) ellipticity spectra for different external magnetic fields. Maxima
of Kerr rotation and ellipticity occur at 1.40 eV and 1.91 eV, re-
spectively. In (c), the linear dependence of the Kerr signals on the
magnetic field is shown for a wave length of 785 nm (= 1.58 eV).

paper is explicitly shown for a laser wave length of 785 nm
in Fig. 10(c). From interpolating the linear fit to this data to a
magnetic field of 1 T, we find a Kerr rotation and ellipticity of
—6.1 urad and —5.0 prad, respectively.

To determine the origin of features in the Kerr rotation
spectrum, we decompose it according to contributions from
valence and conduction electrons of Mn and Pt states using
the scheme described in Refs. [42,64]. The data in Fig. 11(a)
illustrates that peaks at 1.42 eV, 2.46 eV, and 5.57 eV feature
large contributions due to transitions into empty Mn states.
Transitions originating in Mn valence states contribute about
the same to the PMOKE spectrum across the entire spectral
range as those from Pt valence states, except for the peak at
5.57 eV, that is dominated by Pt valence states. Furthermore,
our orbital decomposition concludes that transitions among d
orbitals are the main source of the PMOKE spectrum, which
is consistent with the majority of states near the Fermi level

064412-10



PHONON, ELECTRON, AND MAGNON EXCITATIONS IN ...

PHYSICAL REVIEW B 107, 064412 (2023)

(@) 2 .

— Total

g 1:_ — into-Mn ]
é [
o
2
=
IS
~
5
[}
o[
_2' . 1 1 1 1
(b)2 T T T T T T T T T T
—— Total
r — from-Mn -
1 B — from-Pt 7]

Kerr Rotation (mrad)

0 1 2 3 4 5 6 7 8
Energy (eV)

FIG. 11. Projected element orbital decomposition of PMOKE
Kerr rotation at 3° tilting angle contributed by (a) transitions from
all valence states to conduction states of specific atom element and
(b) transitions from valence states of specific atom element to all con-
duction states. Spectrum in this figure does not include the intraband

transition contribution. Black solid line shows total Kerr rotation
spectrum from interband transitions.

exhibiting d orbital characters (see Fig. S5 in the Supplemen-
tal Material [36], and, also Refs. [37-39] therein).

VI. CONCLUSIONS

As the interest in antiferromagnetic spintronics increases,
fundamental properties of antiferromagnetic metals and their
accurate prediction from first principles become increasingly
important. Here we report a comprehensive first-principles
computational study of antiferromagnetic L1j-type MnPt.
For the lattice geometry, and electronic and magnetic struc-
tures we find very good agreement with earlier experimental
and theoretical results. Similarly, our prediction of the mag-
netic susceptibility agrees well with experimental data. We
then compute the previously unknown exchange coupling
coefficients and discuss how these explain the ground-state
magnetic structure. Using these coefficients, we predict the
magnon dispersion of MnPt, including the lowest magnon fre-
quency of 8.97 meV, which is critical for a deep understanding
of fundamental limits of the timescale of spin dynamics. The
corresponding gap at the I point of the magnon dispersion
agrees well with the lowest magnon frequency computed us-
ing spin-wave theory and we also find very good agreement
with an experimentally reported value.

Having established the accuracy of our first-principles
description, we proceed to compute electron, phonon, and
magnon dispersion data that we use to derive the individual

contributions to the heat capacity of MnPt. We unambiguously
show that the temperature dependence of the heat capacity
is dominated by phonon contributions at low temperatures
and the magnon contribution remains small, owing to the
sizable magnon gap and the low magnon density of states.
Using our data, we individually predict phonon and magnon
contributions to INS, which will facilitate identification of
each contribution in experiments. Phonon INS shows a peri-
odicity over two reciprocal lattice units along the H direction,
while the magnon signal presents alternating intensities with
a periodicity of one reciprocal lattice unit. This is because
two magnetic Mn atoms are placed along [100] when viewed
along [010]. The broader energy range and characteristic
linear magnon dispersion curves that originate from every
reciprocal lattice unit allow for distinguishing phonons and
magnons experimentally.

To explore the stability of the magnetic ordering and the
possibility of reorienting the Néel vector, we compute the
MCA energy and find confirmation of the uniaxial antifer-
romagnetic structure of the material. We explicitly include a
classical contribution to this energy that accounts for magnetic
dipole interactions and was previously ignored for antifer-
romagnets. Our simulations provide clear evidence for the
importance of this contribution to the K; anisotropy coeffi-
cient, as it amounts to about 2/3 of the commonly studied term
due to the SOL. In addition, we employed the MC method with
our calculated exchange and anisotropy coefficients to com-
pute three thermodynamic observables from atomistic spin
dynamics, from which we estimate the Néel temperature to be
990-1070 K, which is within 100 K from experimental val-
ues. The high Néel temperature around 1000 K indicates the
thermal stability of the magnetic structure, possibly enabling
magnetic devices at room temperature.

Finally, we compute the optical and magneto-optical prop-
erties of MnPt via the dielectric function and the reflectivity
spectrum including intra- and interband contributions to pro-
vide insight into the underlying physics and the possibility
of magneto-optical detection of collective spin motion. From
this, we predict the generation of polar magneto-optical ef-
fects of antiferromagnetic MnPt when applying an external
magnetic field. Our simulations show a polar MOKE signal
on the order of urad for an external field of 1 T. We find
this to be in the linear response regime and our data can
provide guidance for maximizing the polar MOKE signal in
experiments with a few hundreds nrad of resolution through
linear interpolation.

ACKNOWLEDGEMENTS

This work was undertaken as part of the Illinois Mate-
rials Research Science and Engineering Center, supported
by the National Science Foundation MRSEC program under
NSF Award No. DMR-1720633. This paper made use of the
Illinois Campus Cluster, a computing resource operated by
the Illinois Campus Cluster Program (ICCP) in conjunction
with the National Center for Supercomputing Applications
(NCSA) and which is supported by funds from the University
of Illinois at Urbana-Champaign. This research is part of the
Blue Waters sustained-petascale computing project, which is
supported by the National Science Foundation (Awards No.

064412-11



KANG, CAHILL, AND SCHLEIFE

PHYSICAL REVIEW B 107, 064412 (2023)

OCI-0725070 and No. ACI-1238993) and the state of Illinois.
Blue Waters is a joint effort of the University of Illinois at

Urbana-Champaign and its National Center for Supercomput-
ing Applications.

[1] M. L. Néel, Ann. Phys. 12, 137 (1948).

[2] P. Wadley, B. Howells, J. Zelezny, C. Andrews, V. Hills, R. P.
Campion, V. Novdk, K. Olejnik, F. Maccherozzi, S. S. Dhesi
et al., Science 351, 587 (2016).

[3] V. Saidl, P. Némec, P. Wadley, V. Hills, R. P. Campion, V.
Novik, K. W. Edmonds, F. Maccherozzi, S. S. Dhesi, B. L.
Gallagher et al., Nat. Photonics 11, 91 (2017).

[4] M. Meinert, D. Graulich, and T. Matalla-Wagner, Phys. Rev.
Appl. 9, 064040 (2018).

[5] J. Nogués and I. K. Schuller, J. Magn. Magn. Mater. 192, 203
(1999).

[6] A. F. Andresen, A. Kjekshus, R. Mgllerud, and W. B. Pearson,
Philos. Mag. A 11, 1245 (1965).

[7] E. Krén, G. Kadar, L. P4l, J. Sélyom, P. Szabd, and T. Tarndczi,
Phys. Rev. 171, 574 (1968).

[8] C. S. Severin, C. W. Chen, and C. Stassis, J. Appl. Phys. 50,
4259 (1979).

[9] H. Hama, R. Motomura, T. Shinozaki, and Y. Tsunoda, J. Phys.:
Condens. Matter 19, 176228 (2007).

[10] R. Y. Umetsu, K. Fukamichi, and A. Sakuma, Mater. Trans. 47,
2 (2006).

[11] G. W. Anderson, Y. Huai, and M. Pakala, J. Appl. Phys. 87,
5726 (2000).

[12] M. FE. Toney, M. G. Samant, T. Lin, and D. Mauri, Appl. Phys.
Lett. 81, 4565 (2002).

[13] M. Rickart, P. P. Freitas, I. G. Trindade, N. P. Barradas, E. Alves,
M. Salgueiro, N. Muga, J. Ventura, J. B. Sousa, G. Proudfoot
et al.,J. Appl. Phys. 95, 6317 (2004).

[14] H. Yan, Z. Feng, S. Shang, X. Wang, Z. Hu, J. Wang, Z. Zhu,
H. Wang, Z. Chen, H. Hua et al., Nat. Nanotechnol. 14, 131
(2019).

[15] P. Khuntia and A. V. Mahajan, J. Phys.: Condens. Matter 22,
296002 (2010).

[16] G. Kresse and J. Furthmiiller, Phys. Rev. B 54, 11169 (1996).

[17] G. Kresse and D. Joubert, Phys. Rev. B 59, 1758 (1999).

[18] M. Gajdos, K. Hummer, G. Kresse, J. Furthmiiller, and F.
Bechstedt, Phys. Rev. B 73, 045112 (2006).

[19] S. Steiner, S. Khmelevskyi, M. Marsmann, and G. Kresse, Phys.
Rev. B 93, 224425 (2016).

[20] J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77,
3865 (1996).

[21] H. J. Monkhorst and J. D. Pack, Phys. Rev. B 13, 5188
(1976).

[22] A. Togo and I. Tanaka, Scr. Mater. 108, 1 (2015).

[23] H. Ebert, D. Kodderitzsch, and J. Mindr, Rep. Prog. Phys. 74,
096501 (2011).

[24] A. L. Liechtenstein, M. 1. Katsnelson, and V. A. Gubanov, J.
Phys. F 14, L125 (1984).

[25] S. Toth and B. Lake, J. Phys.: Condens. Matter 27, 166002
(2015).

[26] T. Moriya, Phys. Rev. 120, 91 (1960).

[27] O. Eriksson, A. Bergman, L. Bergqvist, and J. Hellsvik, Arom-
istic Spin Dynamics: Foundations and Applications (Oxford
University Press, 2017).

[28] J. Wang, A. Gao, W. Chen, X. Zhang, B. Zhou, and Z. Jiang, J.
Magn. Magn. Mater. 333, 93 (2013).

[29] A. Alsaad, A. Ahmad, and T. S. Obeidat, Heliyon 6, e03545
(2020).

[30] Z. Lu, R. V. Chepulskii, and W. H. Butler, Phys. Rev. B 81,
094437 (2010).

[31] W. B. Pearson, Pearson’s Handbook of Crystallographic Data
for Intermetallic Phases (American Society for Metals, Metals
Park, OH, 1985).

[32] A. Schron, C. Rodl, and F. Bechstedt, Phys. Rev. B 86, 115134
(2012).

[33] N. W. Ashcroft and N. D. Mermin, Solid State Physics, HRW In-
ternational Editions (Holt, Rinehart and Winston, Philadelphia,
1976).

[34] L. Landau and E. Lifshitz, Electrodynamics of Continuous Me-
dia, 2nd ed., Course of Theoretical Physics, Vol. 8 (Pergamon,
Amsterdam, 1984), pp. 130-179.

[35] M. Herak, M. Miljak, G. Dhalenne, and A. Revcolevschi, J.
Phys.: Condens. Matter 22, 026006 (2010).

[36] See Supplemental Material at http://link.aps.org/supplemental/
10.1103/PhysRevB.107.064412 for the investigation on the im-
pact of different effective U parameters in the DFT+U method
to lattice parameters, phonon dispersion, and exchanging coeffi-
cients, the broadening effect of the density of states at the Fermi
level, the decomposition of magneto-optical Kerr effect spectra
based on d-orbital contributions, and the magnetocrystalline
anisotropy with different effective U parameters in DFT+U
method.

[37] S. L. Dudarev, G. A. Botton, S. Y. Savrasov, C. J. Humphreys,
and A. P. Sutton, Phys. Rev. B 57, 1505 (1998).

[38] H. Yang, J.-y. Yang, C. N. Savory, J. M. Skelton, B. J. Morgan,
D. O. Scanlon, and A. Walsh, J. Phys. Chem. Lett. 10, 5552
(2019).

[39] S. C. Pandey, X. Xu, I. Williamson, E. B. Nelson, and L. Li,
Chem. Phys. Lett. 669, 1 (2017).

[40] K. Yang, K. Kang, Z. Diao, M. H. Karigerasi, D. P. Shoemaker,
A. Schleife, and D. G. Cahill, Phys. Rev. B 102, 064415
(2020).

[41] P-H. Chang, I. A. Zhuravlev, and K. D. Belashchenko, Phys.
Rev. Mater. 2, 044407 (2018).

[42] K. Kang, K. Yang, K. Puthalath, D. G. Cahill, and A. Schleife,
Phys. Rev. B 105, 184404 (2022).

[43] C. W. Chen and R. W. Buttry, AIP Conf. Proc. 24, 437 (1975).

[44] S. M. Rezende, A. Azevedo, and R. L. Rodriguez-Sui‘rez, J.
Appl. Phys. 126, 151101 (2019).

[45] P. Pincus, Phys. Rev. 113, 769 (1959).

[46] B. Heinrich, S. T. Purcell, J. R. Dutcher, K. B. Urquhart, J. F.
Cochran, and A. S. Arrott, Phys. Rev. B 38, 12879 (1988).

[47] Y. He and P. Wigen, J. Magn. Magn. Mater. 53, 115 (1985).

[48] Y. Q. Cheng, L. L. Daemen, A. I. Kolesnikov, and A. J.
Ramirez-Cuesta, J. Chem. Theory Comput. 15, 1974 (2019).

[49] M. H. Karigerasi, K. Kang, G. E. Granroth, A. Banerjee, A.
Schleife, and D. P. Shoemaker, Phys. Rev. Mater. 4, 114416
(2020).

064412-12


https://doi.org/10.1051/anphys/194812030137
https://doi.org/10.1126/science.aab1031
https://doi.org/10.1038/nphoton.2016.255
https://doi.org/10.1103/PhysRevApplied.9.064040
https://doi.org/10.1016/S0304-8853(98)00266-2
https://doi.org/10.1080/14786436508224933
https://doi.org/10.1103/PhysRev.171.574
https://doi.org/10.1063/1.326458
https://doi.org/10.1088/0953-8984/19/17/176228
https://doi.org/10.2320/matertrans.47.2
https://doi.org/10.1063/1.372502
https://doi.org/10.1063/1.1528279
https://doi.org/10.1063/1.1713022
https://doi.org/10.1038/s41565-018-0339-0
https://doi.org/10.1088/0953-8984/22/29/296002
https://doi.org/10.1103/PhysRevB.54.11169
https://doi.org/10.1103/PhysRevB.59.1758
https://doi.org/10.1103/PhysRevB.73.045112
https://doi.org/10.1103/PhysRevB.93.224425
https://doi.org/10.1103/PhysRevLett.77.3865
https://doi.org/10.1103/PhysRevB.13.5188
https://doi.org/10.1016/j.scriptamat.2015.07.021
https://doi.org/10.1088/0034-4885/74/9/096501
https://doi.org/10.1088/0305-4608/14/7/007
https://doi.org/10.1088/0953-8984/27/16/166002
https://doi.org/10.1103/PhysRev.120.91
https://doi.org/10.1016/j.jmmm.2012.12.050
https://doi.org/10.1016/j.heliyon.2020.e03545
https://doi.org/10.1103/PhysRevB.81.094437
https://doi.org/10.1103/PhysRevB.86.115134
https://doi.org/10.1088/0953-8984/22/2/026006
http://link.aps.org/supplemental/10.1103/PhysRevB.107.064412
https://doi.org/10.1103/PhysRevB.57.1505
https://doi.org/10.1021/acs.jpclett.9b02073
https://doi.org/10.1016/j.cplett.2016.12.005
https://doi.org/10.1103/PhysRevB.102.064415
https://doi.org/10.1103/PhysRevMaterials.2.044407
https://doi.org/10.1103/PhysRevB.105.184404
https://doi.org/10.1063/1.29941
https://doi.org/10.1063/1.5109132
https://doi.org/10.1103/PhysRev.113.769
https://doi.org/10.1103/PhysRevB.38.12879
https://doi.org/10.1016/0304-8853(85)90139-8
https://doi.org/10.1021/acs.jctc.8b01250
https://doi.org/10.1103/PhysRevMaterials.4.114416

PHONON, ELECTRON, AND MAGNON EXCITATIONS IN ...

PHYSICAL REVIEW B 107, 064412 (2023)

[50] C. Kittel, Introduction to Solid State Physics (Wiley, 2004).

[51] K. Binder, Z. Phys. B 43, 119 (1981).

[52] F. Essenberger, S. Sharma, J. K. Dewhurst, C. Bersier, F.
Cricchio, L. Nordstrom, and E. K. U. Gross, Phys. Rev. B 84,
174425 (2011).

[53] M. Pajda, J. Kudrnovsky, I. Turek, V. Drchal, and P. Bruno,
Phys. Rev. B 64, 174402 (2001).

[54] J. Harl, G. Kresse, L. D. Sun, M. Hohage, and P. Zeppenfeld,
Phys. Rev. B 76, 035436 (2007).

[55] M. Bernardi, D. Vigil-Fowler, J. Lischner, J. B.
Neaton, and S. G. Louie, Phys. Rev. Lett. 112, 257402
(2014).

[56] M. Bernardi, J. Mustafa, J. B. Neaton, and S. G. Louie, Nat.
Commun. 6, 7044 (2015).

[57] M. Kubota, K. Ono, R. Y. Umetsu, H. Akinaga, A. Sakuma, and
K. Fukamichi, Appl. Phys. Lett. 90, 091911 (2007).

[58] M. Fox, Optical Properties of Solids, Oxford Master Series in
Physics (OUP, Oxford, 2010).

[59] L. §mejkal, R. Gonzédlez-Hernandez, T. Jungwirth, and J.
Sinova, Sci. Adv. 6, eaaz8809 (2020).

[60] A. V. Kimel, B. A. Ivanov, R. V. Pisarev, P. A. Usachev, A.
Kirilyuk, and T. Rasing, Nat. Phys. 5, 727 (2009).

[61] N. Sivadas, S. Okamoto, and D. Xiao, Phys. Rev. Lett. 117,
267203 (2016).

[62] D. Sangalli, A. Marini, and A. Debernardi, Phys. Rev. B 86,
125139 (2012).

[63] S. A. Siddiqui, J. Sklenar, K. Kang, M. J. Gilbert, A. Schleife,
N. Mason, and A. Hoffmann, J. Appl. Phys. 128, 040904
(2020).

[64] J. Leveillee, C. Katan, L. Zhou, A. D. Mohite, J. Even, S.
Tretiak, A. Schleife, and A. J. Neukirch, Phys. Rev. Mater. 2,
105406 (2018).

064412-13


https://doi.org/10.1007/BF01293604
https://doi.org/10.1103/PhysRevB.84.174425
https://doi.org/10.1103/PhysRevB.64.174402
https://doi.org/10.1103/PhysRevB.76.035436
https://doi.org/10.1103/PhysRevLett.112.257402
https://doi.org/10.1038/ncomms8044
https://doi.org/10.1063/1.2561008
https://doi.org/10.1126/sciadv.aaz8809
https://doi.org/10.1038/nphys1369
https://doi.org/10.1103/PhysRevLett.117.267203
https://doi.org/10.1103/PhysRevB.86.125139
https://doi.org/10.1063/5.0009445
https://doi.org/10.1103/PhysRevMaterials.2.105406

