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Secondary electron emission in the scattering of fast probes by metallic interfaces
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In the frame of a nonretarded local density hydrodynamic approach nonlocal effects in the scattering of a
fast probe interacting with a metallic interface are studied. In addition to quantal effects in the electron-gas

response, effects derived from the interface density profile are taken into account. The relevance in the excitation
spectrum of both collective and single electron excitations is studied. For probes at grazing incidence the decay
of collective excitations into single electron ones is found. Around the surface plasmon frequency the momentum
carried by these excitations allows identifying them as secondary electrons emerging from the target. The recoil
associated with them leads to a repulsive force with qualitative agreement with experimental observations.
Effects of the momentum transfer in the deflection angle of the beam are also studied.
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I. INTRODUCTION

The use of the local dielectric theory (LDT) to the study of
the energy loss experienced by fast probes interacting with
condensed matter was first proposed by Fermi [1] and ex-
tended to deal with interfaces by Ritchie [2]. LDT has been
widely applied in electron energy-loss spectroscopy (EELS)
in scanning transmission electron microscopy, (STEM) where
the use of experimentally measured optical dielectric data,
as well the development of powerful computational methods
[3-5] has opened the application of this approach to the anal-
ysis of the loss spectra in a wide range of materials and to
targets of increasingly complexity [6,7] with good qualitative
and quantitative agreement with the experiments.

The success of the dielectric approach to explain the longi-
tudinal momentum transfer, the physical magnitude defining
the probe energy loss, encouraged to extend this theory to
calculate the transverse component of the momentum transfer
(TMT) experimentally found by Cowley in STEM experi-
ments [8]. In this case the so calculated deflection was about
three orders of magnitude smaller than the experimental one
[9-11]. More recently the experimental evidence of the ability
of the STEM beam to control the motion of nanoparticles
[12—-14] has renewed the interest on this topic [7,15-19].

The difference in the suitability of the LDT to describe
correctly transversal and longitudinal components of the mo-
mentum transfer is an obvious consequence of the drastic
simplification of the polarizability model posed by the lo-
cal approach where the response of the medium does not
depend on the wave-vector k of the exciting field. In the
interaction with interfaces the relevance of the contribution
of the large wave vectors to the probe scattering can be bet-
ter understood by writing the medium response in terms of
the induced charge density p(Kk, w). Let us consider a probe
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moving with velocity v = vu,, parallel to a interface with im-
pact parameter b [as shown in the inset of Fig. 1(a)]. Assuming
the probe velocity to be constant, the induced charge density
can be written as p(k, ®) = p(k, Q, @)8(k, — wv™"), where
0= [kg + (w/ v)2]"/2 and the components of the momentum
transfer Ap (per unit path length) can be written as

Ap, 1 00 00 ) 1
—— =533 wdw dk, dkx—2
AZ T°v 0 0 —00 k

x Im[p(ky, O, w)e'™"], (1)
Apx 1 o0 o0 o0 kx
= d dk dk,—
Az w32 /0 a)/o 4 /,oo k?
x Im[p(ky, Q, w)e'™ ], 2)

where k* = k7 + k; + w?v™* [21].

Equation (1) shows that the relevant contribution to the
stopping power basically arises from the small values of k,,
given that the contribution of large values is severely damped
both by the fast oscillating phase e'*** as well by the k2 de-
pendence of the denominator. It explains the fact that a sound
description of the polarizability at small k as that provided
by the liquid-crystal display technology, leads to reasonably
accurate loss spectra, even at grazing incidence.

Nevertheless, in Eq. (2), the contribution of large k,
components to the factor k,/k*> fades out more slowly so
that at grazing incidence those values provide a relevant
contribution to the TMT. Therefore, for grazing probes,
a thorough description of the interface response to large
values of the transverse momentum is needed. This de-
scription should take into account quantal effects of the
electron gas as well those derived from interface density
profile.

There have been many theoretical approaches to imple-
ment quantal corrections to the polarizability of the target.
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FIG. 1. (a) Transverse component of the force experienced by a 100-keV electron moving parallel to an Al interface with different dielectric
functions. Continuous line (LDT), circles and triangles correspond to a sharp interface characterized by local Drude, hydrodynamic (SRM HF)
and plasmon pole (SRM PPA) dielectric functions, respectively. The plot labeled as LADI corresponds to the solution of a Poisson equation in
a diffuse interface with the density profile shown in (b) [see (a)]. The inset in (a) schematically represents the interaction of the probe with the
surface wake. (b) Profile of the unperturbed charge density normalized to the bulk value ny. Red circles (o) and the black line, respectively,
correspond to Table I (r; = 2ay) of Ref. [20] and to the fit used in the this paper. Parameters of the dielectric functions: /iw, = 15.3 eV,

B> =049 au., and iy = 1 eV.

Rigorous ab initio calculations based on the Time-dependent
density-functional theory have been applied to study the opti-
cal response of nanoparticles [22-25] or its effects on EELS
[26]. The main drawback of this method lies in its compu-
tational demand, that, in practice, reduces its applicability to
nanoparticles consisting of several hundreds of atoms. A more
efficient computational strategy to tackle surface nonlocal
effects consists of the use of the unperturbed ground-state
electron density of the target ng(r) as an input and then
consider the interaction with the probe as a perturbation,
described by a set of macroscopic parameters. One of these
approaches, based on the surface-response functions (SRFs)
describes the polarizability of the medium in terms of a
couple of w-dependent parameters, the so-called Feibelman
parameters [27,28]. Hydrodynamic models (HDs) have been
also developed to calculate the charge density induced by the
exciting field, in terms just of one parameter, the unperturbed
charge density of the target ny(r), the quantal effects being
given by the corresponding local pressure coefficient S(r)
[21,29].

Both approaches, SRF and HD usually extend the range
of the k dependence of the polarizability up to k> corrections
in the dielectric response of the electron gas. Nevertheless,
they are unable to describe the phenomena associated with
large momentum transfer, such as the electron-hole and single
electron (SE) excitations. These excitations can be formally
introduced into the theory by the use of an appropriate local
dielectric function € (k, w); the suitability of this approach will
be analyzed in the next section.

The aim of this paper is study the role of large momen-
tum excitations in the scattering of fast probes by metallic
interfaces, putting the emphasis on their contribution to TMT.
For that purpose we have reformulated the hydrodynamic
model of Ref. [21] where the response of a nonabrupt inter-
face to a fast probe was studied by extending the momentum
response of the polarizability to account for k* contribu-
tions. In Sec. I, we study the limitations of the different

dielectric approaches for the study of TMT, and then (Sec. II)
we present a new HD formulation able to reproduce electron-
hole and single electron excitations. Finally in Sec. III we
present the results of this theory. As an Appendix the lo-
cal approach to a nonabrupt interface to study the TMT is
also presented.

Atomic units (a.u.) are used throughout in the theoretical
expressions. In the plots lengths and energies are given in
nanometers and electronvolts. The definition of the functions
defining the electron-gas parameters along the interface has
been made clear by adding a tilde over them: so, for in-

stance, wlz,(r) and cof,(k) stand, respectively, for the function
defined as the square of the local plasmon frequency at r
and its Fourier transform, whereas w, is just the value of
this parameter in the homogeneous medium. Out of simplicity
the induced charge density will be referred as p(k, w) and
0(Q, w) for its projection in the parallel direction (k,, k)
using the notation py(k, w) for the probe charge density. The
convention for the Fourier transform used in this paper is as
follows:

1 * OO i(k-r—awt)
f(r,t):m dk | dwe fk,w). 3)

II. DIELECTRIC APPROACHES

Figure 1(a) shows the impact parameter dependence of the
transverse force F,(b) experienced by a 100-keV electron in
different dielectric approaches, a magnitude directly related
to the TMT, Ap,/Az = v~ 'F,.

The plot LDT corresponding to an abrupt Drude interface,
calculated after Ref. [9], clearly reflects some of the incon-
sistencies of this approach; given that the induced charge is
confined on the surface, actually the target excitations do not
carry transverse momentum at all. The so-calculated trans-
verse force is the consequence of the interaction of the probe
with the charge induced on the surface, the so-called electron

035401-2



SECONDARY ELECTRON EMISSION IN THE SCATTERING ...

PHYSICAL REVIEW B 107, 035401 (2023)

wake, which because of the causality of the response function,
appears behind the probe as shown schematically in the inset
of Fig. 1(a) [30]. This force has, besides the longitudinal
component responsible for the stopping power, a projection
into the normal direction which is not associated with excita-
tions carrying transverse momentum. A surprising result of
this plot is the finite value of the force in the limit b — 0
in contrast with the divergent limit of the force associated
with longitudinal excitations. In this limit the surface density
gets divergent, but in the transverse force, this divergence is
compensated by the vanishing projection of the force into the
normal direction so that F, remains finite and attractive (neg-
ative). The finiteness of this limit is a general result, valid for
any causal dielectric function [31,32]; in the particular case
of a Drude €(w) it verifies limy_o F, = —(w,/v)?, where w
is the surface plasmon frequency [33]. The lack of robustness
of this limit is revealed by the fact that the transverse force
becomes divergent in the retarded theory even at moderate
relativistic velocities [31]. This is an inherent shortcoming
of the LDT where electrons in the metal are subjected to
a holonomic constraint, p(x, Q, w) ~ §(x) so that the force
associated with this restriction should be taken with some
caution. We conclude that the force calculated in LDT is
likely to be correct for distant collisions where the normal
component of the force exerted by the probe on the surface
density is negligible compared with the force constraining it
into the surface, but it does not hold for grazing incidence
where the exciting force is large enough to overcome this
constraint.

The LDT has been used to study the momentum transfer to
nanoparticles in the framework of the retarded theory where
radiation opens a new inelastic channel [5,15-18]. In these
works the crossover between attractive and repulsive values
of the transverse force as the impact parameter gets smaller,
reported by Batson and co-workers [12], is qualitatively re-
produced. Nevertheless, a recent revision of the problem by
Castrejon-Figueroa and co-workers has concluded that the
force remains always attractive, considering that the crossover
found in previous works was due to the use of noncausal
experimental dielectric functions as well to deficiencies in
the computation [19]. Regardless of whether there is such
a crossover, the limitations of the local approach at small
impact parameter seriously question the soundness of these
results. A simple way of introducing quantal effects into the
medium response is through the use of a nonlocal dielectric
function, €(k, w), an approach which relaxes the constraint to
the surface of the induce charge. Nevertheless, this approach
also turns out to be troublesome. On one hand, a function
which depends just on k implies translational invariance of
the response in real space and, therefore, cannot cope with
the effects derived from the strong anisotropy in the direction
normal to the surface. On the other hand the use of boundary
conditions reduces the applicability of this approach to abrupt
interfaces so that effects derived from the electron density spill
out are not considered. Besides, the more usual procedure,
i.e., the so-called specular reflection model (SRM) [34,35],
averages the response in the direction normal to the surface.
Following Ref. [36], the potential ¢iq(r) is induced by an
external probe. (b > 0), in the right half space (x > 0) can
be written in terms of excitations of energy /iw and parallel

momentum component (k,, wv~") as

3 — —Q(x+b)
¢md(r,t)=L/dw/dky[e(Q,w) 1]6
2mv

€0, w)+1 0
% eikyyei(a)/v)(z—ut)’ (4)
where Q = k}z, + %2 and the function €(Q, w) is defined as

-1
. T dky
(o= Q [/ (k2 4 0?)e(k, a))j| ' ®

The function €(Q, w) is a k,-averaged surface response, in-
sensitive to the dependence on this component of the exciting
field. We have also added the plot calculated in the Local Ap-
proach for a Dielectric Interface (LADI), where the response
is characterized by a local dielectric function €(x, ) (see
Appendix A). This approach should be considered just as a
semilocal one, in the sense that local effects only depend on
the parallel momentum. Figure 1(a) also plots the force F;.(b)
calculated from Eq. (4) with two different nonlocal dielectric
functions. The one labeled as SRM PPA corresponds to the
plasmon pole approximation [37],

(1)2

—1_ P
ek, w) =1 a)(a)+ly)—,32k2—}tk4’ (6)

where the Bk*> and k* terms account for hydrodynamic
pressure and single electron excitations, respectively. The
plot SRM HF corresponds to the so-called hydrody-
namic function, which is defined, such as Eq. (6) with-
out the k* term in the denominator [38]. The plots
corresponding to these approaches are almost identi-
cal to that of the LDT, even in the limit b — O,
reveling that in these models the TMT also derives from the
interaction of the probe with the surface wake without the
contribution from the displacement of the induced density in
the normal direction. This fact is a physical consequence of
the reflection of the induced density on the surface implicit
in the SRM where the transverse momentum carried by the
incoming and outgoing electrons exactly balance one another.

We have also added the plot of the force induced by the
diffuse interface shown in Fig, 1(b), characterized by a local
dielectric function € (x, w) (see Appendix A). For large impact
parameters this plot does not differ significantly from the ones
corresponding to sharp interfaces. Here the large wavelength
components of the exciting field are unable to probe the spatial
extension of the interfacial layer so that the induced field is
insensitive to the thickness of the interface. Below the value
of b ~ X the force grows very fast, getting divergent for beam
trajectories inside the interface. Note that in this calculation
the contribution of the screened bulk density of the probe
po(b, w)/€e(b, w) to the total potential has been removed so
that that the force is just due to the interaction with the finite
contribution of the interface to the induce potential. The diver-
gent behavior of this plot as » — 0 confirms the unsoundness
of the dielectric formalism to calculate the TMT at grazing
incidence.
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III. LOCAL DENSITY HYDRODYNAMIC
APPROACH (LDHA)

The interaction of a fast electron with a metallic interface is
now tackled in the Local Density Hydrodynamic Model where
the target is assumed to be a metal, described by the local
parameters of an electron gas corresponding to an unperturbed
local electron density n(x), which is assumed to vary smoothly
in the direction normal to the interface. For a free electron tar-
get, the two local parameters @, (x) and B%(x) of the dielectric
response can be written as

@) =4mn(x), B = 3Baa0PP. (7

Following Ref. [21], the induced charge density p(k, w) is
given by the solution of a Fredholm integral equation of the
second kind,

. 1 1 -k~
|:a)(a) +iy) — Zk“}p(k, w) — " / dqxqq—z[wf,(kx — gx)

~ 1 Kk~
+ B2k, — %()qz]p(q’ w) = E / d%r%w%(kx = qx)

X PO((I» w)v (8)

where py(k, w) stands for the probe charge density and c;?,(kx)

and B2(k,) are the Fourier transforms of the corresponding
functions in the real space. In the left-hand term of Eq. (8)
the boundary independent term %k“ has been added so that
in the limit of a homogeneous medium &(x) = w,, the corre-
sponding induced density calculated with the PPA [Eq. (6)] is

recovered,
@,
ok, w) =

Kk, w). 9
w(w+iy) — a)[% — B2k% — %k“ polk, @). O

Equation (8) can be formally written in terms of a couple
of linear operators £ and R as

plke, @, 0) = L™ "R po(qy, O, ), (10)

where
1
Lk, qy) = [w(w +iy) — Zk“}é(kx D)

1 q- k.~ ~
—57[%(1@ — q0) + Bk — 4)q°]

1 q-k~
R(ka q.x) = g?wg(kx - Qx)v (1D

and where [Lf](k,) = quxﬁ(kx, qx)f(qyx). Equation (10)
states the linearity of the response, in terms of a unique linear
operator LR, which contains all the information about the
excitations of the medium, and which plays the same role
as the reciprocal dielectric function €(k, w)~! in the dielec-
tric theory for a nonbounded medium. The fact that one can
write the medium polarization by means of a single response
function for all the probe trajectories is a theoretical advantage
over the dielectric approaches where the solution depends on
whether the probe travels inside or outside the medium.

The linearity of the response stated by Eq. (8) implies
the validity of the convolution approach to the interaction
of extended probes stated by Ritchie and Howie [39]. This

convolution is valid as far one can neglect the dispersion
of the beam due to the interaction with the interface. This
condition can be understood as the classical counterpart of the
neglecting the probe recoil proviso in the quantal approach
of Ref. [39]. Although in the case of large interfaces the
dispersion of the beam can be relevant, in the case of small
targets this assumption is arguably fine.

It is interesting to compare Eq. (8) with the general ex-
pression derived from the constitutive relation (CR), which
states the linearity between the polarizability P and the total
electric-field E through the nonlocal susceptibility x. From
the standard CR, the linearity of the response can be recast in
terms of both the induced and the free charge densities as

1 k-q
ok, w)+ﬁ/—2x(k, —q, 0)p(q, w)dq
T q

1 k-
=5 [ Sk g oma axg 12
4 q
(see Appendix B). Equation (12) is also a Fredholm equation,
formally similar to Eq. (8). The difference between both ap-
proaches lies on the fact that in Eq. (12) both densities that
of the probe py and the induced one p appear on an equal
footing, whereas in Eq. (8), the pressure term is missing in the
right hand term (RHT). This is because in the hydrodynamic
approach the force corresponding to the pressure correction
has been considered as an internal force of the electron gas,
and, consequently, it is not applied to the field created by the
probe.
The inverse Fourier transform of Eq. (8) allows recasting
it in the real space in an invariant form (independent of the
coordinate system) as

%szp(r, w) + BV p(r, ) + [(@ + iy)w — @(r)]

1 ~72 /Io(r/’ a)) =2
xp(r,w)+ —Vo'V | dr'——— + VB“Vp(r, w)
dr P v’ —r|
~ I o~ po(r', w)
— ™2 2 /
= a)p(r)po(r, C()) — _4.7'[ V(,()pV / dr m, (13)

which can be applied with targets of nonplanar geometries. In
the case of targets with simple geometries (spheres, cylinders,
films, and so on) Eq. (13) turns out to be separable so that
the problem is reduced to a set of ordinary integrodifferential
equations.

Equation (8) [and arguably Eq. (13)] is an extension of
the Poisson equation V[e(r, w)Vo(r, w)] = 47 po(r, w) for a
free electron gas with a position-dependent Drude dielectric
function,

@2 (x)

ex,w)=1-— (14)

w(w+iy)’
where quantal corrections have been incorporated so that the
resulting equation presents the correct limits:

(a) In the case of a local response Bz(x) = 0, and removing
the term k* in Eq. (8) [or the corresponding V2V?p(r, )
term in Eq. (13)], these expressions reduce to the Poisson
equation with the dielectric function given by Eq. (14). In par-
ticular, for sharp interfaces, @,(x) = w,H (—x), where H (x)
is the Heaviside function, the solution can be recast in terms
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of a surface density, leading to an expression fully equivalent
to that of the boundary element method [4].

(b) In the case of sharp interfaces the results of the SRM
with the HF are recovered as an approximated solution of
Eq. (8) for beam trajectories both inside and outside the
medium [21]. Agreement with the SRM has also been found
in films [40] and spheres [41]. Note that the present model
assumes the differentiability of both @,(x) and B(x), and,
consequently, that of the induced density so that in the case of
an abrupt interface only an approximated solution Eq. (17) can
be found. Introducing the k* term in Eq. (17) should require
the continuity of higher derivatives of the electron-gas param-
eters, and, consequently, the sharp interface model would be
still more inconsistent.

Following Ref. [21] now we apply this model to the case
of a diffuse Al interface where the local charge-density n(x)
is modeled by a fit of the profile calculated by Lang and Kohn
[20] [see Fig. 1(b)],

n(x) = ”—20[1 - erf(;—c)], (15)

where ng is the bulk density of the electron gas and erf
stands for the error function [42]. Lang’s tabulated data for
Al (ry = 2.12ay, or hw, = 15.3 V) are reasonably well fitted
with A = 1.56ay. The corresponding /ocal plasmon frequency
is as follows:

~ @ x ~
w;,(x) = 7[1 — erf<x>] — w;(ky)

- wf,[na(kx) + kie—“/‘mz"f], (16)

X

and the corresponding bulk value of parameter 82 is then g2 =
0.49 a.u. Out of simplicity the same spatial dependence has
been consider for B2 (x).

For probes moving parallel to the interface where the den-
sity can be factorized as p(k, w) = p(ky, O, ®)§(w — k,v),
Eq. (8) writes

. 1 2 21,2 1 414 i

K qp , ., e 0/O@k?
X dg,——|w + e —
R A e

X D(gr, 0. ) = 2m2 (b)e M

e~iaxb 2
+i? / g - 20—k an

where P stands for the Cauchy principal value of the integral.

In the Appendix of Ref. [21] the computational method
used to solve Eq. (17) is disscussed. It is worth noting that
the addition of the k* term in the left hand term (RHT) of this
equation works as an effective cutoff reducing the range of k,
contributing to the medium response, and, consequently, the
necessity of extending the limits of the integral on ¢, beyond
the physically meaningful limits in order to get a good con-
vergence of the result. This reduction significantly improves
both the accuracy and the computational requirements of the
calculation.
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FIG. 2. k, dependence of the real and imaginary parts of the
charge-density p(k,, O, w) induced by a 100-keV electron moving
with impact parameter b = 0.1 nm near an Al diffuse surface (A =
1.56ay) for four different values of w; hw =2 eV [plots (a) and
(b)], @ = wy [(c) and (d)], @ = w, [ (e) and ()], and hiw = 30 eV
[(2) and (h)]. In all the cases of k, = 0. The normalization factor
gse = /2w — Q? corresponds to the threshold of single electron ex-
citations. Labeling as stated in the beginning of Sec. IV. Values of
the Al dielectric parameters as in Fig. 1.

IV. RESULTS

In this section we analyze the results of this model for a
100-keV electron (v = 76 a.u.) passing near or through an
Al interface characterized as stated in the previous section.
Plots of the current theory are labeled as the local density
hydrodynamic approach (LDHA) [or LDHA (HF) for results
obtained after removing from Eq. (17) the k* term]. Re-
sults corresponding to the different dielectric approaches are
labeled as in Fig. 1.

A. The induced charge density

Figure 2 shows the k, dependence of the induced charge-
density p(k,, Q, w) for four different values of the excitation
energy for an electron passing at grazing incidence (b = 0.1
nm). In all the cases k, = 0. In addition to the LDHA solu-
tions, we have also added plots corresponding to the analytic
solution corresponding to a sharp interface in the nonlocal
dielectric formalism [SRM (HF)] as calculated in Ref. [21],

id(Q+ ) e @

, 18
2 = 2B (Q + w) ky +ip (19

plky, Q, w) =
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where =0+ *[w, — w(w +iy)]"* [21] and in the
LDT, which is the limit § — 0 of the previous expression,

2 w?

Dk, Qo) = ——— L =0, 19
k., Q. ) PP (19)

At all the frequencies, differences among the plots are
hardly noticeable at small values of k. It implies that the
(Q, w) component of the total induced charge along the in-
terface fdx o(x, 0, w) = plky =0, Q, w) is the same in all
the models, a fact that reflects the fact that all them require
the same induced charge to screen the external field. A further
consequence is the value of the total induced charge, which in
the LDHA can be calculated as

1
Go=5-lmp(k=00=20), 0
27T w—0 v
and which numerically is found to be g = —1, the same

value obtained in both dielectric approaches.

As expected, the most relevant differences appear for large
k. where the LDH features two well-defined resonances. The
largest one occurs at k, = ¢, = [20 — 0%1'/2, a value which
corresponds to the excitation of a free electron with energy
. This resonance is present at all the frequencies, but its
intensity is maximum at the surface-plasmon frequency ws,
showing a fast decay above and below this value.

The other resonance in the LDHA plots only appears for
frequencies above w), [plots (g) and (h)] and it exactly corre-
sponds to the negative value of the pole of Eq. (9), describing
the decay of a bulk plasmon into an electron-hole pair.

Also above w, the plots corresponding to the hydrody-
namic approach LDHA (HD) and SRM (HF) feature a broad
resonance near k, ~ —gq,;. This is a coincidental agreement;
actually these structures correspond to the pole of €(k, )" in
the HE, i.e., at k, = [(0® — @7)/B%]'/? (in the limit Q — 0).
In these plots the resonance appears at k, = —1.3a; !, avalue
well outside the validity range of the HF; therefore, these res-
onances are unphysical artifacts of these dielectric approaches
with no real physical meaning.

For k, = 0 the function p(k,, O, w) presents a weak depen-
dence on the impact parameter. Actually plots corresponding
to grazing (b = 0.1 nm) and aloof (b = 1 nm) incidence are
hardly distinguishable, a result also found in the dielectric
approaches [Egs. (18) and (19)]. This is a consequence of the
smallness of Q in the limit k, =0, (Q ~ 5.10_3a5 ! around
w;); in this domain of the (ky, w) space the normal compo-
nent of the exciting field on the interface goes as ~e~<,
so it depends weakly on b and, therefore, so does the po-
larization of the target. Contributions of higher k, or larger
impact parameters change significantly the induced density.
Therefore, the plots of the Fig. 2 provide a good picture
of the response function of the interface at large parallel
wavelengths, playing a role analogous to that of the surface
function [e(w) — 1]/[€(w) + 1] in the LDT.

Normal modes of the interface do not correspond to a
single k, value. Nevertheless, in the next subsections we have
split the k, contribution to the momentum transfer [Eqgs. (1)
and (2)] in two domains; that of small k, values [|k,| < %qse,
labeled CE, loosely represents the momentum carried by col-
lective oscillation of the electron gas. The remaining domain

(kx| > %%e), labeled SE, basically contains the contribution
of single electron excitations with a much weaker contribution
from the decay of bulk plasmons into electron-hole pairs for
energies above /iw,. The limit %qw in this analysis is rather
arbitrary, but the plots of Fig. 2 indicate that both contributions
should not critically depend on the exact value of this limit so
that this splitting helps to understand the role of the different
range of k, to the probe scattering.

B. Longitudinal momentum transfer: energy-loss spectra
In the customary adiabatic approximation the total energy
loss per unit length can be written as
AE Ap, * dP(w)
Az Az /(‘) dzdw @

do, 2n

Az Az

where ‘27;;2) , the energy-loss probability per unit length, can

be derived from Eq. (1),

dP(w) 1 *° © dk, b

Figure 3 shows the EELS for four different values of the
impact parameter b. In addition to the total loss probability
[labeled as LDHA (total)] we have also plotted (scaled by
a factor of 10) the contribution of the high values to the k,
integral in Eq. (22) [labeled LDHA (SE)]. In all the cases SE
contribution around the surface loss peak probes to be almost
two orders of magnitude smaller than that of the collective ex-
citations, a result which confirms the statement that collective
excitations provide the main contribution to the energy loss.
The fact that at some impact parameter this correction turns
out to be negative [plots (b) and (c)] should not be interpreted
as accelerating excitations; as pointed out before, &, is not a
proper label for the interface modes, and only the total value of
the integral (22) has a sound physical meaning. Actually such
negative contributions are also found in the dielectric models
for some values of k, when one calculates the loss probability
[Eq. (22)] with the induced charge density calculated in the
dielectric approaches [Eqgs. (18) and (19)].

In Fig. 3 spectra calculated with different dielectric ap-
proaches have been added to allow comparison. For external
trajectories the plots corresponding to LDHA and to LADI
are almost identical, showing that the dispersion associated
to the smoothness of the density profile turns out to be the
more relevant source of nonlocal corrections and that quantal
corrections in Eq. (17) do not lead to appreciable differences
in the loss spectra. Corrections relative to the SRM spectra
are twofold; on one hand, LDHA broadens and reduces the
intensity of the peak, and on the other hand the losses are
centered at the surface-plasmon frequency w; without the
blueshift featured by the PPA plots. The LDHA plots are very
similar to their counterparts in Ref. [21].

For penetrating probes, both the current theory and the
SRM lead to rather similar results. These plots exhibit the
so-called Begrenzung effect [2]: at the small impact parameter
[Fig. 3(c)] the spectra basically consist of a single peak a
little above wy, remaining excitation of bulk plasmons almost
totally inhibited, whereas for trajectories away from the in-
terface [Fig. 3(d)] the intensity of the bulk peak grows at the
expense of the surface one. In Figs. 3(c) and 3(b) the surface
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FIG. 3. Energy-loss spectra for an 100-keV electron traveling parallel to an Al interface for four different impact parameters: (a) b = 1 nm,
(b) b=0.1 nm, (¢) b = —0.1 nm, and b = —1 nm (d). Continuous and broken black plots correspond to the total loss probability and the
contribution of single e~ excitations, respectively. Results corresponding to different dielectric approaches are labeled as stated in the beginning
of Sec. IV. In all the cases LDA (SE) plots have been scaled up by a factor of 10 to improve their visibility.

peak in the LDHA presents a weak blueshift relative to wj
(Aw ~ 0.05 eV), which is smaller than that of the PPA plots
(Aw ~ 0.1 eV), whereas the blueshift of the bulk peak in
Fig. 3(d) is the same in both approaches. A possible expla-
nation for the difference in the shift of the surface peak is that
interface excitations in the LDHA occur in a spatial region
thicker than the one corresponding to the PPA so that it could
be expected for a weaker pressure correction in the response.

C. Transverse momentum transfer

The transverse component of the force acting on the probe
F=v AAF;‘ can be calculated from Eq. (2) as an integral
over ,

o0
F, = / F(w)dw, (23)
0
where the spectral function F(w) contains the contribution of
all the wave vectors to an excitation of frequency w,

1 00 (o] kx ~ ;
Flw) = — /0 dk, / dkxk—zlm[p(kx,Q, w)e™P). (24)

Figure 4 shows the impact parameter dependence of this
component for a 100-keV probe, as well the contribution of
both collective (CE) and SE excitations. As expected, for
distant trajectories » > 1 nm where the contribution of large
k, values (red line) is negligible, the LDHA leads to the same

results as the LDT, a further consequence of the similarity
of the interface response around k, = 0 seen in Sec. III. The
likeness of these plots confirms that at aloof incidence the
origin of the force is basically the interaction with the wake
induced behind the probe.

At the grazing incidence, although, collective excitations
induce a positive (repulsive) force on the probe, which cor-
responds to a negative momentum transfer to the electron
gas, i.e., to a displacement of the valence electrons towards
the bulk. This large momentum transfer is almost exactly
compensated by the negative contribution of large k, values
so that the total force at the interface turns out to be almost
two orders of magnitude smaller than the partial contributions.
This balance also occurs for trajectories inside the medium
(b < 0). Given that the attractive contribution of high-k, val-
ues mainly arises from single electron excitations, momentum
conservation implies that the so-excited electrons carry posi-
tive momentum, i.e., they move outwards from the interface.
The balance between collective and single electron contribu-
tions shown in Fig. 4(b) indicates that at grazing incidence
most of the transverse momentum carried by collective exci-
tations is transferred to a single electron, which is emitted as
a secondary electron. The impact parameter dependence of
the momentum carried by these excitations shown in this plot
presents a reasonable qualitative agreement with experimental
data on secondary electron emission (SEE) reported by Howie
and Milne [43]. Finer information about these excitations
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FIG. 4. (a) Transverse force experienced by a 100-keV electron moving parallel to an Al interface as a function of the impact parameter b
(black line). Contributions of both collective (blue line) and single electron (red line) excitations have also been plotted. The plot corresponding
to LDT has been added to allow comparison. (b) Details of the LDHA plots.

would be provided by the current density J(k, w), a magnitude
used in the derivation of Eq. (8) [21], but the fact that J(r) is
not irrotational in the interface implies that the knowledge of
the induced density is not sufficient to solve the continuity
equation VJ = 1wp.

The TMT to the target is then the one carried by the
collective excitations [i.e., the opposite of the blue line in
Fig. 4(b)]. The momentum of the target then features the im-
pact parameter dependence experimentally found: The force
experienced by the target is attractive (positive) for distant
collisions, turning to repulsive at grazing incidence [12]. The
SEE was suggested by Howie as the possible mechanism
responsible of the repulsive force [44].

Below b = 1 nm, both collective and single electron con-
tributions present small correlated oscillations, which could
correspond to the excitations of the so-called multipolar
surface plasmons [45,46].

In Fig. 5(a) we plot the spectral function F(w) for a probe
at grazing incidence. Around w; the plot corresponding to
collective excitations and to the SRM are rather similar, re-
flecting the ability (inability) of the electron gas to answer
in phase to the exciting field below (above) w,. The negative
contribution of single electron excitations is also peaked at
w;, turning negligible above w,. Below w =4 eV the total

\ @

-3
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-510° |
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o SRM [PP ¢(k,w))]
— Local [Drude ¢(w)]

-1102|

Spectral function Fy(w)(a.u.)
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hw (eV)

contribution turns to be positive. In this frequency range the
resonance associated with single e~ excitations is very broad
[Figs. 2(a) and 2(b)], and, consequently, the splitting between
both collective and single e~ excitations becomes rather im-
precise. These plots imply that in this frequency range the
induced charge is pushed into the bulk so that the screening
of the surface cations of the crystal is weakened in the phonon
range, a fact that suggests the need to take into account the
crystal structure beyond the uniform background approach.
The weakening of the screening of the metallic cations in this
frequency range could explain the strong perturbation of the
surface experimentally observed.

In Fig. 5(b) we represent the integral of the spectral
function as a function of the integration limit . The slow
convergence of the plot corresponding to collective excita-
tions, and, consequently, that of the total TMT, supposes that
the Drude-like response of the electron gas has been extended
well outside its actual range of applicability so that the total
value of these magnitudes is not physically meaningful. In
particular, this observation calls the sign crossover of the total
force into question. Nevertheless, the contribution coming
from secondary electron excitation is restricted to the valence
electron region so that the recoil of the target at close trajecto-
ries is a sound and robust result.

L0 COOO00CO0AC

-510™

-110°®

1000
hw (eV)

FIG. 5. (a) Spectral function F(w) for 100-keV electrons at grazing incidence (b = 0.1 nm) in different approaches. (b) Integral of F(w)

as a function of the upper-w integration limit.
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The balance between the momentum carried by collec-
tive and single electron contributions explains the fact that
at grazing incidence the averaged deflection of the probe is
much smaller than the one corresponding to the recoil of the
target, so that most of the electrons of the probe are collected
inside a small deflection angle Af; for a probe traveling by
a surface of length AL, A@ = F,ALv~2, which at grazing
incidence for a 100-nm-long target leads to a small deflec-
tion A6 ~ 10~2 mrad, a value of the same order than that
calculated in the dielectric theory [10,11]. Nevertheless, the
dispersion of the scattered electrons from this average value
can be estimated from Eq. (2). According to Fig. 5(a) the
contribution of single electron excitations reaches up to @, so
that for not excessively long paths where multiple scattering
can be neglected, the largest deflection would correspond to
AO = qw(a)p)v‘1 ~ 14 mrad, a value in accordance with the
one used in STEM setups.

V. CONCLUSIONS

We have studied nonlocal effects in the scattering of fast
probes by a metallic target, considering both quantal cor-
rections as well those derived from the spatial profile of
the charge density on the interface. First, we have analyzed
the shortcomings of the dielectric approaches to deal with the
response of the target to large wave vectors, and then we have
introduced a hydrodynamic approach (LDHA) which tackles
both sources of nonlocal effects, keeping quantal corrections
to the same level as the lasmon pole approach in the dielectric
theory.

An extension of this theory to deal with samples of
arbitrary geometry is also presented.

For nonpenetrating beams, nonlocal effects in EELS prove
to be basically ruled by the spatial smoothness of the interface
with negligible contribution of large momentum excitations
both at grazing and aloof incidence. On the other hand, non-
local corrections to the momentum transfer in the normal
direction present a strong dependence on the impact param-
eter; these corrections are negligible in aloof trajectories, but
they are strong enough to change the sign of the momentum
transfer at grazing incidence.

In the case of large interfaces where there is no radia-
tion, three-momentum carriers are involved in the scattering
process; the probe, the target, and the emitted secondary elec-
trons. LDHA allows identifg the contribution of collective and
single electron excitations, showing that at grazing incidence
the emission of secondary electrons turns out to be the most
efficient channel for the decay of surface plasmons. Secondary
electron emission is, therefore, a surface effect, significant just
at small impact parameters, and the recoil associated with it
probes to be responsible of the repulsive force experienced by
the target. Although, in large targets this recoil is too small
to lead to observable displacement of the target, in the case
of nanoparticles where the ratio surface/bulk is much larger,
this recoil could be measurable, as experimentally found by
Batson and collaborators [17]. In this last case, one should
also take into account the momentum carried by the radiation,
but given that its leading contribution is dipolar, its corrections
to the TMT is likely to be negligible.

As pointed out in Ref. [21], the applicability of the LDHA
as presented in this paper is limited to free-electron interfaces.
In the same reference, a way to extend the model to deal
with transition metals was suggested by modeling the valence
electrons of the target as a set of n electron bands, each of them
characterized by a pair of local parameters: a)g and B2 (where
the index k labels the electron band), plus the frequency €2
of a binding oscillator. The bulk values of these parameters
could be obtained by from the parametrization of the corre-
sponding bulk dielectric function (see, for instance, Ref. [47]).
Then Eq. (8) should be split into a set of k integrodifferential
equations, coupled by the interaction between the induced
charge density of all bands in the integral of the LHT of this
equation. Although the complexity of this system increases
with the number of bands, the presence of the correction in Kt
in the LHT of Eq. (8) assures a significant reduction of the k,
interval needed to get good convergence, and, therefore, it can
make this calculation affordable.
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APPENDIX A: LOCAL APPROACH
FOR A DIFFUSE INTERFACE

Following Ref. [48] we consider the scattering of the probe
by a diffuse metallic interface, locally described by a position
depending local dielectric function €(x, w). In the standard
dielectric formalism the probe scattering is due to the in-
teraction of the probe po(r, w) with the induced potential
¢inda(r, ®). The induced potential can be calculated by re-
moving the direct Coulomb field created by the probe from
the total potential ¢y, Which, in turn, can be calculated
by solving the Poisson equation, V[€V ¢a] = 47 po(r, w).
Making use of the translational invariance on the Y Z plane,
we can recast the Poisson equation as an ordinary differential
equation,

d? 1 de(x,w) d
dx?  e(x,0w) dx dx
2

87
=— §(x —b)d(q;v — w),
e(x, w)

- q2i|¢tota](x’ 4y, 4z, (1))

(AD)

where ¢> = qf, + ¢? and ¢, and ¢, are the momentum compo-
nents conjugate to the y and z coordinates. Because the factor
8(q.v — w) in the RHT, the solution of the homogeneous
equation can be written as a function of Q = [q% + (w/v)*]'/2.
To build the solution of Eq. (Al), we numerically propa-
gate its asymptotic regular solutions, ¢, (x, Q, w) = e~ for
x > max(b, h), and ¢_(x, Q, w) = ¢&* for x < min(b, —h),
where 4 is the actual half thickness of the interface, up to
the singularity at x = b. The continuity of the potential at this
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point implies that the solution can be written as

¢t0tal ()C, CIya qz» (,())
= A(gy, gz, @)+ (b, O, w)p_(x, O, ®),
= A(an qz, (,())(ﬁ,(b, Q9 w)¢+(xv Qv w)v

The coefficient A(gy, g;, @) is determined by the discontinuity
of the derivative at the probe position,

Ao 82 500 — o)
T e, Wb, 0, w) TN

where W (b, ¢, ) is the Wronskian,

x < b,

x> b.

W, 0 0)=¢_(x,0, w) L0+ 0. 0)

- ¢+()C, Qv w)d_¢—(x7 Q7 (,()),
X

evaluated at x = b. The total potential ¢y (r, ) is then de-
fined piecewise,

¢-(b, 0, )

¢tota1(r t) - __/ )W(b Q )¢+(X, Qa C())
X elfly,vel(w/v)(z—vt), x>b
1 2045, 0. )
= v /dwdqye(b, Wb 0.y 2@l

« elqyyei(w/v)(z—“’)7 x < b. (A2)

The transverse force acting on the probe derives from the
induced potential F, = —0,¢ina(r, ) evaluated at the probe
position r = (b, 0, vt). To calculate the induced potential one
has to remove from (A2) the field,

dm? O
eb,w) 0
which is the potential created by the screened probe in an

unbounded medium of dielectric function € (b, ®). In doing so,
we remove the singularity of ¢, at the probe position, and

Pouir(x, 4, ) = 8(qzv — w), (A3)

the remaining potential @i — Gpuix represents the finite and
continuous contributions of the interface. The contribution of
Opuk 1s relevant to the calculation of the stopping power, but
because of the isotropy on the XY plane its contribution to the
transverse force is null. Then the transverse force acting on
the probe is as follows:

e [ a4

where Re stands for the real part of the argument.

} . (A4

APPENDIX B: THE CONSTITUTIVE RELATION

The CR which states the linearity between the po-
larizability P, and the total electric-field E through the
susceptibility yx,

Pr,w) = / x (r, r, w)E(r’, a))dr/, B1)
or in the Kk space,
1
Pk, 0) = o / (& —q.0)q o)dq,  (B2)

can be recast as a scalar relation featuring the linearity of
the response in terms of free (pg) and induced (p) charge
densities. This last magnitude is related to the polarization
p = —V - P [49] so that

i
pk.0) =~ [ 1k~ 0k E@.oxa. B3)
(2m)
The electric-field E(q, ) = —V¢(q, w), in turn, can be writ-
ten in terms of the total charge density py; by means of the
Gauss law ¢(q, w) = ‘;—prt(q, ). Finally,

k,w)= ——
ok, ) 72

and after splitting o into induced and free parts one gets
Eq. (12).

k
q—gx(k, —q. 0)po(q, 0)dq,  (B4)
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