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Impact of dark excitons on Förster-type resonant energy transfer between dye
molecules and atomically thin semiconductors
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Interfaces of dye molecules and two-dimensional transition metal dichalcogenides (TMDCs) combine strong
molecular dipole excitations with high carrier mobilities in semiconductors. Förster type energy transfer is
one key mechanism for the coupling between both constituents. We report microscopic calculations of a
spectrally resolved Förster induced transition rate from dye molecules to a TMDC layer. Our approach is
based on microscopic Bloch equations which are solved self-consistently together with Maxwell’s equations.
This approach allows to incorporate the dielectric environment of a TMDC semiconductor, sandwiched between
donor molecules and a substrate. Our analysis reveals transfer rates in the meV range for typical dye molecules
in closely stacked structures, with a nontrivial dependence of the Förster rate on the molecular transition energy
resulting from unique signatures of dark, momentum forbidden TMDC excitons.
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I. INTRODUCTION

Hybrid inorganic and organic systems (HIOS) are a
promising platform for future optoelectronic applications
since they combine appealing properties of two different
material classes. Organic molecules show highly tunable tran-
sition energies and provide large optical dipole moments as
the respective excitons are of the Frenkel type [1–12]. Transi-
tion metal dichalcogenites (TMDCs) are inorganic, atomically
thin semiconductors that have stimulated research in the last
years: Their atomic thickness leads to a reduced screening of
the Coulomb interaction and consequently to the formation
of stable, bound electron hole pairs, namely Wannier type
excitons, which dominate the optical properties in the vicin-
ity of the band edge [13–23]. The large oscillator strength
of optically bright excitons makes TMDC monolayers ideal
resonant substrates for energetically tunable molecules, but
also for quantum dots [24–27], NV centers [28] and plasmonic
structures [29–32]. On the other hand, it is known that opti-
cally dark, momentum forbidden TMDC excitons contribute
strongly to the excitonic dynamics [33–39] and may become
visible if the translational invariance is broken by a zero-
dimensional molecular emitter.

The HIOS considered here is built from organic donor
molecules, e.g., dichloromethane (DCM) as adsorbants on
a TMDC mono- or bilayer, e.g., MoS2, which serves as an
acceptor for the energy transfer. While the TMDC Wannier
excitons start to interact at relatively low densities, molecular
Frenkel excitons interact more weakly but can produce com-
parably stronger optical signatures. For more general reviews
on mixed-dimensional heterojunctions, the key interaction
processes and application perspectives, see also [40,41].
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The process of Förster resonant energy transfer (FRET)
[42], is one among several excitation exchange processes
known to be important between thin film materials [43]. While
other processes like Dexter- and tunneling transfer require
an electronic wave-function overlap, Förster transfer is con-
veyed by spatially nonoverlapping dipole-dipole contributions
of the Coulomb interaction and is more flexible with respect to

FIG. 1. (a) Schematic illustration: HIOS of a sheet of dye
molecules above one or two layers of TMDC, (b) scheme of the
Förster energy transfer from DCM molecules to the MoS2 TMDC
in momentum space, and (c) sketch of the dielectric environment in
real space.
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geometry, and observable at much larger distances compared
to processes with direct charge transfer, which makes it inter-
esting for a plethora of technical applications [44,45].

Already in 2009, Swathi and Sebastian [46] argued that
resonant energy transfer from a localized donor no longer
shows the typical R−6-distance dependence in the case of a
delocalized acceptor. They find an exponential dependence for
short distances and a R−4-power-law dependence for longer
distances. Their work was later expanded for a molecule-
graphene structure [47,48] and more recently also for a
graphene-TMDC heterostack [49]. The R−4 dependence is
also reflected in experiments, see, e.g., Refs. [4,24,50].

In this manuscript, we present a microscopic study on
the Förster coupling at interfaces of organic molecules and
TMDC monolayers (compare Fig. 1), and discuss significant
deviations from the mentioned R−4 limit for small distances in
the range of few nanometers between the constituents. In par-
ticular, our spectrally resolved approach opens the possibility
to directly measure the energy distribution of momentum-
dark excitonic states in the TMDC, which are only indirectly
accessible in optical experiments [21,37,51–53], due to the
negligible in-plane momentum of far field plane wave excita-
tion. We show that the symmetry breaking of the translational
invariance due to a finite momentum distribution introduced
by the spatially localized molecular scatterers allows the ex-
citation of those momentum-dark states by scattered light,
initializing the Förster process. This provides a more direct ac-
cess to states outside of the lightcone of optical experiments,
and thus spectrally resolved FRET rates can make those
states visible in linear absorption and photoluminescence
experiments.

The paper is structured as follows. In Sec. II, the theo-
retical model is sketched, necessary mathematical details are
provided in the Appendix. In Sec. III, we discuss the energy
transfer rate from the organic molecule to the TMDC layer
and discuss its dependence on the molecular transition energy
and the spatial separation of both layers. We find Förster
rates in the range of meV for the exemplary interface of
DCM on MoS2. The rate shows a maximum well above the
optically active transition energies, which originates from for-
merly momentum dark TMDC excitons, activated by breaking
the translational invariance in HIOS. In order to connect our
results to experiments, in Sec. IV, we discuss the impact
of Förster coupling on the linear optical properties such as
reflection and transmission. We find a significant broadening
of the spectra for molecular transition energies above the
excitonic resonance due to the coupling to momentum dark
TMDC excitons. In Sec. V, we calculate the photolumines-
cence emission of the molecules, and find pronounced dips
in the molecular PL due to the interplay between the Förster
induced recombination and the radiative decay of optically
excited molecular transitions. In Sec. VI, we conclude with
a summary.

II. THEORETICAL MODEL

A. Hamiltonian and Bloch equations

As an interface we propose a layer of molecules dis-
tributed over a mono- or bilayer TMDC, on top of a substrate,

compare Figs. 1(a) real space, 1(b) momentum space, and 1(c)
dielectric environment. Throughout this work we assume a
sparse and random distribution of the molecules parallel to the
TMDC layer, brought in position by evaporation [54–56]. A
structured spatial distribution is rather the exception than the
rule as long as the inter-molecular spacing is large compared
to the distance of each molecule to the TMDC [55]. This
allows to calculate the coupling for a single molecule on top of
the TMDC layer, as intermolecular interactions are negligible,
and assume an inhomogenous broadening due to the varying
transition energies of the molecules [57].

The Hamiltonian of the electronic excitations in the het-
erostructure is given by

H =
∑
μ�Q‖

Eμ�

Q‖ p̂†μ�

Q‖ p̂μ�

Q‖ −
∑
μ�Q‖

EQ‖ (z�
T ) · (

dϕ
μ�
r=0 p̂†μ�

Q‖ + H.c.
)

+ E21
M σ̂21σ̂12 − E(rM ) · (

d12σ̂12 + H.c.
)
, (1)

where the first line accounts for the TMDC sheet and the
second for the molecules. The coupling of the compounds is
mediated via the electric field E, determined by Maxwell’s
equations. The first term accounts for the dispersion Eμ�

Q‖ of
excitons in the bosonic zero density limit, with excitonic
annihilation (creation) operators p̂(†)μ�

Q‖ [58] with the Fourier
component of the in-plane center of mass motion Q‖. The
layer index � stands for the different TMDC layers (e.g.,
monolayer: � = 1, or bilayer: � = 1, 2). (Note that only mono-
layer TMDCs are direct semiconductors, additional layers
change the screening and can thus make the semiconductor
indirect, and consequently, the exciton ground state becomes
dark [16,59]. We therefore examine both mono- and bilayers
in this work. For PL measurements, we suggest a bilayer
TMDC, where the excitation in the TMDC will quickly decay
to the energetically lower lying momentum-indirect inter-
valley exciton states and thus will not contribute relevantly
to the luminescence [60–62]. This makes it possible to mea-
sure the PL of the molecules without significant contributions
from the TMDC, see Sec. V.) The super index μ = (ξ, λ, s)
includes the valley ξ = K, K ′ of the electron and hole which
the exciton p̂†μ�

Q‖ is built of, the index for the different bound
and unbound energetic states λ = (s1, s2, . . . ) and the spin
of those carriers s =↑,↓, yielding Rydberg like energy series
A and B, respectively [38]. Note that we focus on excitons
in the K, K (and K ′, K ′) valley and omit intervalley excitons
with electron and hole in different valleys (K, K ′), since the
Förster interaction does not provide sufficiently high momenta
to activate these states. The appearing excitonic dispersion

Eμ�

Q‖ = Eμ� + h̄2Q2
‖

2M is determined by Eμ�, the sum of free gap
energy and the binding energy for each excitonic state μ =
(ξ, λ, s) obtained by evaluating the Wannier equation [63],
and additionally by the kinetic energy of the excitons with
effective mass M. The required parameters for the under-
lying electronic dispersion are taken from [64,65] and are
listed in the Appendix. The second term in Eq. (1) repre-
sents the field matter interaction at the position z�

T of the
TMDC, which in the case of a bilayer gives two positions
in the respective layers, compare Fig. 1(c). We introduce the
Fourier component of the electric field with respect to the
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in-plane direction E(r‖, z) = ∑
Q‖ eiQ‖·r‖EQ‖ (z), and dϕ

μ�
r=0 as

the excitonic dipole moment with the wave function in real
space at position r = 0 [17] which accounts for the circular
dichroism. The strength of the underlying electronic dipole
matrix element is taken from ab initio calculations [66].

The second line in Eq. (1) accounts for the molecular
Hamiltonian, with a dominant molecular transition σ̂12 = â†

1â2

defined via annihilation (creation) a(†)
i operators for molecular

orbitals, where subscript 1 stands for the highest occupied
molecular orbital (HOMO) and subscript 2 for the lowest
unoccupied molecular orbital (LUMO) state, respectively. The
first term in the second line thus represents the energy E21

M
of the free molecular electronic transitions [57], described as
fermions, a reasonable approach in linear optics [67]. The
second term describes the interaction of the molecules with
the electric field E(rM ) at the position rM of the molecule. d12

accounts for the molecular dipole moment, which can be taken
from related ab initio calculations, see, e.g., Ref. [68]. For a
detailed derivation of the field matter interaction Hamiltonian,
we refer to Appendix A. Note that the Hamiltonian so far does
not explicitly contain the coupling between the TMDC exci-
tons and the molecular orbitals, however, both couple to the
jointly experienced electromagnetic field E, which mediates
the mutual Förster coupling in the near field.

To obtain a macroscopic variable, we focus on the macro-
scopic polarization P = 〈P̂〉 of the heterostructure, defined by
Hint = − ∫

d3r P̂ · Ê, which reads

P(r) = (
d12σ12 + H.c.

)
δ(r − rM )

+
∑
μ�Q‖

(
eiQ‖·r‖dϕ

μ�
r=0 pμ�

Q‖ + H.c.
)
δ
(
z − z�

T

)
. (2)

Here, the first term accounts for the expectation value of the
polarization induced by the molecular transitions σ12 = 〈σ̂12〉.
The second term accounts for the response of each TMDC
exciton governed by the excitonic polarization pμ�

Q‖ = 〈p̂μ�

Q‖ 〉
[58]. The Fourier transform of the macroscopic polarization
with respect to the in-plane component of the TMDC layer
reads (note that exploiting the cylindrical symmetry of the
single molecule problem, we can set r‖

M = 0):

PQ‖ (z) = d12σ12δ(z − zM )

+
∑
μ�

dϕ
μ�
r=0 pμ�

Q‖δ
(
z − z�

T

) + H.c. (3)

The Bloch equations for the polarization σ12 of the molecule
and the excitonic polarization pμ�

Q‖ of the TMDC are derived
by exploiting Heisenbergs equation of motion:

ih̄∂tσ12 = E21
M σ12 − d21 · E(rM ), (4)

ih̄∂t pμ�

Q‖ = Eμ�

Q‖ pμ�

Q‖ − (
dϕ

μ�
r=0

)∗ · EQ‖
(
z�

T

)
. (5)

The first terms on the right-hand side of Eqs. (4) and (5)
account for the oscillation with the orbital gap E21

M be-
tween the HOMO and the LUMO state in the molecule,
and the excitonic energy Eμ�

Q‖ in the TMDC layer, respectively.
The second terms describe the coupling of both constituents
to the joint electric field E.

B. Near-field solution of the wave equation

The Förster transfer between the two mentioned con-
stituents is mediated via the electric field EQ‖ (z) in Eqs. (4)
and (5). Assuming a small spacing between the molecular
layer and the TMDC layer we ignore retardation effects of
the electric field in the near field and start with the qua-
sistatic wave equation. We take advantage of the translational
invariance of the dielectric environment in in-plane direc-
tion ε(r) = ε(z), assuming that the molecules are sparsely
distributed such that their off-resonant electronic transitions
do not significantly contribute to the dielectric background,
which can therefore be described by the function ε(z) ∈
{ε1, ε2, ε3}, compare Fig. 1(c). We can write (for each layer
i seperately):

εiε0∇2Ei(r) = −∇(∇ · Pi(r)). (6)

The corresponding Helmholtz equation is solved us-
ing a Greens dyade GQ‖ (z, z′), where the solutions in the
different layers are connected via boundary conditions fol-
lowing a Rytova-Keldysh-type approach [69,70], compare
Appendix B. The externally applied field is added as the
homogeneous solution of Eq. (6), compare [71]

EQ‖ (z) =
∫

dz′GQ‖ (z, z′)PQ‖ (z′) + E0
Q‖ (z). (7)

Equation (7), together with Eqs. (3), (4), and (5), gives a
coupled set of equations for the polarizations of both the
molecular transition σ12 and the TMDC excitons pμ�

Q‖

ih̄∂tσ12 = [
E12

M − iγM
]
σ12

+
∑
μ�Q‖

V T →M
Q‖μ�12

(
z�

T , zM
)
pμ�

Q‖ − d21 · E0(zM, t ), (8)

ih̄∂t pμ�

Q‖ = [
Eμ�

Q‖ − iγ μ�
]
pμ�

Q‖

+ V M→T
12Q‖μ�

(
zM, z�

T

)
σ12 − (

dϕ
μ�
r=0

)∗ · E0
Q‖

(
z�

T , t
)
.

(9)

The constants γM and γ μ� were added phenomenologically
to account for radiative and nonradiative dephasing in the
molecule and the TMDC, respectively. In the latter, above
cryogenic temperatures, dephasing due to exciton-phonon,
and exciton-exciton interaction are dominant compared to ra-
diative losses, and can be calculated accordingly [18,36,38].
In Eq. (8), we again make use of r‖

M = 0 and write for the
externally applied electric field E0(zM, t ) = ∑

Q‖ E0
Q‖ (zM, t ).

The Förster-Hamiltonian that directly gives Eqs. (8) and (9)
is included in Appendix E. The coupling (as shown in Ap-
pendix B) is given by

V T →M
Q‖μ�12

(
z�

T , zM
) = 1

Aεε0
d21 · GQ‖

(
z�

T , zM
) · dϕ

μ�
r=0, (10)

V M→T
12Q‖μ�

(
zM, z�

T

) = 1

εε0
(dϕ

μ�
r=0)∗ · GQ‖

(
zM, z�

T

) · d12 (11)

with the Greens dyade

GQ‖ (z, z′) =
(

QT
‖ GQ‖ (z, z′)Q‖ i ∂

∂z′ GQ‖ (z, z′)Q‖
iQT

‖
∂

∂z′ GQ‖ (z, z′) − ∂2

∂z′2 GQ‖ (z, z′)

)
. (12)
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Here, the Greens function GQ‖ is the solution of a scalar
Poisson equation fulfilling the respective boundary condi-
tions. Note that Eqs. (10)–(12) are given in a rather general
formulation, which allows an application also to related sys-
tems, i.e., to for instance also include nonzero z components
of the dipols of donor and acceptor.

C. Rytova-Keldysh type Greens dyade

The Greens function in Eq. (12) takes the dielectric envi-
ronment of the heterostructure into account, compare Fig. 1(c)
(layer of molecules in vacuum ε1 = 1.0, TMDC layers ε2 =
13.36, substrate layer ε3 = 3.9, ab initio values taken from
Ref. [72]). Note that this background screening is present in
addition to the resonant response of molecule and TMDC
computed from our two band model and has to be taken into
account to give realistic values for the transfer rates, as it
accounts for the screening which is caused by off-resonant
transitions in the TMDC and the substrate. The Greens func-
tion can be derived in the spirit of Rytova-type solutions,
Eqs. (10) and (11), with boundary conditions [69,70]. The de-
tails of the derivation can be found in Appendix B. In Eq. (14),
the dielectric constants are abbreviated as δ21 = ε2−ε1

ε2+ε1
and

δ23 = ε2−ε3
ε2+ε3

, respectively. zM and z�
T refer to the positions of

the molecule (donor) and the TMDC (acceptor) of the transfer
process, while zMT and zT S refer to the boundaries between
the involved dielectric environments, compare Fig. 1(c) and
Appendix B. In agreement with recent observations [73], we
assume that the z components of the dipoles dzϕ

μ�
r=0 ≈ 0 in

the TMDCs, and consider the molecular dipoles to be aligned
with respect to the in-plane coordinate, i.e., d12

z ≈ 0. Finite
angles between the dipole elements change the strength of
the Förster coupling, but not the momentum selection rules
which determine the spectral dependence of the rate, see Ap-
pendix C. However, the validity of the assumption of aligned
dipoles is reflected in experiments [55]. These assumptions
lead to the coupling

V T →M
Q‖μ�12

(
z�

T , zM
) = 1

A

(
V M→T

12Q‖μ�

(
zM, z�

T

))∗

= 1

A
Vμ�

Q‖ e−Q‖(zM−z�
T ) (13)

with

Vμ�

Q‖ =
(
d21

‖ · Q‖
)(

Q‖ · d‖ϕ
μ�
r=0

)(
δ23e−2Q‖(zM−zT S ) + 1

)
Q‖ε0(ε2 + ε1)

(
1 − δ21δ23e2Q‖(zT S−zMT )

) . (14)

For the following discussion, the thickness of one TMDC
layer is referred to as R�T = zMT -zT S , for MoS2 we assume
a thickness of R�T = 0.6 nm [74]. All parameters are listed
in Appendix H. The distance R = zM − z1

T between molecule
and uppermost semiconductor is an important parameter for
the Förster rate, compare Fig. 1(c).

D. Analytical approach to the Förster rate

For optical spectroscopy in frequency space ω, the energy
transfer can be quantitatively described by solving Eqs. (8)
and (9), which gives for the molecular polarization

h̄ωσ12 =
[
E12

M − iγM − 
F (ω)
]
σ12 − d21 · E0(zM, ω) (15)

with the complex self-energy of the Förster transfer from the
molecule to the TMDC exciton


F (ω) = Erenorm + iγF

=
∑
μ�Q‖

V T →M
Q‖μ�12(R, R�T )V M→T

12Q‖μ�(R, R�T )

h̄ω − Eμ�

Q‖ + iγ μ�
. (16)

The real part of this self-energy leads to an energy renor-
malization, and thus to a shift of the absorption line, compare
Sec. IV. The imaginary part, however, provides the rate
γF (ω) = Im(
F (ω)) of the Förster energy transfer from the
molecule to the TMDC exciton continuum Q‖. In the limit of
negligible additional dephasing of the TMDCs, i.e., γ μ� ≈ 0,
which is a reasonable approximation at low temperatures,
Eq. (16) can be integrated analytically. Due to the strict
resonance condition, the rate then directly depends on the
molecular transition energy E12

M :

γ
E12

M
F =

∑
μ�

(
d‖ϕ

μ�
r=0

)2
(d12)2M

8ε2
0 (ε1 + ε2)2h̄2 �(Q‖

0)e−2Q‖
0R

× (Q‖
0)2

(
1 + δ23e−Q‖

0 (R+ 3
2 R�T )

)2
e−2Q‖

0 (�−1)R�T(
1 − δ21δ23e4Q‖

0R�T
)2 .

(17)

Here, the cutoff in-plane momentum Q‖
0, resulting from the

integration via the energy conserving delta function is given
by the detuning of molecular and excitonic resonance:

Q‖
0 =

√
2M

h̄2

(
E12

M − Eμ�
)
, (18)

reflecting that the molecular transition energy in the energy
conserving Markov approximation must exceed at least the
lowest excitonic resonance in order for the Förster energy
transfer to be energetically allowed, as only positive de-
tuning � = E12

M − Eμ� > 0 leads to nonzero transition rates.
(Note that there is no measurable Förster process taking place
in the opposite direction from TMDC to molecule, due to
the symmetry breaking between 0d donor and 2d acceptor,
see also Sec. IV.) This analytical approximation is in good
agreement with the numerical results from Eq. (16), as can
be seen in Appendix D. As typical for Förster transfer, the
rate depends on the squares of the optical dipole matrix el-
ements d‖ϕ

μ�
r=0, d12 of both constituents. Screening due to

the dielectric environment occurs due to corrections δ12, δ23,
respectively. This includes the case of homogeneous dielectric
environment ε1 = ε2 = ε3, where δ12 = 0 = δ23 results in the
usual 1

ε
dependence of the Förster rate. Moreover, for small

enough distances, the rate shows a combination of exponen-
tial and power law decay as a function of the distance R of
molecule and TMDC sheet. For larger distances, the depen-
dence is a power law (R−4), in agreement with earlier work,
compare Appendix F.

In the subsequent sections. we use the numerical results
for the evaluation of Eq. (16) at a finite temperature, which
is reflected by a finite nonradiative dephasing γ μ� > 0 in the
TMDC [35], and in Sec. IV, we also discuss the mentioned
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energy shift resulting from the real part of the self-energy
Re(
F ). However, the most important physical aspects can
also be seen in the analytical result, Eq. (17), compare
Appendix D.

III. FÖRSTER RATE

For the numerical evaluation of the rate [γ E12
M

F = Im(
F )
in Eq. (16)], we choose dichloromethane (DCM) molecules
on MoS2, all used material parameters can be found in Ap-
pendix H. In particular, we include a broadening due to
exciton-phonon interaction, i.e., apply a nonradiative dephas-
ing in the TMDC of γ μ� = 20 meV, which is a realistic value
at room temperature [35,36]. For lower temperatures, the lines
become sharper but qualitatively show the same characteris-
tics, compare Appendix D. In the following, we present the
numerically calculated Förster rates on monolayer MoS2, and
then also discuss the differences to a bilayer substrate in the
subsequent section.

A. Monolayer

Figure 2 depicts the Förster rate for molecules on a mono-
layer TMDC, as a function of two parameters, namely the
detuning � = E21

M − EA,1s
0 of the molecular transition energy

with respect to the TMDC exciton 1s A resonance, and the
spatial distance R of molecule and TMDC layer. All plots
show the imaginary part of the self-energy, Eq. (16). In
Fig. 2(a), the Förster rate is plotted over the detuning � for
selected distances. We find that the Förster rate increases
as the detuning becomes positive (� > 0 eV), reflecting the
energy conservation of the transfer of molecular excitation
to the momentum dark TMDC excitons above the optically
active exciton. At all distances, the rate exhibits pronounced
peaks which can be traced back to MoS2 excitonic resonances:
the first peak originates from dark (Q‖

0 > 0) 1s A excitons, the
second peak from relaxation into 1s B excitons, respectively.
Above the 1s B peak also smaller peaks can be recognized
which are assigned to higher excitonic bound states (2s,
etc.), until the Förster rate reaches a constant value when the
detuning reaches the excitonic continuum. Interestingly, the
observed peaks are blueshifted with respect to the excitonic
energies measured in pristine linear optical response, which is
shown as a grey curve in Fig. 2(a). The reason for this shift is
that due to the vanishing excitonic center of mass momentum,
for Q‖

0 → 0, the Förster matrix element disappears directly
at the resonance, compare Eq. (18). A finite center of mass
momentum Q‖

0 and corresponding kinetic energy have to be
provided via excess energy, thus shifting all resonances in
the Förster rate to slightly higher energies compared to the
corresponding lines in bare TMDC linear response. Neverthe-
less, the spectrally resolved FRET rate reflects the excitonic
structure of the substrate. This information can be directly
related to results from optical spectroscopy, as analyzed in
Secs. IV and V.

As shown in Fig. 2(b), the Förster rate decreases as a
function of the distance R for all detunings, which originates
from the exponential R dependence in the Förster coupling
elements Eq. (13). For short distances, we observe a crossover
behavior for detunings large enough to transfer molecular

FIG. 2. Förster induced transition rate for the energy transfer
from optically pumped molecular excitons into the TMDC mono-
layer, plotted (a) over the detuning � between the transition energy
of the donor and the 1s-resonance energy in the acceptor for dif-
ferent molecule-TMDC distances R. Clearly, the excitonic states are
visible in the spectrally resolved FRET. The plateau between A and
B resonance result from the momentum dark excitons above the
bright 1s exciton, thus the Förster rate clearly does not resemble
the absorption (grey line), which only displays the bright exciton
resonances. (b) Rate plotted over the distance R between donors
(DCM molecules) and acceptor (MoS2 monolayer), for selected val-
ues of detuning �. (c) Förster rate as a two parameter plot of �

and R. Dashed lines depict the respective positions of the 1d plots
[(a) and (b)]. The inset shows the Maximum of the rate with respect
to distance R and detuning �. For parameters cf. Appendix H.

excitation into the TMDC continuum, while for small detun-
ings, only the bound exciton states can be addressed, leading
to a rate that prevails for slightly longer distances. For even
longer distances of several tens of nm, Eq. (16) shows a power
law dependence of R−4, independent of the detuning, which is
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FIG. 3. Comparison of Förster transition rates between TMDC
monolayer (ML, dashed lines, from Fig. 2) and bilayer (BL, full
lines) substrates, for two different distances R = 1 and 2 nm. Al-
though in the BL the number of acceptor states is doubled, the rate
is significantly smaller than for the ML, due to strongly increased
screening. Besides, the continuum is energetically closer to the s1
resonance, as the screening yields smaller exciton binding energies
in both layers.

in agreement with previous calculations [46,47], compare the
discussion in Appendix F.

Figure 2(c) is a heat map showing the whole two di-
mensional parameter space of detuning � and distance R
dependence of the Förster rate. Dashed lines show where the
cuts for plots in (a) and (b) are located. The inset shows how
the maximum of the Förster rate is shifted towards lower
detunings as the distance increases, reflecting again the R
dependence of the coupling elements.

B. Bilayer

As already mentioned, the MoS2 bilayer is an indirect
semiconductor, with a ground state energetically below the s1
resonance of the monolayer, which is however not accessible
by the Förster transfer due to its small optical dipole [16,59].
When using a bilayer TMDC as an acceptor, we thus see res-
onances at the same energies as in the monolayer. Moreover,
one might naively expect stronger Förster rates compared to
the monolayer, as the number of states possibly excited by
the energy transfer are doubled. However, this is overcom-
pensated by the significantly increased screening due to the
addition of the second semiconductor layer, compare Fig. 3.
The reason is, that in the monolayer, only the substrate screens
the electric field. This provides strong binding energies for the
excitons of over 300 meV, and strong optical dipole moments
d‖ϕ

μ�
r=0, which give strong Förster rates, compare Eq. (17). In

the bilayer, the binding energies are smaller due to the strong
screening of the respective other layer, resulting in a contin-
uum which is energetically closer to the s1 A resonance, and
an overall Förster rate of only around half the rates expected
for the monolayer, compare Fig. 3.

In order to clarify whether and how the Förster induced
energy transfer from the dye molecules to the TMDC can be
accessed by optical experiments, in the following sections we
calculate the linear coherent optical response (Sec. IV) and the
luminescence (Sec. V) of the molecules both with and without
the TMDC substrate.

IV. LINEAR SPECTROSCOPY

A. Single molecule

In this section, we discuss the accessibility of the spec-
trally resolved Förster rate in linear, coherent optical response
experiments, such as reflection and transmission. We exploit
Eqs. (3), (8), and (9) to derive an expression for the lin-
ear optical susceptibility of the combined structure [63]. By
self-consistent solution of Maxwell’s equations, we calculate
the transmission T (ω) and reflection R(ω) of the heterostack
explicitly [75,76]. In the following, we find an unidirectional
Förster coupling, i.e., even if both constituents are optically
excited, the excitation flow follows only the direction from
molecule to TMDC, (or at least, only this direction is visible in
the linear spectrum). As already mentioned, this effect is con-
nected to the breaking of the translational invariance between
0d donor and 2d acceptor, as we will show in the following,
compare Eqs. (20)–(22). This reflects the character of the
TMDC excitons as a reservoir for the molecular excitation.

As the distance R between the layers is small we can
assume ei

√
ε ω

c R ≈ 1 and thus write for the true absorption

α(ω) = 1 − T (ω) − R(ω) =
ω√
εc

Im(χTMDC + χMol )∣∣1 − iω
2
√

εc
(χTMDC + χMol )

∣∣2 .

(19)

Strictly speaking, there is a nonlinear dependence on the
susceptibilities χ = χMol + χTMDC in Eq. (19). However, the
susceptibilities are small, and we can still treat the response
as linear in good approximation, see Appendix G for the full
spectra.

The susceptibility for the TMDC mono- and bilayers is al-
ready well documented [13,14,16], and reads, when including
the self-energy from the Förster transition,

χTMDC (ω) = 1

ε0

∑
μ�

(
d‖ϕ

μ�
r=0

)2

Eμ� − h̄ω − iγ μ�

rad + 

μ�,Q‖=0
TMDC (ω)

. (20)

The self-energy of the TMDC, however, does not contribute
to the coherent linear response which measures only bright
excitons (Q‖ = 0). The coupling V T →M

Q‖μ�12(z�
T , zM ) vanishes at

Q‖ → 0, compare Eq. (10), and thus



μ�,Q‖=0
TMDC (ω) =

∣∣V T →M
Q‖=0,μ�12(z�

T , zM )
∣∣2

h̄ω − E12
M + iγM

= 0. (21)

Note that unlike in the case of the self-energy of the molecule
[Eq. (16)], the self-energy of the TMDC does not contain a
sum over the in-plane momenta Q‖, which reflects the symme-
try breaking between 0d donor and 2d acceptor. The Förster
transfer, which, as shown before, needs nonzero momentum
Q‖ > 0, is thus only visible in the direction from molecule to
TMDC and not vice versa. The molecular susceptibility for
the dominant HOMO-LUMO transition reads

χMol (ω) = 1

ε0

(d12)2

E12
M − h̄ω − iγM − 
F (ω)

, (22)

here the Förster process does enter in the Lorentzian denomi-
nator via the already discussed complex self-energy, compare
Eq. (16), as the sum over all in-plane momenta also takes
nonzero contributions into account.
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FIG. 4. Calculated (a) reflection, (b) transmission, and (c) ab-
sorption of the DCM-MoS2 stack, as a function of the detuning �

relative to the energetically lowest 1s A exciton transition energy
for a sweep of four different molecular transition energies below
and above the pristine semiconductor 1s A resonances (additionally
depicted in gray). The detuning � ranges from −0.15 to 0.15 eV.
The linear optical response of the underlying TMDC layer was
subtracted for better visibility of the effect, and is depicted in gray.
This is justified due to the small χ , cf. Appendix G. For comparison,
we illustrate with dashed lines the pristine molecular spectra without
TMDC substrate.

Figure 4(a) illustrates the calculated reflection spectra (full
lines) for different single molecular transition energy detun-
ings in the range of −0.15 to 0.15 eV with respect to the
transition energy of the 1s A resonance in MoS2. Dashed
lines give the pristine response of a molecule with a certain
transition energy (color code). The respective full lines show
the response with underlying TMDC substrate. Note that for
all of Fig. 4, we show the optical response of the molecules,
with the TMDC response subtracted. For the full response,
compare Appendix G.

We plot only the monolayer case, as we showed in the
previous section that the effect for a bilayer is less pronounced
but similar. For all transition energies, the spectra show a
redshift and a resonance broadening compared to the pris-
tine case without Förster coupling (dashed lines). The shift
is due to the real part of the Förster self-energy, compare
Eq. (16). Above the excitonic transition energies (gray line),
the Förster rate acts as an additional decay channel for the
molecular excitations, which leads to a significant broadening

of the reflection peak. This broadening of the molecular line
results from the coupling of the molecular transition to the
continuum of momentum dark excitons, which are activated
by the finite momentum that can be transferred between the
spatially localized molecule and the translationally invariant
TMDC plane. The first Förster-type decay channel opens as
soon as the detuning � becomes positive, i.e., the molecular
transition energy exceeds the resonance energy of the lowest
semiconductor exciton state (1s of the A exciton). (Figure 4
shows the scenario at room temperature, where nonradiative
dephasing smears out the energy conservation, and thus this
is already slightly affecting the lines directly beneath the res-
onance.) When the transition energy exceeds also the lowest
resonance of the B exciton, this opens a second Förster type
channel into the resonance of the 1s B exciton, resulting in an
even further broadening of the linear response.

Figure 4(b) illustrates the transmission spectra of the dye
molecules. As for the reflection, we find that for all molecular
transition energies the spectra are redshifted and experience a
significant broadening when the molecular transition energy
exceeds the 1s A transition. Finally, Fig. 4(c) illustrates the
calculated absorption. Again, we find a redshift of all lines
as well as a broadening of the lines for molecular transition
energies above the 1s A transition.

B. Molecular ensemble

In experiments, the molecular layer will however show sig-
nificant inhomogeneous broadening, i.e., a continuous range
of molecular transition energies [57], and thus the linewidths
of single molecules typically cannot be observed directly.
Other types of 0d donors show more controllable transition
energies, and thus might provide an opportunity to observe
single emitter effects (e.g., DBT molecules [50,77] or NV
centers [28]).

In order to simulate a sheet of loosely distributed dye
molecules with a Gaussian distribution of inhomogeneously
broadenend transition energies, we include a summation j
over all molecules in the layer, and introduce a density n of
molecules per area, which we estimate to be n = 0.05 nm−2,
a reasonable value for sparsely distributed molecules [55].
This implies susceptibilities small enough to ignore nonlinear
effects in Eq. (19). Significantly higher densities would make
inter-molecular transitions more likely and exceed the scope
of this study. In order to account for an energetically dense
Gaussian distribution of energies, we furthermore define a
density of states (DOS) of transition energies DOS(ω) ≡∑

j δ(ω − 1
h̄E

12, j
M ) ≡ ae− (ω−ω j )2

b , where the values of a and
b are taken from typical experiments [57]. (Note that the
maximum of this DOS can slightly differ for absorption and
emission energy, but as this does not affect the results in our
theory, it will not be taken into account here.) With this we
can write

χSheet =
∑

j

χ j
Mol

= n

ε0

∫
dω′DOS(ω′)

(d12)2

h̄ω′ − h̄ω − iγM − 
F (ω)
(23)
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FIG. 5. Absorption for a Gaussian distribution of transition en-
ergies (pink) in the molecules, compared to the case for pristine
molecules (dashed purple). As for the single molecular case, a slight
overall redshift can be recognized, but clearly the effect of the Förster
process above the excitonic resonances (gray) can hardly be seen.
The Gaussian distribution of tranistion energies is depicted in dashed
gray lines. It is evident that linear spectroscopy of molecular ensem-
bles does not provide access to the spectrally resolved Förster rate.

Figure 5 shows a plot of the pristine inhomogeneously
broadened absorption, using Eq. (23) as the susceptibility, and
a respective plot with Förster transfer to a monolayer TMDC.
Evidently, the Förster transfer cannot be observed directly,
which is due to the fact that although the linewidth of the
absorption in every molecule is significantly broadend by the
Förster rate (Fig. 4), this effect vanishes when integrating
with a Gaussian distribution with a FWHM in the range of
hundreds of meV of molecular transition energies as it is the
case in ensemble experiments [57]. For such ensembles of
molecular transition energies, we thus propose to instead carry
out luminescence experiments, as introduced in the following
section, which more directly give access to a spectrally re-
solved measurement of the FRET rate.

V. PHOTOLUMINESCENCE

In this section, we discuss how the Förster rate may be
accessed via a quench in the luminescence spectrum of the dye
molecules attached to the TMDC layer. For PL experiments,
the broad distribution of the HOMO-LUMO transition ener-
gies is a clear advantage over other zero-dimensional donors:
As we will demonstrate, it makes the deposited molecules
ideal candidates for probing a wide spectral range of momen-
tum dark excitonic states in the TMDC.

Although we have discussed in Sec. III that the Förster
rates are most prominent for a monolayer TMDC acceptor,
we suggest a bilayer TMDC for PL measurements, which, as
already mentioned in contrast to the monolayer is an indi-
rect semiconductor, where the excitation in the TMDC will
quickly decay to the energetically lower lying momentum-
indirect intervalley exciton states, which are dark and will not
contribute relevantly to the luminescence [59–62]. This makes
it possible to measure (and thus, calculate) the PL of the
molecules without significant contributions from the TMDC.
We thus assume that the relevant part of the signal stems from
the molecular HOMO-LUMO transitions,

I (�q) = IMol(�q) + ITMDC(�q) ≈ IMol(�q). (24)

FIG. 6. Near resonance optical excitation. Only those excitons
of the molecules with transition energies similar to the driving laser
frequency are excited, which leads to luminescence only in a small
spectral range, compare Fig. 7(a). After recombination, two sce-
narios are possible: a creation of a photon which is detectable as
PL signal, or a Förster transfer to the TMDC bilayer, where the
excitation will vanish to the momentum-indirect intervalley exciton
state and thus not be visible in the PL detection.

The steady state photoluminescence spectrum of the
molecular HOMO-LUMO transition reads [78]

I (�q) = |Mq|2Im
( σ22

E12
M − h̄�q − iγ

)
(25)

with |Mq|2 = (d12)2 �q

ε0V , i.e., the molecular dipole moment d12

as already defined earlier, the photon frequency �q = c|q|
in free space, a broadening γ ≈ 0 which we neglect in the
following, and the occupation of the excited state σ22, which
needs to be computed.

Stationary luminescence of dye molecules is typically mea-
sured during cw excitation with a pump energy which is large
compared to the emitting molecular transition energy E12

M . As
we will show in the following, the Förster process can be
made visible in the form of frequency dependent quenches
in the PL signal, even without detailed knowledge of the
nonradiative energy relaxation pathways inside the molecule
from the states excited by the laser to the HOMO-LUMO
transition. We provide two different analytical treatments for
the stationary occupation of the excited molecular occupation
σ22 in Eq. (25), i.e., we calculate the related luminescence
of two limiting cases of close-to-resonance (Sec. V A) and
far-from-resonance driving (Sec. V B). Our results show that
the quench in the molecular PL due to the Förster rate is robust
with respect to different driving scenarios.

A. Driving near the molecular resonance

First, we assume that the LUMO is directly excited by res-
onant laser driving, as depicted in Fig. 6. Similar to Eq. (15),
we can find an equation for the occupation density σ22 of the
LUMO: The factor of 2 accounts for the population lifetime
T1 = 1

2 T2 (coherence lifetime of the polarization).

ih̄∂tσ22 = − 2i
(
γM + γ

E12
M

F

)
σ22 + 2iImE0(zM, t ) · (d12σ12),

(26)

ih̄∂tσ12 = (
E12

M − iγM − iγ E12
M

F

)
σ12 − E0(zM, t ) · d21. (27)

Equation (27) is similar to Eq. (15), but in the time domain,
with only the imaginary part of the self-energy taken into
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account. Note that we write γ
E12

M
F , and use the analytical so-

lution, Eq. (17) in Sec. II, which directly depends on the
molecular energy E12

M . The corresponding results are very
close to the full numerical solution, i.e., the imaginary part
of Eq. (16).

The coupled Eqs. (26) and (27) can be solved in the rotating
frame of the driving laser frequency ωL in the steady state,
omitting fast oscillating contributions (rotating wave approxi-
mation). We find the dependency of the molecular occupation
on the laser frequency as

σ22
(
ωL, E12

M

) = |Ê0|2(d12)2(
E12

M − h̄ωL
)2 + (

γM + γ
E12

M
F

)2
, (28)

where |Ê0|2 denotes the intensity of the driving light field.
Equation (28) an be inserted into Eq. (25), which for the
assumption of completely resonant excitation (γ = 0) yields
for the photoluminescence of a single molecule

I (�q) = π |Mq|2δ
(
E12

M − h̄�q
)
σ22

(
ωL, E12

M

)
(29)

For the luminescence of a molecular ensemble with
a Gaussian distribution of transition energies, we insert
a convolution over the frequencies f (E12, j

M ) = ∫
dωδ(ω −

E12, j
M
h̄ ) f (h̄ω) and, as before, assume a density of states for

the molecular transition energies
∑

j δ(ω − ω j ) = DOS(ω),
which is made to resemble respective experiments [57], com-
pare also Sec. IV B. We find for the luminescence of the
molecular ensemble

IEnsemble(�q) = DOS(�q)
π |Mq|2|Ê0|2(d12)2

(h̄�q−h̄ωL )2+(γM + γF (�q))2
.

(30)

The decay of the occupation by radiative recombination and
by the Förster process both contribute to the denominator,
which later leads to the quench compared to the pristine signal
for frequencies where Förster rates dominantly occur. In the
following, we discuss the resulting photoluminescence (PL)
signal, plotted over the emission frequency �q, and then also
give the result for photoluminescence excitation (PLE), where
the signal is integrated over the whole emission spectrum (i.e.,
integrated over �q) and plotted over the excitation frequency
ωL of the laser.

1. Photoluminescence (PL)

Figure 7(a) shows the calculated PL as a function of the
emission frequency �q for many different laser excitation
energies ωL, all plotted into one picture, a single plot is just
one of the visible Lorentzian peaks, as only the excitons in
molecules with transition energies near the driving energy are
excited by the laser. As we assume a continuum of different
molecular transition energies, for every laser energy, there will
always be molecules addressed resonantly as the laser is tuned
through the molecular distribution. Above the lowest TMDC
excitonic resonances, the luminescence is quenched by the
additional decay through the Förster coupling, thus the dip due

FIG. 7. (a) Photoluminescence (PL) of a sheet of molecules with
a Gaussian distribution of transition energies �q around the low-
est 1s A resonance of the semiconductor. The laser energy ωL is
sweeped over the molecular resonances, with each Lorentzian peak
referring to a different laser excitation energy, plotted in one picture
but in different colors from red to blue, accordingly, see key on the
right side of the plot. This plot is for small nonradiative dephasing
γ μ� = 1 meV, for better visibility of the different plots. The effect
is however also clearly visible at room temperature. (b) Photolu-
minescence excitation (PLE) spectroscopy; for each laser excitation
energy ωL , we show the PL signal integrated over the whole emission
frequency range �q. The dashed line shows the PLE of the pristine
molecules without the TMDC substrate. The linear response of the
TMDC excitons is depicted in gray to show the connection of the
effect to the energetic resonances in the semiconductor. Both plots
make visible, that above the excitonic resonances, the additional
decay channels cause dips in the luminescence, as less excitons
can recombine radiatively. (c) Förster rate (with distance R = 1 nm)
and density of states (DOS) of molecular transition energies for
comparison.

to the Förster process above the lowest excitonic resonances
is clearly visible.

2. Photoluminescence excitation (PLE)

To connect the theoretical description [Eqs. (26)–(30)] to a
photoluminescence excitation (PLE) spectrum, the integrated

035304-9



MANUEL KATZER et al. PHYSICAL REVIEW B 107, 035304 (2023)

FIG. 8. Sketch for the setup with far off-resonant driving. The
laser is creating excitons in excited molecular levels. Nonradiative
processes lead to a population of the LUMO. There, the recombina-
tion takes place, producing either a photon, which can be detected
in the PL measurement, or exciting a semiconductur exciton in the
TMDC via Förster coupling.

signal, Eq. (30) as a function of the excitation energy ωL is
calculated.

IPLE(ωL )

=
∫

d�qPLEnsemble(�q)

=
∫

d�qDOS(�q)
π |Mq|2|Ê0|2(d12)2

(h̄�q − h̄ωL )2 + (γM + γF (�q))2
.

(31)

Figure 7(b) shows the calculated PLE, Eq. (31), for se-
lected molecule - TMDC distances as a function of the laser
energy ωL with respect to the 1s A transition energy E1sA.
For laser excitations below the 1s A exciton resonance the
PLE almost follows a Gaussian, which originates from the
already discussed density of states of the molecule [57]. How-
ever, above zero detuning, substantial dips in the PLE can be
observed. They stem from Förster induced de-excitation of
the PL emitting molecules, resulting from a FRET induced
relaxation pathway to the momentum dark TMDC excitons,
compare Eq. (16). As a result, the PLE decreases, giving a
relatively direct way to measure also the momentum dark
excitonic structure in the TMDC in a spectrally resolved
experiment. We further find that the dips vanish for larger dis-
tances, originating from the decrease of the Förster coupling
for increasing distance, compare Figs. 2 and 3.

B. Driving far from resonance

As depicted in Fig. 8, we now assume a laser driving
higher levels in the molecule, activating nonradiative re-
laxation channels which cause incoherent population of the
LUMO. The time needed for those nonradiative transitions is
longer, the bigger the energy gap to the LUMO level, due to
more vibron assisted scattering events (however, this is of no
special interest here since we study stationary PL). We assume
for the respective transition rate:

� ∝ 1

h̄ωL − E12
M

≡ �nonrad

h̄ωL − E12
M

. (32)

FIG. 9. PL spectrum for off resonant driving for different values
for the distance R between donor (dye molecules) and accep-
tor (TMDC). Again the dashed line gives the PL of the pristine
molecules without a TMDC substrate, and the excitonic resonances
of the TMDC are again depicted in gray for better orientation. The
result is very similar to the near-resonant case (Fig. 7). This suggests
a good experimental accessibility of the Förster process via lumines-
cence experiments, as the signatures proof robust towards different
driving scenarios.

Then we assume the following set of equations, motivated
by the previous section and an additional nonradiative process
between the driven level 3 and the LUMO (level 2)

ih̄∂tσ33 = − 2i�σ33 + E0(zM, t ) · (d13σ13 − d31σ31), (33)

ih̄∂tσ22 = ( − 2iγM − 2iγ E12
M

F

)
σ22 + 2i�σ33. (34)

We again assume a quasi-equilibrium for the occupation of the
LUMO level, ∂tσ22 = 0 and thus

σ22 = �
(
h̄ωL − E12

M

)
γM + γ

E12
M

F

σ33. (35)

Then we can write for the luminescence of one off-resonantly
driven molecule

I (�q) = π |Mq|2δ
(
E12

M − h̄�q
)�

(
h̄ωL − E12

M

)
γM + γ

E12
M

F

σ33. (36)

For the molecular ensemble, analogous to the previous sec-
tion, we again apply the convolution f (E12, j

M ) = ∫
dωδ(ω −

E12, j
M
h̄ ) f (h̄ω) in order to identify the density of states for the

transition energies
∑

j δ(ω − ω j ) = DOS(ω), which yields

Ifardriven(�q)

= DOS(�q)π |Mq|2 �nonrad

(h̄ωL − h̄�q)(γM + γF (h̄�q))
σ33.

(37)

Figure 9 illustrates the photoluminescence spectrum after
far off-resonant excitation. Similar to the PLE of the near-
resonant case [Fig. 7(b)], we find that the spectrum for
emission energies below the 1s A exciton follows the men-
tioned Gaussian distribution determined via the DOS of the
molecules. However, the luminescence exhibits pronounced
dips above the 1s A resonance due to Förster mediated relax-
ation of molecular excitons to the TMDC layer, giving again
experimental access to the excitonic states in the semiconduc-
tor. Similar as for the PLE, the quenching of the luminescence
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is again most prominent for closely stacked structures, but
decreases as the distance is increased.

As both the near and the far resonant case show very
similar results, we suggest to extract the Förster induced
relaxation rate and its momentum dependence from optical
luminescence measurements. Usually, in experiments related
to molecular FRET, the efficiency or quantum yield of the
Förster rate is given as e = γF

γF +γM
, see e.g., Refs. [28,79–81].

Hence, as a consequence of Eq. (37), we suggest to compute

1 − IDA

ID
= γF

γF + γM
(38)

to obtain the mentioned efficiency of the Förster rate γF with
respect to the pristine relaxation rate γM in the molecule, with
the PL intensity of the interface IDA compared to the intensity
ID of the pristine donor without any FRET acceptor.

VI. CONCLUSION

In this work, we discussed Förster type energy transfer at
a planar interface between dye molecules and an atomically
thin semiconductor. Due to the specific geometry and the
breakdown of spatial invariance at the interface, momentum
dark excitons are preferably excited. The spectrally resolved
FRET rate and the corresponding luminescence signatures
occur most prominently at positions above the bright excitonic
resonance, opening an interesting opportunity to measure
momentum dark exciton states acting as acceptors. In the
long-distance limit, we reproduced the R−4 power law de-
pendence which was already found in related earlier work.
For shorter distances, we additionally found an exponen-
tial dependence on distance. We also discussed the effects
of the energy transfer on linear spectroscopy and derived a
scheme for an experimental extraction of the spectrally re-
solved Förster rate in photoluminescence experiments.
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APPENDIX A: FIELD-MATTER HAMILTONIAN

Starting point for the calculation of the Förster coupling is
the semiclassical field-matter coupling Hamiltonian in dipole
approximation [82]. For the molecule, it reads

H = −e
∑
i, j �=i

∫
d3rφ∗i(r)r · E(r, t )φ j (r)a†

i a j, (A1)

with e the elementary charge, E(r, t ) the electric field, φi(r)
molecular orbital wave functions, and annihilation (creation)
operators a(†)

i in the state i. For small enough spatial di-
mensions, we can assume a point dipole and thus E(r, t ) ≈
E(r0, t ) and simplify

H = −E(r0, t ) ·
∑
i, j �=i

di ja†
i a j (A2)

with the molecular optical dipole moment di j =∫
d3rφ∗i(r)(er)φ j (r). Analogously, we write the field matter

coupling for the semiconductor layer

H = − e
∑

k‖,Q‖,λ,λ′

∫
d3rφ∗λ

k‖+Q‖ (r)r · E(r, t )φλ′
k‖ (r)

× a†λ
k‖+Q‖a

λ′
k‖ , (A3)

with electronic Bloch wave φλ
k‖ and annihilation (creation)

operators a(†)λ
k‖ with band index λ and in-plane momentum

k‖. To exploit the translational invariance in in-plane di-
rection, we introduce the Fourier transform of the electric
field E(r, t ) = ∑

Q‖ eiQ‖·r‖EQ‖ (z). We define a dipole element

dλλ̄
k‖+Q‖,k‖ = ∫

d2r‖φ∗λ
k‖+Q‖ (r)erφλ′

k‖ (r) and can thus write

H (2) = −
∑

k‖Q‖λλ′
dλλ′

k‖+Q‖,k‖ · EQ‖ (zT )a†λ
k‖+Q‖a

λ′
k‖ . (A4)

To arrive at the Hamiltonian in the main text [Eq. (1)],
we go to an excitonic basis, with a projection on the solu-
tions of the Wannier equation [14,58], and assume a thin film
approximation.

APPENDIX B: RYTOVA-TYPE GREENS FUNCTION

The derivation of the Rytova-type Greens function is car-
ried out in analogy to Ref. [70], however, here we consider
Greens functions instead of electrostatic potentials. The di-
electric environment is depicted in Fig. 1(c) of the main text.
We thus start with a general set of equations for the three
z ranges, and Fourier transform with respect to the in plane
coordinates. For the case of a source which is positioned in
the intermediate layer (zT S < z′ < zMT ), this reads

∂2
z G1(z, z′) − Q2

‖G1(z, z′) = 0,

∂2
z G2(z, z′) − Q2

‖G2(z, z′) = −δ(z − z′),

∂2
z G3(z, z′) − Q2

‖G3(z, z′) = 0. (B1)

In order to find the equations of the main text, one also has
to solve equations for the case z′ > zMT . The ansatz for the
Greens function is thus different in the three sections and has
to obey the following boundary conditions

G1(zMT ) = G2(zMT ),

ε1∂zG1(z)
∣∣
z=zMT

= ε2∂zG2(z)
∣∣
z=zMT

,

G2(zT S ) = G3(zT S ),

ε2∂zG2(z)
∣∣
z=zT S

= ε3∂zG3(z)
∣∣
z=zT S

. (B2)

Besides, we only take into account solutions that obey

lim
|z|→∞

G1,3(z) �= ±∞. (B3)

Starting from Eq. (7) in the main text, we find that Eq. (6) in
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FIG. 10. Finite angles between the molecular dipole and the
TMDC plane for the example of a monolayer MoS2. The angle
causes an overall increase of the Förster rate, but not a change in
the momentum selection rules.

the main text is solved by

V T →M
Q‖�μ12

(
z�

T , zM
)

=
(
Q‖ · dμ

‖ ϕ
μ�
r=0

)(
1 + δ23e−2Q‖(zM−zT S )

)
e−Q‖(z�

T −zM )

Aε0(ε1 + ε2)(1 − δ21δ23e2Q‖(zT S−zMT ) )

×
(

1

Q‖

(
d21

‖ · Q‖
) + id21

z

)
(B4)

for the coupling from the TMDC to the molecule, and, analo-
gously,

V M→T
Q‖�μ12(zM, z�

T )

=
(
d∗μ

‖ ϕ
∗μ�
r=0 · Q‖

)(
1 + δ23e−2Q‖(zM−zT S )

)
eQ‖(zM−z�

T )

ε0(ε2 + ε1)(1 − δ21δ23e2Q‖(zT S−zMT ) )

×
(

1

Q‖

(
Q‖ · d12

‖
) − id12

z

)
(B5)
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FIG. 11. Analytical Förster rate as computed in the main part,
Eq. (17), vs imaginary part of the numerical solution of the full
equation [Eq. (16)] for different nonradiative dephasing rates γ μ�,
related to temperatures up to room temperature [35].

for the coupling from the molecule to the TMDC. In order
to compute the rates, Eqs. (16) and (17) in the main text,
one has to parametrize the involved vectors, (with ξ = −1, 1,
reflecting the optical dichroism of the K, K ′ valley [66])

dμ

‖ = dμ

‖√
2

[
1
iξ

]
, d12 = d12

⎡
⎣cos ϑ

0
sin ϑ

⎤
⎦, (B6)

Q‖ = Q‖

[
cos ϕ

sin ϕ

]
. (B7)

In the main text, we assume ϑ ≈ 0 as discussed in Sec. II C.

APPENDIX C: FÖRSTER RATE FOR DIFFERENT
DIPOLAR ANGLES

For the discussion in the main text, we assume that the
molecular dipoles are parallel to the TMDC plane, as it is
typical for such interfaces produced by evaporation that the
molecular dipoles are randomly distributed on the TMDC and
thus have a random in-plane angle, but tend to align parallel
to the sheet they are evaporated on [55]. In principle, it is pos-
sible to also account for a nonzero angle of d12 with respect
to the TMDC plane, i.e., to assume that ϑ �= 0 in Eq. (B6).
Equation (17) would then read

γ
E12

M
F (ϑ ) =

∑
μ�

(
d‖ϕ

μ�
r=0

)2
(d12)2M

8ε2
0 (ε1 + ε2)2h̄2 �(Q‖

0)(cos2 ϑ + 2 sin2 ϑ )

× (Q‖
0)2

(
1+δ23e−Q‖

0 (R+ 3
2 R�T )

)2
e−2Q‖

0 (�−1)R�T

(1 − δ21δ23e4Q‖
0R�T )2

e−2Q‖
0R.

(C1)

Figure 10 gives a plot of this equation, showing that the rate
overall increases with increasing angles, which is due to the
fact that the acceptor is not a point dipole but a whole two-
dimensional plane. We do not see a change in the momentum
selection rules, since all momenta are summed over anyway
due to the symmetry breaking. However, the molecules tend
to align with the TMDC in experiments, as already mentioned,
which means that ϑ ≈ 0 is a good approximation in realistic
scenarios.

APPENDIX D: ANALYTICAL FÖRSTER RATE VS FULL
NUMERICAL SOLUTION

If not stated differently, the plots in this paper all show
results for the numerical evaluation of Eq. (16) at room tem-
perature, i.e., nonradiative dephasing in the TMDC of γ μ� ≈
20 meV [35,36]. Figure 11 shows that for smaller γ μ�, i.e.,
lower temperatures, the rate from the numerical integration is
converging against the analytical approximation, Eq. (17).

APPENDIX E: FÖRSTER HAMILTONIAN

We can identify V T →M
Q‖μ�12(zT , zM ) = 1

A (V M→T
12Q‖μ�(zM, zT ))

∗

and hence write down a Hamiltonian that directly gives the
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FIG. 12. Log-log plot of the Förster rate. In the limit of long
distances, the rate in Eq. (16) gives a power-law dependence as
suggested also by previous works. This accounts for detunings that
only allow transfer into bound states as well as for transfer into the
unbound exciton continuum.

coupled equations (8) and (9):

H = E12
M σ̂21σ̂12 +

∑
μ�Q‖

(
Eμ� + h̄2Q2

‖
2M

)
p̂†μ�

Q‖ p̂μ�

Q‖

+
∑
μ�Q‖

(
V M→T

12Q‖μ�

)∗
p̂μ�

Q‖ σ̂21 + H.c.

− E0 ·
(

d21σ̂21 +
∑
μ�

(
dϕ

μ�
r=0

)∗
p̂†μ�

0 + H.c.
)
. (E1)

APPENDIX F: R−4 DEPENDENCE FOR LONG DISTANCES

Previous works on comparable systems [46–49] find a R4-
dependence for the Förster rate in the long distance limit. This
can be traced back to Eqs. (29) and (44) in Ref. [46], where
the rate of transfer, referred to as k, is found to be proportional
to the integral (in their case: γ → k, Q → q):

γ ∝
∫ h̄�/ν f

0
dQ Q3e−2QR. (F1)

For large values of R, it is then approximated, that Q � 1
2R ,

and thus the upper limit of the integration can be extended to
∞ without any relevant effect. Thus the integral can be solved
by integration by parts to∫ ∞

0
dQ Q3e−2QR = 3

8

1

R4
. (F2)

The mentioned previous work does not take bound excitonic
states into account. We can nevertheless show that the power-
law dependence exists in the limit of long enough distances,

FIG. 13. The full absorption can in good approximation be di-
vided into the part of the TMDC and the Molecular part, as it is done
in Fig. 4. Dashed lines show the absorption of the molecule for dif-
ferent molecular transition energies, full lines indicate the respective
full spectra, while the pristine TMDC absorption is depicted in gray.

also with bound states, as can be seen in Fig. 12. The sum
in Eq. (16) of the main text has a similar Q-R dependence
as Eq. (F2), for the plots it was written in integral form and
numerically solved.

APPENDIX G: FULL ABSORPTION

As the denominator in Eq. (19) is nonlinear, it is in princi-
ple not clear whether the absorption of molecules and TMDC
layer can be substrated from each other, as it was done for
clarity in Fig. 4. We therefore show here that χ is small
enough to justify this, and show the full spectrum in Fig. 13
for completeness.

APPENDIX H: PARAMETERS

Parameters for MoS2:

dϕ
μ�
r=0 0.2 e nm/nm

M = MMoS2 0.97 · 5.685680 eV fs2 nm−2

ε2 = εMoS2 13.36

Thickness R�T 0.6 nm

γ μ� 20 meV.

Parameters for the molecular sheet:

Molec. density n 0.05 nm−2

d12 = dMol 0.187 e nm

εMol 1

γMol 1 meV.

Parameters for the substrate:

εSiO2 3.9. (H1)
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