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X-ray absorption spectroscopy (XAS) is an explicit probe of the unoccupied electronic structure of materials
and an invaluable tool for fingerprinting various electronic properties and phenomena. Computational methods
capable of simulating and analyzing such spectra are therefore in high demand for complementing experimental
results and for extracting valuable insights therefrom. In particular, a recently proposed first-principles approach
titled many-body XAS (MBXAS) [Y. Liang et al., Phys. Rev. Lett. 118, 096402 (2017)], which approximates the
final (initial) state as a Slater determinant constructed from Kohn-Sham (KS) orbitals optimized in the absence
(presence) of the relevant core electron has shown promising prospects in evaluating the transition amplitudes.
In this article, we show that the MBXAS approach can be rederived using a transition operator expressed
entirely in the basis of core-excited state KS orbitals and that this reformulation offers substantial practical and
conceptual advantages. In addition to circumventing previous issues of convergence with respect to the number
of unoccupied ground-state orbitals, the aforementioned representation reduces the computational expense by
rendering the calculation of such orbitals unnecessary altogether. The reformulated approach also provides a
direct pathway for comparing the many-body approximation with the so-called single-particle treatment and
indicates the relative importance in observed XAS intensity of the relaxation of the valence occupied subspace
induced by the core excitation. Finally, using the core-excited state basis, we define auxiliary orbitals for
x-ray absorption and demonstrate their utility in explaining the spectral intensity by contrasting them with

single-particle approximations to the excited state.
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I. INTRODUCTION

Several major aspects of modern technology are heavily
reliant on our ability to investigate and engineer the electronic
structure of functional materials. Therefore, a considerable
portion of the advancements in electronics and computing
[1-3], energy storage [4,5], renewable energy harvesting [6,7],
drug discovery [8-10], discovery of magnetic materials [11],
etc., can be attributed to the advancements in the theoreti-
cal and experimental research on electronic structure theory.
On the experimental front, the electronic structure of mate-
rials is usually explored by creating electronic excitations.
Among such methods, x-ray absorption spectroscopy (XAS)
[12-19], which offers an element-specific probe, has emerged
as one of the most popular and effective techniques over
the last few decades. Besides providing a relatively straight-
forward avenue for investigating, explicitly, the electronic
structure (mostly of the unoccupied subspace) of materials,
the XAS process is widely employed for fingerprinting var-
ious chemical attributes and phenomena of interest [20-24].
Within a quasielectron framework, the XAS process amounts
to excitation of the core electrons of the desired atomic
species to the unoccupied levels and measures, albeit typically
through indirect means, the cross section of such transitions.
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As with most experimental techniques, the interpretation of
XAS data and the extraction of information related to elec-
tronic structure and properties therefrom is often facilitated by
complementary theoretical and computational research [25].
Development of efficient and accurate theoretical models for
simulating XAS is, therefore, an active and dynamic field of
research.

Among the various first-principles methods employed in
computational electronic structure theory, Kohn-Sham (KS)
density-functional theory (DFT) has witnessed unprecedented
popularity in a myriad of applications owing to its favorable
system-size scaling, modest computational requirements, and
typically reasonable accuracy. Consequently, in the field of
Xx-ray spectroscopy, substantial effort has been invested in
developing and applying theoretical models built upon KS
DFT. For instance, the response-based approaches, such as
linear-response (LR) time-dependent DFT (TDDFT) [26-29]
or the Bethe-Salpeter equation (BSE) [30—32], aim to evaluate
the absorption cross section from the response of the electron
density to a change in the potential. Such response, in turn, is
obtained most commonly by approximating the excited states
as a linear combination of singles excitations of the KS ground
state (GS). However, the response-based technique can prove
to be expensive, especially when it involves explicit solution
of the relevant equation (LR-TDDFT/BSE) within an all-
electron calculation [31,32]. Additionally, the response-based
approach, within the commonly used adiabatic approxima-
tion, can incur substantial errors in core-level spectroscopy,
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due to the inadequate description of the electron-hole (e-h)
interaction [28,33]. A viable inexpensive alternative is the
constrained-occupation approach, whereby the excited state
is modeled by maintaining a hole in the core system with
the help of additional constraints. Interestingly, such a treat-
ment can be used in a pseudopotential-based calculation by
representing the core of the excited atom by a modified
pseudopotential that encodes the effects of the core hole
[14,34,35]. The approximate KS orbitals corresponding to the
core-excited state can then be obtained from a self-consistent
field (SCF) calculation employing the aforementioned core-
hole pseudopotential either within the full core-hole (FCH)
treatment, which minimizes the energy of the core-ionized
system with a net positive charge, or within the excited-
electron and core-hole (XCH) treatment, which minimizes the
energy of the neutral core-excited state.

Within the so-called single-particle approximation, one can
estimate the absorption amplitude as that of a transition of
a noninteracting electron from the core orbital to the rele-
vant unoccupied KS orbital. Such a simplified calculation,
however, neglects the explicit effects of the relaxation of the
occupied orbitals in response to the core excitation, resulting
often in severe inaccuracies in the absorption intensities. To
mitigate these errors, the recently proposed many-body x-ray
absorption spectroscopy (MBXAS) method [35,36] relies on
two separate SCF calculations:

(1) a GS calculation generating the orbitals for the initial
state, and

(2) aFCH/XCH calculation generating the orbitals for the
core-excited state.

Each state is then expressed as a Slater determinant (SD)
composed of the corresponding orbitals and the transition
amplitude is obtained, typically within the dipole approx-
imation, as a many-body matrix element of the transition
operator between the initial and the final state SDs. This
determinant-based technique, which only requires simple
pseudopotential-based KS DFT calculations and consequently
retains their low computational cost and scaling, has been
shown to significantly improve the peak intensities of the
single-particle approximation, especially for the O K edge of
transition metal oxides, and to obtain very good agreement
with the experimental spectra.

Building upon this development, in this article we reformu-
late the MBXAS formalism by recasting the relevant matrix
elements with respect to the core-hole basis (CHB) which
improves the computational efficiency, eliminates issues of
convergence, and enables direct comparison with the single-
particle approximation. Additionally, we develop the concept
of auxiliary orbitals for XAS which helps with the association
of physically motivated single-particle orbitals to the excited
many-electron system.

The rest of the article is organized as follows. We in-
troduce the reformulated treatment of MBXAS in the next
section, which is followed by a prescription, inspired from
Ref. [36], for achieving computational simplification. The
following subsection, where we present and discuss the results
of our calculation on some representative systems, starts with
a discussion, along with some illustrative examples, on the
computational advantages of recasting the expressions to the
core-hole basis set. This is then followed by a separation of

the terms contributing to the MBXAS amplitude into cate-
gories of different physical origins which facilitate a direct
comparison with the single-particle amplitude, as discussed
in the next subsection. Finally, we move on to the discussion
of auxiliary orbitals corresponding to x-ray excitation.

II. METHOD
A. General background

Within a quasiparticle-inspired framework, x-ray absorp-
tion results in the neutral excitation of an electronic system
typically from its ground state to an excited final state contain-
ing a core hole and a conduction electron. In order to simplify
the terminology, without loss of generality, in the following,
the term “core” is reserved only to denote the electron/hole
corresponding to the specific orbital emptied as a consequence
of x-ray absorption. Denoting by a;}' (ag) the creation operator
corresponding to the ith valence level |¢;) (core level |¢y)),
the ground state (GS) of the system can be expressed as the
Slater determinant (SD)

N
[Ws) = (]‘[a})am, ()
i=1

where |(J) denotes the null state. In contrast, a final state can
be constructed by populating the KS orbitals obtained from
a SCF calculation performed in absence of the relevant core
electron, which, in accordance with the standard convention,
will be called a full core-hole (FCH) SCF hereafter. Using a
~ to indicate quantities corresponding to such a core-excited
SCEF, the core-ionized system in its lowest energy state will be
given by

N
Wren) = | [ ]2l |19). )
n=1

with the explicit absence of the core orbital, indexed as 0.
Then, within the singles approximation, any neutral final state
|W¢) in which, in addition to the lowest N valence orbitals,
the conduction orbital |43f> = Zz}l@) is now occupied, can be
constructed from |Wgcy) as

Up) = |Widy) = @} Wrcn).- 3)

The MBXAS approximation [35,36] then entails comput-
ing the frequency (w) dependent absorption cross section as

o(@) x Y (Ws|01Was) *8(E — Egs — hw),  (4)
f

where O is the many-body transition operator (used within
the dipole approximation here) and Egs and E are the total
energies of the ground and the final state, respectively. The
operator O essentially governs the electronic transitions and,
for an N-electron system, can be expressed as a sum of single-
particle operators,

N
0=>Y a. Q)
i=N

where, within the dipole approximation, the transition-
operator for the ith electron can be expressed as 0; = € - £,
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where € denotes the polarization of the incident photon and ;
is the position operator for the ith electron.

Egs is obtained from the GS SCF calculation. E, on the
other hand, can be approximated from an FCH calculation as

Ey = Epcu + &, (6)

where & is the KS eigenvalue of the conduction orbital
|¢3f). Additionally, a constant rigid shift, obtained purely from
considerations of total energies of the system and of the core-
excited atom (in their respective ground and the lowest core
excited states) [21,37,38], can be applied across all E¢ to align
the spectra.

We note here that our single-determinant ansatz for
the many-body wave functions and the associated single-
configuration prescription for how we calculate the individual
electronic orbital eigenvalues, through constrained orbital oc-
cupation, naturally limit the MBXAS approach to systems
with simpler (ground and excited) states. Specifically, we
would expect MBXAS calculations to describe K-edge (i.e.,
Ls) excitations well, particularly for lighter elements (i.e., soft
x rays), where both ground and core-excited states may be
well approximated by a single configuration, indicating which
orbitals are occupied and which are not. However, for edges
accessing core orbitals with higher angular momentum, e.g.,
L, 3 edges (2p excitations), the core-excited state involves
interactions between multiple nearly degenerate core and va-
lence (e.g., 3d) orbital manifolds, giving rise to so-called
multiplet effects [39] which necessitate a multiconfigurational
description of the excited states and would render the MBXAS
approach, as written, inaccurate. In addition, the core-excited
state energies, in systems with anisotropic dielectric response
functions, may depend on the particular excited core orbital
orientation and require separate SCF calculations for each
orientation-dependent excited state. This is not a concern for
(spherical) s excitations typically explored using MBXAS.

B. MBXAS in core-excited state basis

In the original formulation [35,36], the transition operator
was represented in terms of the GS orbitals as

0 =" (¢ilolg;ala;. )
ij
with 0 standing for the single-particle transition operator and
the sum extending over all pairs of orbitals of the GS system.
The MBXAS expressions obtained using such representa-
tion [the relevant transition amplitudes are presented later
in Egs. (23) and (24)] will, hereafter, be referred to as the
ground-state basis (GSB) MBXAS in order to contrast it with
the CHB-MBXAS treatment which is central to this work.
As with any operator, O can, in fact, be expanded in any
complete single-particle Hilbert space representation. This
prompts us to express the transition operator with respect to
the FCH state orbitals as

= Z Oondi) iy, (®)

which, as discussed in the following sections, offers substan-
tial advantage in terms of computation and interpretation of
the x-ray absorption spectra. By combining Egs. (1), (2), (3),
and (8), we obtain the expression for the transition amplitude

Ags—t = (Wf]|0|¥gs)

N N
> oui@| [ [ an |arajan (]‘[ aj) aj|9)
Lh =1 i=1

N N
> awl| []an afaja()(]_[aj)aw)

I=1..N,f n=1 i=1
= Y o(Wslajaol Wes). ©)
I=1.N,f

where, for the sake of simplicity, we have used the notation
0; = 0y9. The third line follows from the observation that, in
the sum over A, all terms except for that corresponding to
h =0 (i.e, where # is essentially the core level) vanish. The
approximation |¢g) & |@o) is justified due to the extremely
localized nature of the core orbital [33].

Now, for any f > N and [ in the range 1...N, we intro-
duce the many-electron state

(Wil 0) = (D" @), (10)

which has an index-ordered set of occupied orbitals, where
the factor (—1)", with y; = (2N + 1 —[), originates from
the anticommutation relations of the creation and annihilation
operators. Note that the inclusion of this factor is necessary
to account for index reordering of the operators. More specifi-
cally, in any expression involving the creation and annihilation
operators, an exchange of two consecutive operators generates
a factor of —1. Thus, given that, in order to obtain |W§Lg£ l+0)
from | ), the operators &; and Fzg must be moved N + 1 —
and N places, respectively, a resultant factor of (—1)N+1= is
introduced (more details on this can be found in Appendix A).
Equation (9) can then be rewritten as

AGs—f = Z (_l)y’bl(lygg};l+0|lsz>
[=1..N

+ (=176 (Wicy| Was) (11

where yy = N, and we have used the notation I‘-IJ;CfI_; 770y =

Wil = (=D Zzg& +|¥ ). Now, noting that an overlap of two
SDs can be expressed as a determinant composed of the con-
stituent orbital overlaps, the many-body overlap in the second
term in Eq. (11) can be expressed as the determinant of an
N x N matrix of valence orbital overlaps,

Ey o &y
(Ui |Wes) =det | : -0 i, (12)

Svi o - S

where §; ; = (¢; |;) denotes the overlap between the GS and
the FCH KS orbitals and the core-orbital overlap is omitted
since we approximate that it remains unchanged in both SCFs
(this approximation is seen to be valid to a high degree of
accuracy [33]).
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The first term in Eq. (11) contains the determinant of
a modified N x N valence overlap matrix, (\lflfgﬁ_ H'0|\IJGS),
where the /th row has been removed and a new row f added:

[ &, £y ]
51*—1,1 51*—1,N
(Widi | Was) = det | &, Ean | (3
Evi - &
i f;“;f’l E}‘,N )

Thus, with the help of Egs. (11), (12), and (13), the
MBXAS method approximates the transition amplitude for
any final state |\Il;CfH) from the results of two converged SCF
calculations of KS DFT: one for the ground state and one for
the core-ionized state.

C. Computational simplification

Now, we introduce the notation

og =1[841842... 84N, (14)

for an N-dimensional vector of valence orbital overlaps, and
the determinant in Eq. (12) can be rewritten as

aj
Ager = (Was | Wyidy) = det| ¢ |, (15)

aN
which can be reexpressed using exterior product algebra as
Aget =01 A ... Ay, (16)

where the ordered exterior product o; A ... A ay is, in fact,
one-dimensional [40].

Assuming that this determinant is nonzero, then the N
vectors «, define a linearly independent set that spans this
N-dimensional space. Now, using the exterior-product iden-
tity, the complex-conjugate of the determinantal overlap of
Eq. (13) can then be rewritten as

+f—1+0
<\Ifgs|\IJFCfH >=Ol1/\.../\0[1_1/\O(H_l/\.../\OlN/\O{f,

and, since f > N, oy must be linearly dependent on the N
vectors, «, ..., ®y. This linear dependence leads to

N
ap =D kg, a7
k=1

with {«7 1} denoting a set of unknown coefficients which can

be computed by expressing the linear relations of Eq. (17),

for f in the range N +1,..., M, in the form of a matrix

equation as
ON+1 KN+1,1 KN+1,N o]

: = : : e (18)

oy Km, 1 KMm,N oy

Denoting the first, second, and third matrices in Eq. (18) as

Al Kmat, and Ay, respectively, Ky, can be calculated from

the equation

Kinat = Al - (Ama) ™ (19)

mat
Now, the determinantal overlap of Eq. (13) can be further
rewritten as

(Was| i ™)

N
0 A IVANNSRRVANY 0 7 B RVANY 07 I8 RVANSRIIVANY 0 7 YAWAN (ZK;‘,k“k)
k=1

= (—l)Nile’l(Ol] A...Aay)
= (=D""ks 1 Aders (20)

where we have used Eq. (17) and the anticommutative prop-
erties of the exterior product:

oz,-/\ajz—aj/\a,-andai/\a,-:O. 21

Then, from Eq. (11), the transition amplitude can be calcu-
lated as

(W70 Wgs) =<—1)N[af— > K}i,az}A:;a. (22)
I=1.N
The parameters used in our DFT-based calculations are
discussed in Appendix B.

III. DISCUSSIONS

A. Computational advantage

It is instructive to compare the MBXAS formalism in the
CHB approach as presented above with the original GSB-
MBXAS proposed in Ref. [36]. Both of the approaches aim
to compute the transition amplitude from the identical expres-
sion Ags_f = (\Ilf|0|ﬂlcs) with the states |Wgs) and |Wy)
being given by Eq. (1) and Eq. (3), respectively. Therefore,
at convergence, the spectra calculated using the CHB and the
GSB approaches should, in principle, be the same. In practice,
however, there can be substantial differences.

In the GSB treatment, the transition amplitude within the
singles approximation is simplified to

Ags—t = ) (Wed|WEs ) wets°[O1WGs)
c>N

=D o Urdu s ™°). (23)
c>N

where o, = (¢.|0|¢o) and

[W&s™") = (=1)"alao|¥as). (24)
The relevant many-body overlap is then given by
Sl - B &

(Wd|WEs™) = D] o] @
Evi oo Svn BN
g1 - Ea &

Note that, in principle, the sum in Eq. (23) extends over
all unoccupied GS orbitals—bound and unbound both. Thus,
if one fails to include any GS unoccupied orbital which has a
nonzero overlap with any of the valence occupied FCH-state
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orbitals (i.e., |¢~51), R |q3N)), then, in principle, Ags—¢ Will be
under-converged for any f > N. Additionally, if, for a given
f>N, |<;3f) overlaps with any missing unoccupied GS or-
bitals, then the corresponding Ags—.t Will be under-converged.
Therefore, convergence in Eq. (23) can be particularly difficult
to achieve if one or more of these FCH-state orbitals has
appreciable overlap with the unbound unoccupied orbitals of
the GS [41].

As an aside, we may note that similar convergence issues
should plague any computational method for simulating XAS
that is rooted in a GS orbital representation of the XAS
transition amplitude. Prominent examples include both the
aforementioned LR-TDDFT [26-29] and BSE [30-32] ap-
proaches, which are both expressed within a GS orbital basis
that includes unoccupied orbitals.

As illustrative examples, in Fig. 1, we present comparative
studies of the GSB and the CHB treatments for the C K-edge
spectrum of methanol (CH3;0H), O K-edge spectrum of ace-
tone (C3HgO), and the O K-edge spectrum of cupric oxide
(CuO). The GSB spectra are seen to be heavily dependent
on the number of unoccupied GS orbitals employed in the
calculation. The fact that the large GSB spectra do not co-
incide with the scaled small GSB counterparts indicates that
the under-converged GSB spectra differ inherently in their line
shapes.

Since the sum in Eq. (9) is limited to a finite number
(N 4+ 1) of terms anyway, this complication is circumvented
entirely in the CHB treatment as evident from Fig. 1, which
shows, as expected, that the CHB spectra do not depend on
the number of orbitals included in the calculation, as long
as all FCH-state orbitals within the desired energy range are
included. In addition to not suffering from convergence is-
sues, for any given energy range of the spectrum, the CHB
treatment is computationally favorable over the GSB treat-
ment since, unlike the latter, the former does not require the
computation of any unoccupied GS orbital.

For a simulation involving N, number of GS orbitals
(including the valence occupied orbitals as well as the unoc-
cupied ones), within the GSB approach, a practical MBXAS
calculation requires the execution of the following steps sepa-
rately for each of the GS and the FCH systems:

(1) Calculate the SCF electron density.

(2) Calculate the unoccupied KS orbitals
consistently (NSCF).

(3) Transform the KS orbitals into an optimal basis repre-
sentation to facilitate faster Brillouin zone integration.

In principle, step 3 is optional for the MBXAS procedure.
Additionally, for the GS system, we

(4) calculate the single-particle transition matrix elements
o, for all unoccupied GS orbitals |¢.).

Following this, we

(5) calculate the (N X Nyo) overlap matrix between the
ground and the FCH state orbitals.

Finally, we

(6) compute the MBXAS amplitudes from Eq. (23).

On the other hand, in the CHB treatment, for the GS
system, step 2 is not required at all while step 3 can become
substantially cheaper due to the absence of the unoccupied
orbitals. The same is true for step 5 which now calculates
the (N x Ny) overlap matrix &; ; Vi < N and j <N and

non-self-
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FIG. 1. (a) Methanol C K-edge, (b) acetone O K-edge, and
(c) CuO O K-edge absorption spectra. The number in parentheses
denotes the total number of FCH KS orbitals (excluding the core
orbitals) used in the calculation. The “scaled” curve in each panel
is obtained by multiplying the dark-green one by a constant factor
in order to match the first-peak intensity with that of the broken red
one.

for step 6 which now follows Eq. (11) and thereby involves
a sum over (N + 1) terms. Note that, in the CHB approach,
step 4 is replaced by a calculation of the single-particle tran-
sition matrix elements 0; over all of the FCH-state orbitals,
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TABLE I. Table showing for methanol C K edge, acetone O K
edge, and CuO O K edge the estimates of core hours (parallelized
across multiple 2.50 GHz Intel Xeon 20-core processors) used in
the XAS calculations using the GSB and the CHB approaches. The
number in parentheses denotes the total number of FCH KS orbitals
(excluding the core orbitals) used in the calculation.

System Core hours (GSB) Core hours (CHB)
Methanol C K (2750) 95 46
Acetone O K (3200) 166 82
CuO O K (3260) 1056 597

occupied and unoccupied alike, and therefore, should be a
little more expensive than the corresponding GSB calculation.
However, typically, for a calculation involving a large number
of unoccupied orbitals, steps 2 and 3 are, by a large margin,
the most expensive ones computationally. Therefore, the CHB
approach, which, for the ground-state system, does not require
step 2 at all and reduces the computational expense of step 3,
is generally much cheaper than the GSB approach. In fact,
assuming that, for a given system, steps 2 and 3 have compa-
rable costs for the GS and the FCH state, the CHB approach is
expected to reduce the total computational cost approximately
by half. This, in fact, can be seen from Table I, which shows
the estimates of the computational time required for methanol
C K-edge, acetone O K-edge, and CuO O K-edge calculations
with a relatively large number of unoccupied orbitals.

B. Separation of spectral contributions

Note from Eq. (11) that the MBXAS amplitude Ags_ is
essentially a linear combination, for/ =1,...,N and [ = f,
of single-particle transition amplitudes &; from the core orbital
to the orbital |@;), with the factor (\II;CfH_ l+0|\IJGs) serving as
the coefficient. We can naturally separate these terms accord-
ing to their physical origins as follows:

(1) Thel = f term essentially corresponds to the expected
quasiparticle transition, from the core orbital to orbital |<5 )
which is formally unoccupied in |Wgcy), but indirectly in-
cludes some perturbative effects of the presence of the core
hole (since it is calculated based on the core-excited SCF).

(2) The I =1,...,N terms accounts for the collective
response of the rest of the electron density to the perturbation
caused by the core hole by considering single-particle contri-
butions from each of the occupied valence orbitals of |Wgcy).

This separation is just a natural consequence of the many-
body transition operator coupling the N-electron ground and
core-excited states. However, another way to understand it is
to consider the equivalence of absorption amplitude to the
(stimulated) emission amplitude. We can rewrite Eq. (11) as

AGs—st

_ +f | Alay+f—140\) g, +f—140
= (=D Z <\IJFCH‘O‘\IJFCH )("IJFCH "'IJGS}
I=1,...N.f

(26)
Now we can interpret this as a deexcitation from |\lJ;C";{)
to |Wgs), where the /th representative term can be recog-

nized as the amplitude (ql}ng|0|lD;gg HO) of a non-self-
consistent deexcitation from the state |lIJF+CfH) to the core-filled
state |\IJ;gH_ l+0), multiplied, for the sake of restoring self-
consistency, by the projection of this non-self-consistent state
onto the actual final state |Wgg). Thus, each of the (N + 1)
terms in the sum corresponds to deexcitation of an electron

from one of the occupied levels of |\lf;rgH) to the core level.

C. Comparison with the single-particle formalism

Armed with the numerically converged CHB treatment,
we can now examine the relative importance of its various
contributions. According to the expansion shown in Eq. (11),
0, is one among the N + 1 terms (/ = 1, ..., N, f) contribut-
ing to the transition amplitude. This affords a straightforward
avenue for comparison of the MBXAS formalism with the
more common single-particle formalism of XAS, in which
the transition amplitude is approximated simply by o, and
therefore, the absorption cross section is given by

o(@) @ Y |(gsloldo) P8 (Ef — Egs — o). (27)
-

Mathematically, it can be shown that this truly single-
particle approximation would be true if the valence occupied
subspace of the ground and the FCH state were identical. Un-
der such conditions, (\I/;rcf}; 1+0|\I/Gs) = §y,;. Therefore, from
Eq. (26), we have Ags_.t =0y (possibly with an incon-
sequential change in sign) and consequently the MBXAS
cross section [Eq. (4)] reduces to the single-particle cross
section [Eq. (27)]. We could now ask whether the degree
to which the valence occupied subspaces differ is a useful
metric to indicate a larger difference between Ags_¢ (i.e.,
the MBXAS transition amplitude) and 6,. We explore this
possibility through a detailed analysis of the first peak of the
C and O K-edge absorption spectra of an isolated methanol
molecule.

As stated concisely in Eq. (11), the MBXAS amplitude is
essentially a sum of the terms

G = (D oWy " Wos) for L = 1, N f, - (28)

for a given core-excited state |‘~IIF+C‘7;_,) labeled by core-excited
(formerly unoccupied) FCH orbital index f. We will now
assess which Cl(f ) are strong contributors to specific x-ray
absorption transitions in methanol, by reference to Figs. 2
and 3.

Atthe C K edge in Fig. 2(a), the most intense XAS peak for
photons polarized along the x axis (see Fig. 3 for the molecular
orientation) occurs just below 290 eV and corresponds to

transitions to I‘-IJ;CIII{) for the core-excited C. As expected, the

dominant contribution to this transition is C 1(: ! ), defined by the
f = 11 orbital (FCH LUMO + 3) that labels this excited state.
However, in addition, we see in Fig. 2(c) that there are also
significant transition amplitude contributions from Cél D and
C;m which involve occupied orbitals 3 and 5 from this FCH
SCF. As expected, each of these orbitals (3, 5, 11) displays
noticeable p, character on the core-excited C atom, as shown
in Figs. 3(a)-3(c).
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FIG. 2. Panels (a) and (b) show, for the methanol molecule, the
C K-edge XAS spectrum for incident polarization along the x axis
and the O K-edge XAS spectrum for incident polarization along the
y axis, respectively (see molecular polarization in Fig. 3). Panels
(c) and (d) analyze, in detail, the orbital contributions responsible
for MBXAS transition amplitude of the most intense peaks seen in
panels (a) and (b), respectively. Each panel contains discrete points
showing the values of |Cl(f)| as a function of / forafixed f [f = 11in
panel (c¢) and f = 9 in panel (d)]. Since there are 7 valence electrons
in the FCH state, as expected from Eq. (28), the discrete points
correspond to / =1,...,7,11 in panel (¢) and [ =1,...,7,9 in
panel (d). In panel (c) [panel (d)] the green, black, and blue lines
correspond to [Ags 111, 6111, and [C};"| (|Acs ], [3l, and |C5]),
respectively. In other words, they denote the absolute amplitudes
of the MBXAS transition, single-particle FCH transition, and the
contribution of the / = f transition to MBXAS, respectively.

On the other hand, at the O K edge in Fig. 2(b), the most in-
tense XAS peak for photons polarized along the y axis occurs
above 536 eV and corresponds to transitions to |\Il;rC9H) for the
core-excited O. As before, the dominant contribution to this
transition is C{’, defined by the f = 9 orbital (FCH LUMO +
1) that labels this excited state. However, in addition, we see
in Fig. 2(d) that there are also si%niﬁcant transition ampli-
tude contributions from C;g) and C59) which involve occupied
orbitals 2 and 5 from this FCH SCF. As expected, each of
these orbitals (2, 5, 9) displays noticeable p, character on the
core-excited O atom, as shown in Figs. 3(d)-3(f).

The computed absolute values of the valence overlap be-
tween |Wgcy) and |Wgs) are 0.94 and 0.83 for the C and the
O K edge of methanol, respectively. Since the excitation is
expected to induce only negligible change in the tightly bound
core orbital, the aforementioned valence overlap can be used

as a good approximation for (\IJ;COH |Wgs). As expected, owing
to a higher overlap, the difference between |C1(}1)| and |011] is
smaller at the C K edge than that between |C9(9)| and |09 at
the O K edge. However, the relative difference between the
absolute values of the MBXAS and the single-particle ampli-
tude. ie |AGs—t1—107]
> [0y
the green and black horizontal lines in Figs. 2(c) and 2(d)] is

[this is the relative difference between

FIG. 3. Isovalue plots of occupied KS orbitals of the FCH states
of the methanol molecule resulting from core ionization of specific
atoms. The red, brown, and white spheres denote the oxygen, carbon,
and hydrogen atoms, respectively. The core-ionized atom is marked
by a “+” sign. The strongly contributing orbitals to the XAS intensity
are indexed according to the energy ordering of their KS eigenvalues
as (a) 3, (b) 5, (¢) 11 (LUMO + 3) for the C K edge and (d) 2, (e) 5,
() 9 (LUMO + 1) for the O K edge.

much higher for C (0.15) than it is for O (0.07), demonstrating
that a lower overlap between the valence and the FCH occu-
pied subspaces does not necessarily imply a larger difference
between |Ags_.¢| and |3¢|. In general, the formally more accu-
rate option is clearly to include all additional valence occupied
contributions, although it is clear that the XAS is somewhat
dominated by its single-particle contributions in this case. We
will explore a counterexample below.

D. Auxiliary orbital

It is important to note that the excitation described by
MBXAS is an inherently many-body process with no phys-
ical single-particle analog. However, the transition amplitude
given by Eq. (11) inspires the formulation of a hypothetical
single-particle excitation of a core electron to an auxiliary
orbital given by

62 = > (=D (s |k gD, 29)

I=1,..N.f
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FIG. 4. Panel (a) shows the O K-edge XAS of CrO, simu-
lated using the single-particle (S-P) and MBXAS methods. Panel
(b) shows separately the majority and minority spin contributions to
spectra of both methods. The small orange (blue) circle corresponds
to the first peak in the majority-spin spectrum and is analyzed using
the isovalue plot of panel (c) [panel (d)] which shows, at the I'
point, the orbital zﬁf(r) [&}“X(r)] that contributes most strongly to
this peak. In this case, f corresponds to the lowest unoccupied level
of the FCH state. The core-ionized oxygen atom is marked by a “+”
symbol in both lower panels. The blue and the red spheres correspond
to the Cr and the O atoms, respectively.

such that the amplitude of this excitation equals that of the
actual many-body one, i.e.,

I = (¢5|0ldo) = Ags ot (30)

as can be seen by comparison with Eq. (9). The utility of the
auxiliary orbital can be more easily appreciated by looking at
the O K-edge spectrum of the ferromagnetic, crystalline solid
m — CrO, which was discussed in detail in Ref. [36].

As shown in Fig. 4(b), for the majority spin channel of
CrO;,, the intensity of the O K-edge first peak at 529 eV is
severely underestimated by the single-particle approximation.
This underestimation can be understood by examining, at the
I' point, the corresponding excited single-particle orbital in
the isovalue plots. The filled FCH orbital f, in this case, sits
at the conduction band minimum (CBM), or first unoccupied
orbital (analogous to LUMO at the I' point) of the FCH
state. We see from Fig. 4(c) that ¢ umo(r) has apparently no
visible presence on the core-ionized O atom, which explains
the almost vanishing intensity of this first peak in the single-
particle spectrum. On the other hand, the associated auxiliary

+ (a)
2r 148
[3;
1k 335,
260 282
+

w
o
T

336 4

[l

=
w
T
N
co
N

FIG. 5. For O K-edge electronic transition at the I" point of
CrO,, panels (a) and (b) show, as a function of the FCH KS orbital
indexed by [, the absolute values |C1(337)| [see Eq. (28)] and |(E§337)|,
respectively, where the 337th FCH orbital is the lowest unoccupied
one.

orbital &f‘[‘}‘MO(r) shown in Fig. 4(d) exhibits substantial O-p
character on the core-ionized atom, due to inclusion of contri-
butions from occupied valence orbitals in Eq. (29), and hence
gives rise to a drastically higher (and more accurate) MBXAS
intensity.

In a nutshell, the concept of auxiliary orbitals is introduced
to provide a visual representation of the excited electron (sim-
ilar, in spirit, to the natural transition orbitals [42—45] used in
quantum chemistry) that is in agreement with the MBXAS in-
tensity. The definition of an auxiliary orbital d;j}“" incorporates
the relevant contributions from all the FCH occupied orbitals
in such a way that the single-particle transition probability
of promoting the core-electron to the orbital qgj‘c“" equals the
true (i.e., MBXAS) transition probability of exciting the core
electron to the KS orbital ¢ Iz

Figure 5(a) shows, as a function of the FCH orbital (5,, the
absolute value of CI(LUMO) [see Eq. (28)], which is essentially
the contribution to the first-peak MBXAS amplitude
[Eq. (11)] of the single-particle transition associated with
the orbital qgl. On the other hand, Fig. 5(b) shows the
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\(a) ® § (b)

(d) ¥ (e)

FIG. 6. Isovalue plots of I'-point FCH KS orbitals contribut-
ing most strongly to the auxiliary orbital &jEUMo(r) shown in
Fig. 4(d). Panels (a) through (f) indicate decreasing contributions
|CLUMO| starting from the largest: (a) orbital 337 (LUMO), (b) 335
(HOMO-1), (c) 336 (HOMO), (d) 282, (e) 148, and (f) 260. The
corresponding contributions can be found in Fig. 5(b).

absolute value of C;LUMO) = (= 1) (Wgs | W STMO~H0),
which, as seen from Eq. (29), serves as the contribution of (;31
to the auxiliary orbital 2% ,0- As expected, due to the factor
of 9;, these two contributions do not follow the same trend.
Panel (a) of Fig. 5 clearly shows that the largest contribution
to the MBXAS amplitude arises from the 148th FCH orbital
@14g, situated deep in the valence subspace. Predictably, ¢;4s
exhibits strong p character on the excited oxygen atom, as
seen from panel (e) of Fig. 6, which shows the isovalue plots
of FCH orbitals with appreciable contribution in &E{'}‘MO.
Conversely, as evident from Fig. 5(b), the largest contribution
to the auxiliary orbital comes from the FCH LUMO, which,
as already seen from Fig. 4(c), has negligible p character
on the core-excited oxygen atom. For the auxiliary orbital
™% 10» the noticeable p character on the excited atom can
then be attributed to the cumulative contributions from the
O-{) character of various valence orbitals having appreciable
C; UMO)

Note, from Eq. (23), that auxiliary orbitals can also be
defined in the GSB approach as

[Bl) = D (Wi | W ™O)ige)- 3D
c>N
However, due to the convergence issues discussed above,
this might require the evaluation and manipulation of a large
number of GS unoccupied orbitals, rendering the calculation
formidably expensive.

E. The f® contribution

Up to this point, each final state has been modeled by
adding an electron to an unoccupied orbital of the FCH state
so that each final state contains a single hole (i.e., the core
hole) and a single excited electron (the one added on top of

the FCH state). At this point we would like to briefly touch
upon the contribution of the so-called ™ terms [36] within
the MBXAS formalism, whereby the neutral final state is
generated by exciting, in addition to the aforementioned e-h
pair consisting of the core hole and the conduction electron,
additional e-h pairs outside the core region (i.e., pairs of
valence hole and conduction electron). In other words, a final
state |‘-IJ;.")) corresponding to the £ term contains, in total,
n number of holes (a single core hole and n — 1 number of
valence holes) and n number of conduction electrons. Such an
excited state is approximated as

| \Ijj(cn)> — | \IJ"’fn—l +otfitf—hpo1—. = >

FCH
= (=D*a, ...ayasa, ... a5 |Wecn),  (32)
with A = (N — hy — ... — h,—1), obtained by generating, in

addition to the core excitation, n — 1 number of electron-
hole pairs outside the core region, with the mth conduction
electron (valence hole) being indexed by f,, (h,,). Without
loss of generality, the orbital indices are made to follow
the order f, 1 > ... > fi > f > h,_1 > ... > hy. The core-
excited state shown in Eq. (3), which contains no valence hole,
can immediately be recognized as |\P}1)).

Within the CHB approach, the transition amplitude associ-
ated with |\IJ}”) ) can then be expressed as

AR:= <‘I’;n)| Zf’lﬁ;aolwcs)
]

_ Z(_1)y1<n)5l<w;rcfﬁ,l+...+f1+f7h,,,17...7h171+0‘\DGS>’
1

(33)
where

|lljl‘:'rgﬁ—l+---+fl+f*h"71*---7h1*l+0> _ (_1)},[01)5”[13|\Ijj(:1))7 (34)

with the term yl(") depending on the relative position of [
with respect to A . .. h,—;. Equations (33) and (34) reveal that,
within the CHB approach, the GS unoccupied orbitals are not
needed to compute the transition amplitude A(C’;S)_>f for any
value of n. Similar to the special case of f() [see Eq. (29)], a
general transition arising from the £ term can be associated
with the auxiliary orbital

|Blor)
_ Z(_ 1 )y;")(\st |\y;rgl,,{,l Fot fitf—hp1—..—l _l+0)|¢31).
l
(35)

As originally defined, we reiterate that within the MBXAS
formalism, the contribution of f for n > 1 ignores in-
teractions between the subsequent electron-hole pairs and,
therefore, is really only accurate for studies of metallic sys-
tems. It is especially inaccurate for insulating/semiconducting
systems which should exhibit significant exciton binding for
additional valence electron-hole pairs.
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IV. CONCLUSION

In summary, in this article, we have presented an efficient
representation of the determinant-based many-body formal-
ism for simulating x-ray absorption spectroscopy, called
MBXAS. We have shown that by recasting the relevant equa-
tions in terms of the CHB orbitals, one can circumvent the
need for calculating the unoccupied orbitals of the ground
state, leading to appreciable reduction in the computational
expenses. Additionally, the reformulated expression for the
transition amplitude does not suffer from convergence issues
since it is now limited to a sum of a finite number of terms.
Within the CHB approach, the amplitude is expanded as a
linear combination of independent-electron transitions from
various core-excited state orbitals. Therefore, such a treat-
ment facilitates a direct comparison of the MBXAS formalism
with the so-called single-particle approximation. As we show
analytically and with a representative example, the afore-
mentioned comparison motivates the association of a given
MBXAS transition to a purely single-particle electronic exci-
tation from the core level to a hypothetical auxiliary orbital.
A visual representation of this auxiliary orbital offers intuitive
justification for the relevant absorption intensity.
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APPENDIX A: DERIVATION OF EQ. (10)

While constructing a many-electron state from the empty
state |J) by applying a set of creation operators, let us fol-
low the following convention for the operator ordering: if
the energy of the ith orbital is lower than that of the jth
orbital, then the ith creation operator will be placed to the right
(not necessarily immediate right) of the jth creation operator.
Then, the state |¥y) [see Eq. (3)] can be written as

-

W) = a}aj'v L..aj,aia_...a0). (A1)

This gives us

_ I S e -
aga |y = a la;aN .. .a,_HalTal_1 ...aIlQ))
N—I+1) =7 =1 ~ ST o st ~
= (=1)NIF )aga}ajv ) ..alTJrla;a;a;_l ...a|0)
N—I+1) 57 =1 ~ St At .
= (=N )aga}a;r\, . ..a;r+1al_1 ...alrl(?))

= (_1)<N*’+1>-(—1)”51}&}v .af,al .. .ajal?).
(A2)

The second line is obtained by moving the operator d; to the
right in order to place it to the left of the operator Zz;. For this,
a; was moved by N + 1 — [ places since Eq. (A1) contains
(N + 1) operators in total. The third line is obtained from the
second simply by omitting &; and Ez,T. In the fourth line, Zlg was
moved by N places to the extreme right, immediately next to
|4). Now, if |lIl;gH_ %) denotes a core-excited state obtained
from |Wgcy) non-self-consistently by adding an electron to the
unoccupied orbital f and removing an electron from the occu-
pied orbital /, then, following the aforementioned convention
for operator ordering we can appreciate the equality

W) = 4l ¥ o

v ) =dlay...a,,a_, ...ajagld). (A3)

Then, plugging Eq. (A3) into Eq. (A2), we recover Eq. (10).

APPENDIX B: COMPUTATIONAL DETAILS

All DFT calculations, including structural relaxation of
the systems, are performed with plane-wave basis functions
and the PBE exchange-correlation functional implemented
in the Quantum Espresso package. For the calculations on
methanol, acetone, and CuO, ultrasoft pseudopotentials have
been used (Fig. 1 requires the computation of a large number
of unoccupied KS orbitals; this would be extremely expensive
with norm-conserving pseudopotentials) with energy cutoffs
of 30 eV and 240 eV for wave function and density, re-
spectively. Due to technical reasons related to the Quantum
Espresso package, calculating a linear combination of multi-
ple complex orbitals, which, as per Eq. (29), is required for
obtaining the auxilliary orbital, is complicated with ultrasoft
pseudopotentials. This is why, for the calculation on CrO,,
norm-conserving pseudopotentials have been used with en-
ergy cutoffs of 90 eV and 360 eV for wave function and
density, respectively. The single-particle wave functions are
expressed in terms of a set of optimal basis functions [46,47].
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