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A large polaron is a quasiparticle that consists of a nearly free electron interacting with the phonons of a
material, whose lattice parameters are much smaller than the polaron scale. The electron-phonon interaction also
leads to an attractive interaction between electrons, which can allow two polarons to pair up and form a bipolaron.
It has been shown that large bipolarons can form in theory due to strong one-electron–one-phonon coupling, but
they have not been seen in real materials because the critical value of the required electron-phonon interaction is
too large. Here, we investigate the effect of one-electron–two-phonon coupling on the large bipolaron problem.
Starting from a generalization of the Fröhlich Hamiltonian that includes both the standard one-electron–one-
phonon interaction as well as an anharmonic one-electron–two-phonon interaction, we use the path-integral
method to find a semianalytical upper bound for the bipolaron energy that is valid at all values of the Fröhlich
coupling strength α. We find the bipolaron phase diagram and conditions for the bipolaron stability by comparing
the bipolaron energy to the energy of two free polarons. The critical value of the Fröhlich coupling strength αcrit

is calculated as a function of the strength of the one-electron–two-phonon interaction. The results suggest that
large bipolaron formation is more likely in materials with significant one-electron–two-phonon interaction as
well as strong one-electron–one-phonon interaction, such as strontium titanate.
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I. INTRODUCTION

An electron moving through an ionic lattice will interact
with the phonons of that lattice since both the electron and the
ions are charged. This effect is known as electron-phonon in-
teraction. If there is only one electron moving through the lat-
tice, the electron will become dressed by the phonons, which
leads to the polaron quasiparticle. The polaron was originally
proposed in solids [1,2] but, in general, an impurity interacting
with a bosonic field is also known as a polaron in many
contexts. Other examples include spin polarons [3], exciton
polarons [4], ripplopolarons [5], magnetic polarons [6], and
the Bose polaron in ultracold gases [7,8]. In solids, a distinc-
tion is made between “large” and “small” polarons, where the
radius of the polaron wave function is much larger (or smaller,
respectively) than the size of the unit cell of the crystal.

While the single-polaron problem is interesting on its
own and has been extensively studied in the context of
both many-body physics [9–16] and density functional the-
ory [17–22], electron-phonon interaction becomes especially
important when more than one electron is involved. Electron-
phonon interaction causes an attractive interaction between
electrons which allows them to form pairs: Bose-Einstein
condensation of those pairs then leads to superconductivity.
In a many-electron gas with weak electron-phonon coupling,
the electrons can form Cooper pairs: this leads to conventional
superconductivity, which is well described by Bardeen-
Cooper-Schrieffer theory or Eliashberg theory [23–25].

In the limit of strong electron-phonon interaction, two
electrons can form a bipolaron [26–28]. Contrarily to Cooper
pair formation, a bipolaron can be understood with only two

electrons instead of requiring the thermodynamic limit of
many electrons [26,27]. In the past, bipolaron formation has
been proposed as a possible pairing mechanism for unconven-
tional high-Tc superconductors like La2CuO4 or YBa2Cu3O7

[28–31]. However, this proposal is controversial [32,33],
largely because there is no experimental evidence of large
bipolarons in three-dimensional (3D) materials.

For large polarons in polar semiconductors, the electron-
phonon coupling is usually well described by the Fröhlich
Hamiltonian [9] and the strength of this coupling is fully
determined by a single coupling parameter α. Within the
Fröhlich model, a variational analysis using the path-integral
method [27] has shown that large bipolaron formation in 3D
is possible above a critical value α > αcrit = 6.8. The Fröh-
lich model is excellent for harmonic materials, and assumes
that the electron-phonon coupling is linear as in Fig. 1(a).
However, it fails when describing highly anharmonic super-
conductors, such as metallic hydrogen [34–36], high-pressure
hydrides [37–39], and quantum paraelectrics such as potas-
sium tantalate or strontium titanate [40–42]. The pairing
mechanism in strontium titanate is the subject of ongoing
research [41]. One of the proposed pairings mechanisms is
due to a one-electron–two-phonon coupling to the soft trans-
verse optical (TO) mode of strontium titanate [43,44]. The
one-electron–two-phonon interaction, depicted in Fig. 1(c),
has been used to explain several other properties of strontium
titanate, such as the T 2 behavior of the resistivity at low
temperatures [42]. In recent years the effect of different one-
electron–two-phonon interaction models has been studied in
several other polaron systems, such as lattice polaron models
[45,46] and impurities in ultracold Bose gases [47–49].
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FIG. 1. Interactions between electrons (solid lines) and phonons
(dashed lines) that are considered in this paper. The previous treat-
ment of bipolarons using path integrals [27] includes the Fröhlich
interaction in (a) and the Coulomb interaction in (b): this paper also
includes the one-electron–two-phonon interaction shown in (c).

In a recent paper [50], it was shown that the one-electron–
two-phonon interaction of Fig. 1(c) also naturally appears
alongside three-phonon interaction when deriving the Fröh-
lich Hamiltonian for an anharmonic material. It is possible
to write an analytical expression for the interaction strengths
of the one-electron–two-phonon interaction [Fig. 1(c)] with
longitudinal optical (LO) phonons [50], suitable under the
same conditions that are used for the Fröhlich Hamiltonian
[9]. The goal of this paper is to investigate the stability of large
bipolarons when this anharmonic one-electron–two-phonon
interaction is taken into account. There are several meth-
ods for the calculation of the anharmonic polaron energy
[45,46,49,50] which can be adapted for bipolaron calcula-
tions. In this paper, the all-coupling path-integral method
[27] will be used: indeed, since only two phonons participate
in this anharmonic interaction, the resulting Hamiltonian is
still quadratic, allowing for a semianalytical solution of the
bipolaron problem.

This paper is structured as follows. In Sec. II, the Hamil-
tonian and Lagrangian of the anharmonic bipolaron problem
are introduced, and the phonons are eliminated in order to
obtain an effective action functional. In Sec. III, the variational
bipolaron model system is introduced and discussed, and this
model system is used to obtain a variational upper bound
for the anharmonic bipolaron energy. This energy is used in
Sec. IV to investigate the region where bipolaron formation is
possible. We conclude in Sec. V.

II. ANHARMONIC BIPOLARON SYSTEM

A. Extended Fröhlich Hamiltonian

In order to study the effect of one-electron–two-phonon
interaction on the bipolaron properties, we use the following
extension to the Fröhlich Hamiltonian that was derived in

[50], written in first quantization for the electrons and second
quantization for the phonons:

Ĥ = Ĥel + Ĥph + Ĥel-ph, (1)

Ĥel =
N∑

i=1

p̂2
i

2mb
+ 1

2

∑
k �=0

V (C)
k (ρ̂kρ̂−k − N ), (2)

Ĥph =
∑

k

h̄ωk

(
b̂†

kb̂k + 1

2

)
, (3)

Ĥel-ph =
∑
k �=0

V (F )
k (b̂†

k + b̂−k )ρ̂−k

+ 1

2

∑
k �=k′ �=0

V (1)
k,k′ (b̂

†
−k + b̂k )(b̂†

k′ + b̂−k′ )ρ̂k−k′ . (4)

Here b̂†
k and b̂k represent the creation and annihilation opera-

tors of the LO phonons, r̂i and p̂i are the individual electron
position and momentum operators, ρ̂k =∑N

j=1 eik·r̂ j is the
density operator of the electrons, and N is the number of
electrons (for a bipolaron, N = 2). This Hamiltonian is valid
under the same conditions as the Fröhlich Hamiltonian: it
applies to materials with cubic symmetry and two atoms in
the unit cell, and it is assumed that the electrons only interact
with the longitudinal optical phonon branch [50]. If there is
an inversion center, it must hold that V (1)

k,k′ = 0: therefore,
it is assumed that the material does not have an inversion
center. III-V semiconductors with the zinc-blende structure
satisfy all of these constraints. Also note that due to the ex-
clusion of the cases k = 0, k′ = 0, and k = k′ in the sums of
(1)–(4), one may assume that V (F )

0 = V (1)
0,k = V (1)

k,0 = V (1)
k,k = 0.

The Hamiltonian is fully described by the phonon dispersion
ωk and the momentum-dependent interaction strengths V (F )

k ,
V (C)

k , and V (1)
k,k′ of the processes in Fig. 1. We assume a single

dispersionless LO phonon branch as in the Fröhlich model [9],
and we use the interaction strengths from [50]:

ωk = ωLO, (5)

V (C)
k = h̄ωLO

4π
√

2U

V

√
h̄

2mbωLO

1

|k|2 , (6)

V (F )
k = h̄ωLO

√
4πα

V

(
h̄

2mbωLO

) 1
4 1

|k| , (7)

V (1)
k,k′ = −ih̄ωLO

√
4παT1

V

h̄

2mbωLO
|εi jl |

ki(k j − k′
j )k

′
l

|k||k − k′|2|k| . (8)

Here |εi jl | is the absolute value of the Levi-Civita tensor. All
results can be plotted in terms of four dimensionless material
parameters, which are assumed to be known: the strength
of the Coulomb interaction U , the strength of the Fröhlich
interaction α [9], the strength of the one-electron–two-phonon
interaction T1, and the dimensionless size of the unit cell
Ṽ0 = V0/( h̄

2mbωLO
)

3
2 which appears to regularize divergent mo-

mentum integrals [50,51]. Every material has a single value of
U , α, T1, and Ṽ0: these values can be found in Table I. U and
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TABLE I. Values for the model parameters U , α, T1, and Ṽ0

in (6)–(8) for the lightest III-V semiconductors in the zinc-blende
structure (space group F 4̄3m). The values in this table are taken or
calculated from Table I in [51].

U α T1 Ṽ0

BN 4.070 0.973 −0.00134 0.00121
BP 2.625 0.018 −0.00085 0.00123
AlN 4.566 1.492 −0.00069 0.00100
AlP 3.638 0.561 0.00050 0.00092

α can be expressed in terms of the low- and high-frequency
transverse dielectric constants ε0 and ε∞:

U = 1√
2h̄ωLO

e2

4πεvacε∞

√
2mbωLO

h̄
, (9)

α = 1√
2

(
1 − ε∞

ε0

)
U . (10)

Given a value for U , α, and T1, the interaction strengths (6)
and (7) and by extension the anharmonic bipolaron Hamilto-
nian (1)–(4) are uniquely determined. In this paper, we use the
path-integral method to find the ground-state energy of this
Hamiltonian.

B. Physical conditions on the material parameters

For a physical material, the parameters U , α, T1, and Ṽ0

cannot take on completely arbitrary values. For example, since
ε0 > ε∞ > 0 for any physical material, it can be seen from
Eqs. (9) and (10) that the values of U and α must satisfy the
following physical condition [27]:

U >
√

2α � 0. (11)

For the Fröhlich bipolaron (T1 = 0), this condition is suffi-
cient [27]. However, when one-electron–two-phonon interac-
tion is included, one needs to be more careful. In this section,
a new physical condition is derived by investigating the trans-
verse and longitudinal dielectric functions of the Hamiltonian
(1)–(4).

The transverse dielectric function represents the response
of the system to an oscillating electric field E(ω) [52]. It has
been calculated in [50] for the anharmonic Hamiltonian (1)–
(4), and can be written in terms of U and α as

εT (ω) = ε∞
ω2 − ω2

LO

ω2 − ω2
LO

(
1 −

√
2α

U

) . (12)

The transverse dielectric function of the anharmonic Hamil-
tonian is independent of T1 and is therefore the same as the
polariton-type dielectric function of the Fröhlich Hamiltonian
[52,53]. Requiring that ε0 := εT (0) > 0 immediately leads to
condition (11). The longitudinal dielectric function represents
the screening of the Coulomb interaction between two elec-
trons due to the exchange of phonons [23]. Figure 2 shows the
three different ways in which two electrons can interact, which
now includes a process involving one-electron–two-phonon
interactions. The longitudinal dielectric function εL(ω) is de-
fined such that the sum of all these processes can be written

FIG. 2. The three different interaction processes between two
electrons that contribute to the longitudinal dielectric function εL (ω):
(a) direct Coulomb interaction [23], (b) exchanging one phonon via
the Fröhlich interaction [9,23], and (c) exchanging two phonons via
the one-electron–two-phonon interaction [50]. kel, k, and q represent
four-momenta of the form k = (ω, k).

as a single interaction vertex [23]:

V (C,screened)
k (ω) := e2

V εvacεL(ω)

1

|k|2 . (13)

The diagrams in Fig. 2 have been drawn including the incom-
ing and outgoing electron lines. However, for the calculation
of the interaction vertex (13), these four lines should be ig-
nored. Interpreting the remaining parts of the diagrams in
Fig. 2 using the Feynman rules in [50,54] and adding up
the three diagrams yields the following expression for the
longitudinal dielectric function:

1

εL(ω)
= 1

ε∞
+ V εvacε∞|k|2

e2h̄

∣∣V (F )
k

∣∣2D0(ω)

+ iV εvacε∞|k|2
2e2h̄

∑
q

∣∣∣V (1)
−k+q,q

∣∣∣2

×
∫ +∞

−∞
D0(ω − ν)D0(ν)

dν

2π
, (14)

where D0(ω) is the free phonon Green’s function [23,50]. The
sums and integrals in expression (14) were calculated in [50].
A straightforward calculation yields

1

εL(ω)
= 1

ε∞

[
1 +

√
2α

U

(
ω2

LO

ω2 − ω2
LO

+ T 2
1

15Ṽ0

4ω2
LO

ω2 − 4ω2
LO

)]
.

(15)

In general, the longitudinal dielectric function is therefore not
equal to the transverse dielectric function (12). Taking the
high-frequency limit of (15) shows that εL(+∞) is equal to
ε∞. However, the low-frequency limit gives that εL(0) �= ε0:

εL(0) = ε∞

1 −
√

2α
U

(
1 + T 2

1

15Ṽ0

) . (16)
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Therefore, we must explicitly specify that ε0 represents the
transverse dielectric function at zero frequency. More impor-
tantly, for any physical material it must hold that εL(0) > 0:
otherwise, the screened Coulomb interaction becomes attrac-
tive, and the electron gas is unstable. Therefore, we obtain the
following physical condition on U , α, T1, and Ṽ0:

U >
√

2α

(
1 + T 2

1

15Ṽ0

)
> 0. (17)

If (17) is satisfied, then so is the other physical condition
(11): therefore, it is sufficient to only take condition (17) into
account for the anharmonic bipolaron problem.

Note that the distinction between longitudinal and trans-
verse dielectric functions is unnecessary when discussing the
Fröhlich Hamiltonian. Indeed, when T1 = 0, the longitudinal
dielectric function (15) reduces to the transverse dielectric
function (12), and the two physical conditions (11) and (17)
are the same. This explains why it is usually not specified
in the literature whether ε0 represents the longitudinal or

transverse dielectric constant [9], and why this distinction is
not made in [27] to determine the physical condition (11).

C. Imaginary-time Lagrangian and effective action functional

The path-integral method was first applied to the polaron
problem by Feynman [10] and has since been used in many
other treatments of polarons [49,55–57]. The basic idea be-
hind the method is to write the partition sum Z at inverse
temperature β as a double path integral over the electron
coordinates ri(τ ) and the phonon coordinates qk(τ ):

Z =
∫

Dri(τ )
∫

Dqk(τ )

× exp

(
−1

h̄

∫ h̄β

0
L(qk(τ ), q̇k(τ ), ri(τ ), ṙi(τ ))dτ

)
,

(18)

where L(qk(τ ), q̇k(τ ), ri(τ ), ṙi(τ )) is the classical Lagrangian
of the system in imaginary time. For the anharmonic polaron
Hamiltonian (1)–(4), the imaginary-time Lagrangian has al-
ready been calculated [50]:

L(qk(τ ), q̇k(τ ), ri(τ ), ṙi(τ )) =
N∑

i=1

mb

2
[ṙi(τ )]2 + 1

2

∑
k

V (C)
k [ρk(τ )ρ−k(τ ) − N] +

∑
k

mph

2

[|q̇k(τ )|2 + ω2
k|qk(τ )|2]

+ Re

[∑
k

√
2mphωk

h̄
V (F )

k ρk(τ )qk(τ )

]
+ Re

⎡
⎣∑

k,k′

2mph
√

ωkωk′

h̄
V (1)

k,k′ρk−k′ (τ )qk(τ )q∗
k′ (τ )

⎤
⎦,

(19)

where mph is an arbitrary phonon mass that does not influence
the results, and

ρk(τ ) =
N∑

j=1

eik·r j (τ ) (20)

is the classical analog of the electron density operator. The
only difference with the Lagrangian in [50] is the Coulomb
interaction term, which carries over directly from the
Hamiltonian.

Since the Lagrangian (19) is quadratic in the phonon coor-
dinates qk(τ ), the phonon path integral in (18) is a Gaussian
integral which may be performed exactly. This integral was
performed in [50] for a single electron. However, since the
calculation does not assume a specific expression for ρk(τ )
[58], and the additional Coulomb interaction does not depend
on qk(τ ), the result in [50] is valid for many electrons as long
as we add the Coulomb interaction afterwards. Therefore, the
partition sum Z can be written as a path integral over only the
electron coordinates:

Z =
(∏

k

1

2 sinh
( h̄βωk

2

)
) ∫

Dri(τ ) exp

(
−1

h̄
Seff[ri(τ )]

)
.

(21)

The effective action functional for the electrons Seff[ri(τ )]
can be written as the free-electron kinetic energy Sfree :=

∑N
i=1

∫ h̄β

0
1
2 mb[ṙi(τ )]2 dτ , plus several interaction terms:

Seff[ri(τ )] = Sfree[ri(τ )] − h̄OC[ri(τ )] − h̄
+∞∑
n=0

(−1)nOn[ri(τ )]

− h̄
+∞∑
n=1

(−1)n

n
Õn[ri(τ )]. (22)

The effective action functional (22) consists of a Coulomb
interaction term OC and two infinite series containing the
terms On and Õn: each of these terms is of order T n

1 in the
anharmonic interaction. The general expressions for On and
Õn can be found in [50]. In [50], the energy of a single polaron
was calculated under the assumption that the anharmonic in-
teraction is weak (T1 � 1), and only the first nonzero terms
in the infinite series O0 and Õ2 were kept. In Sec. III of
this paper, we must make the same assumptions in order to
proceed analytically. Under this approximation, the effective
action becomes

Seff[ri(τ )] ≈
∫ h̄β

0

N∑
j=1

1

2
mb[ṙ j (τ )]2dτ − h̄OC[ri(τ )]

− h̄O0[ri(τ )] − h̄

2
Õ2[ri(τ )], (23)
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where OC carries over directly from the Coulomb repulsion
term in (19), and O0 and Õ2 are given by the following
expressions [50]:

OC[ri(τ )] := 1

2h̄

∑
k

∫ h̄β

0
V (C)

k [ρ∗
k (τ )ρk(τ ) − N] dτ, (24)

O0[ri(τ )] := 1

2h̄2

∑
k

∫ h̄β

0

∫ h̄β

0
|V (F )

k |2ρ∗
k (τ )ρk(σ )

× GωLO (τ − σ ) dτ dσ, (25)

Õ2[ri(τ )] := 1

2h̄2

∑
k1,k2

∫ h̄β

0

∫ h̄β

0

∣∣V (1)
k1,k2

∣∣2ρ∗
k2−k1

(τ )ρk2−k1 (σ )

× GωLO (τ − σ )2 dτ dσ. (26)

In these expressions, the dimensionless phonon Green’s func-
tion Gω(τ ) is defined as

Gω(τ ) := cosh
[
ω
( h̄β

2 − |τ |)]
sinh

( h̄βω

2

) (−h̄β < τ < h̄β ). (27)

These interaction terms are no longer local in time: the elec-
trons can interact with the past image of themselves or the
other electron. This memory effect is introduced because the
phonons were eliminated from the description of the bipo-
laron. Within the weakly anharmonic approximation, the
effective bipolaron action functional Seff is a sum of the ki-
netic energy and three independent interaction terms. The
first interaction term OC represents the direct Coulomb re-
pulsion between the two electrons. The second interaction
term O0 represents a retarded interaction due to the Fröhlich
interaction in the absence of anharmonicity. The third inter-
action term Õ2 represents the dominant anharmonic retarded
interaction: if Õ2 is ignored, the effective action functional
reduces to the harmonic expression in [27].

We note that for the calculation of the path integral over the
electrons in (21), it must be specified whether the electrons
are distinguishable or not. To calculate the path integral over
indistinguishable electrons, it is necessary to sum over all
possible permutations of the end points of the those elec-
trons [59–61], including a sign for odd permutations. For
the remainder of the paper, it is assumed that the electrons
are distinguishable, for example, because they have opposite
spin: this corresponds to a bipolaron in the singlet state. This
assumption is also made in [27].

III. QUADRATIC MODEL SYSTEM

A. Jensen-Feynman inequality

In principle, the ground-state energy of the bipolaron can
be obtained by calculating the path integral for the partition
sum Z in (21) with the effective action (22), calculating
the free energy F = − 1

β
ln(Z ), and taking the β → +∞

limit. However, the path integral (21) is too complicated to
evaluate analytically, even for one polaron in the harmonic
approximation [10]. Therefore, we use the Jensen-Feynman
inequality [10,62] to calculate an upper bound for the free en-
ergy. For any model action functional S0[ri(τ )], the following
inequality holds:

F � F0 + 1

h̄β
〈Seff − S0〉0, (28)

where F0 is the free energy of the model system and 〈. . . 〉0

represents an expectation value with respect to the model ac-
tion S0, as defined in the Appendix. Both of these can always
be calculated if the model action is quadratic in the electron
coordinates. Equation (28) can be used as a variational prin-
ciple: the model action S0 is chosen with several variational
parameters in such a way that it mimics the original action.

The general effective action (22) consists of a kinetic
energy term and several interaction terms. Therefore, it is
possible to isolate the kinetic contribution Fkin and interaction
contribution Fint of the free-energy upper bound:

F � Fkin − Fint, (29)

Fkin := F0 − 1

h̄β
〈S0 − Sfree〉0, (30)

Fint := 1

β
〈OC〉0 + 1

β

+∞∑
n=0

(−1)n〈On〉0 + 1

β

+∞∑
n=1

(−1)n

n
〈Õn〉0.

(31)

The kinetic part Fkin only depends on the choice of the model
action and will be calculated exactly in Sec. III B. At weak an-
harmonicity T1 � 1, the interaction part can be approximated
by using expression (23) for the effective action functional:

Fint ≈ 1

β
〈OC〉0 + 1

β
〈O0〉0 + 1

2β
〈Õ2〉0. (32)

For this approximation, all of the higher-order terms were
discarded: these are 〈On〉 with n � 1 and 〈Õn〉 with n � 3.
It can be shown [58] that for the choices (7) and (8) for
the interaction strengths, the odd-order terms are all zero
(〈O2n+1〉 = 〈Õ2n+1〉 = 0) and the even-order terms are all pos-
itive (〈O2n〉 � 0 and 〈Õ2n〉 � 0). Therefore, even with the
approximate expression (32), the variational upper bound in
(29) still holds.

B. Choice of the model action

The model action S0[r1(τ ), r2(τ )] should be chosen in such
a way that it mimics the effective action functional (23) of the
bipolaron, but it should also be quadratic in the electron coor-
dinates so that its free energy F0 and expectation values 〈. . . 〉0

can be calculated exactly. We will choose a general quadratic
model action, based on the model actions in [27,57,60]

S0[r1(τ ), r2(τ )] = Sfree[r1(τ ), r2(τ )] (33)

+ mb

2

∫ h̄β

0

∫ h̄β

0

⎛
⎝1

2
f (τ − σ )

2∑
j=1

[r j (τ ) − r j (σ )]2 + g(τ − σ )[r1(τ ) − r2(σ ) − a]2

⎞
⎠ dτ dσ. (34)
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This model action represents two electrons at an equilib-
rium distance a of each other. Just like the interactions (25)
and (26) in the effective action functional (23), the electrons
interact with themselves and each other in the past: in (33),
these interactions are determined by the memory functions
f (τ ) and g(τ ), respectively. a, f (τ ), and g(τ ) are the varia-
tional parameters of the model. It is assumed that f (τ ) and
g(τ ) are defined on the interval [0, h̄β], and are periodically
extended outside this interval. Without loss of generality, f (τ )
and g(τ ) can be chosen to be symmetric around τ = h̄β/2.
The Coulomb repulsion between the electrons is also ap-
proximated as a quadratic repulsion around the equilibrium
displacement a, which is a significant drawback of this model.
Note that the model action used in [27], where the electrons
are coupled to each other and fictitious phonon masses by
springs, is a special case of (33) for a specific choice of
f (τ ) and g(τ ). This means that the variational upper bound
obtained with (33) will always be closer to the true free energy
than the one obtained with the model system in [27], though
just like for the Fröhlich polaron [57], the difference turns out
to be negligible [58].

It is usually more convenient to write the electron paths
r j (τ ) in terms of their Fourier-Matsubara coefficients r j (ωn),
where ωn are the bosonic Matsubara frequencies:

r j (τ ) =
∑
n∈Z

r j (ωn)eiωnτ , (35)

r j (ωn) := 1

h̄β

∫ h̄β

0
r j (τ )e−iωnτ dτ, (36)

ωn := 2πn

h̄β
. (37)

Then, the model action can be written in terms of two profile
functions A+(ωn) and A−(ωn) [57]:

S0 = mb

4
h̄β
∑
n∈Z

[
ω2

nA+(ωn)|r1(ωn) + r2(ωn)|2

+ ω2
nA−(ωn)|r1(ωn) − r2(ωn) − aδn,0|2

]
. (38)

The discrete set of values A±(ωn) can be used instead of f (τ )
and g(τ ) as variational parameters. Indeed, using (35) in (33)
and comparing with (38) shows that the profile functions can
be written in terms of f (τ ) and g(τ ) as follows:

A+(ω) = 1 + 4

ω2

∫ h̄β

2

0
sin2

(ωτ

2

)
f (τ )dτ

+ 4

ω2

∫ h̄β

2

0
sin2

(ωτ

2

)
g(τ )dτ, (39)

A−(ω) = 1 + 4

ω2

∫ h̄β

2

0
sin2

(ωτ

2

)
f (τ )dτ

+ 4

ω2

∫ h̄β

2

0
cos2

(ωτ

2

)
g(τ )dτ. (40)

Both of these profile functions approach 1 as ω → +∞. In
the low-frequency limit, A+(0) remains constant, but A−(ω)
diverges as 1/ω2:

lim
ω→0

ω2A−(ω) = 2
∫ h̄β

0
g(τ )dτ := 2h̄βg0, (41)

where g0 is the zeroth coefficient of the Fourier-Matsubara
series of g(τ ). It will appear in our intermediary results before
the limit β → +∞ is taken. Since it can be calculated from
A−(ω), it should be seen as the variational parameter corre-
sponding to A−(0).

C. Expectation values with respect to the model action

Because the model action functional (33) is quadratic, its
free energy F0 and expectation values 〈. . . 〉0 can be calculated
exactly in terms of the profile functions. In the Appendix, it is
shown that

F0 = 2Ffree + 3

β

+∞∑
n=1

{ln[A+(ωn)] + ln[A−(ωn)]}

+ 1

β
ln

[
V

(
mg0

π h̄β2

) 3
2

]
, (42)

1

h̄β
〈S0 − Sfree〉0 = 3

β

[
1

2
+

+∞∑
n=1

(
1 − 1

A+(ωn)

)

+
+∞∑
n=1

(
1 − 1

A−(ωn)

)]
. (43)

Here Ffree = − 1
β

ln[V ( mb

2π h̄2β
)

3
2 ] is the free energy of one free

electron, and V is the volume of the system. These two
quantities are enough to calculate the kinetic part (30) of the
free-energy upper bound:

Fkin = 2Ffree + 1

β
ln

[
V

(
mg0

π h̄β2

) 3
2

]
− 3

2β

+ 3

β

+∞∑
n=1

{
ln[A+(ωn)] + 1

A+(ωn)
− 1

+ln[A−(ωn)] + 1

A−(ωn)
− 1

}
. (44)

In order to calculate the interaction free energy (32), the
expectation values of expressions (24), (25), and (26) are
required:

〈OC〉0 := 1

2h̄

∑
k

∫ h̄β

0
V (C)

k [〈ρ∗
k (τ )ρk(τ )〉0 − 2]dτ, (45)

〈O0〉0 := 1

2h̄2

∑
k

∫ h̄β

0

∫ h̄β

0

∣∣V (F )
k

∣∣2〈ρ∗
k (τ )ρk(σ )〉0

× GωLO (τ − σ )dτ dσ, (46)

〈Õ2〉0 := 1

2h̄2

∑
k1,k2

∫ h̄β

0

∫ h̄β

0

∣∣V (1)
k1,k2

∣∣2〈ρ∗
k2−k1

(τ )ρk2−k1 (σ )〉0

× GωLO (τ − σ )2dτ dσ. (47)

Only one expectation value appears in these expressions,
which is also calculated in the Appendix:

〈ρ∗
k (τ )ρk(σ )〉0 = 2e− h̄

2mb
k2D11(τ−σ )

+ 2 cos(k · a)e− h̄
2mb

k2D12(τ−σ )
, (48)
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where the pseudotime functions D11(τ ) and D12(τ ) can be calculated from the profile functions:

D11(τ ) = 4

h̄β

+∞∑
n=1

sin2
(

ωnτ
2

)
ω2

nA+(ωn)
+ 4

h̄β

+∞∑
n=1

sin2
(

ωnτ
2

)
ω2

nA−(ωn)
, (49)

D12(τ ) = 4

h̄β

+∞∑
n=1

sin2
(

ωnτ
2

)
ω2

nA+(ωn)
+ 4

h̄β

+∞∑
n=1

cos2
(

ωnτ
2

)
ω2

nA−(ωn)
+ 1

h̄2β2g0
. (50)

Using (48) in (45)–(47) allows for the calculation of the interaction free energy (32). With the following integrals [27,50,51]

∑
q

∣∣∣V (1)
q,q−k

∣∣∣2 = 4T 2
1

15Ṽ0

∣∣V (F )
k

∣∣2, (51)

∑
k

∣∣V (F )
k

∣∣2 cos(k · a)e− h̄
2mb

k2D(τ ) = (h̄ωLO)2α√
πωLOD(τ )

χ

(
ã

2
√

ωLOD(τ )

)
, (52)

χ (x) :=
√

π

2x
Erf(x), (53)

the interaction free energy can be written in terms of the pseudotime functions D11(τ ) and D12(τ ) and the dimensionless

bipolaron separation ã := |a|/
√

h̄
2mbωLO

as follows:

Fint ≈ 2αh̄ω
3
2
LO√

π

∫ h̄β

2

0

[
1√

D11(τ )
+ 1√

D12(τ )
χ

(
ã

2
√

ωLOD12(τ )

)][
GωLO (τ ) + 2T 2

1

15Ṽ0
GωLO (τ )2

]
dτ

− h̄ωLOU

√
2

πωLOD12(0)
χ

(
ã

2
√

ωLOD12(0)

)
. (54)

Given an expression for the profile functions A±(ωn), an upper bound for the true free energy of the bipolaron can be calculated
by calculating the pseudotime functions with (49) and (50), and then combining Eqs. (29), (44), and (54).

D. Minimization of the variational upper bound

The variational upper bound given by (29) must still be minimized with respect to all possible choices for the profile functions.
This can be done by calculating the derivatives ∂F

∂A+(ωn ) ,
∂F

∂A−(ωn ) , and ∂F
∂g0

, and setting each of them equal to zero. Since the kinetic
free energy Fkin is known exactly (44), the upper bound can be written as

F � 2Ffree + 1

β
ln

[
V

(
mg0

π h̄β2

) 3
2

]
+ 3

2β
+ 3

β

+∞∑
n=1

{
ln[A+(ωn)] + 1

A+(ωn)
− 1 + ln[A−(ωn)] + 1

A−(ωn)
− 1

}

− Fint[D11(τ ),D12(τ )], (55)

where Fint, given by (54), depends on the profile functions only through the functional dependence on the pseudotimes D11(τ )
and D12(τ ) on the interval τ ∈ [0, h̄β/2]. Therefore, the derivatives of Fint with respect to the profile functions can be calculated
using the chain rule for functional derivatives [63] and the partial derivatives ∂D11(τ )

∂A±(ωn ) ,
∂D12(τ )
∂A±(ωn ) , and ∂D12(τ )

∂g0
from (49) and (50).

After setting each of the derivatives equal to zero, the resulting equations can straightforwardly be solved for the profile functions
A±(ωn). Quite elegantly, it turns out that the profile functions that minimize the energy can be written in the form of their original
definitions (39) and (40), but where the interaction functions f (τ ) and g(τ ) are given by

f (τ ) = 1

3h̄

δFint

δD11(τ )
= αω3

LO

3
√

π

1

[ωLOD11(τ )]
3
2

(
GωLO (τ ) + 2T 2

1

15Ṽ0
GωLO (τ )2

)
, (56)

g(τ ) = 1

3h̄

δFint

δD12(τ )
= αω3

LO

3
√

π

e− ã2

4ωLOD12 (τ )

[ωLOD12(τ )]
3
2

(
GωLO (τ ) + 2T 2

1

15Ṽ0
GωLO (τ )2 − U√

2αωLO

δ(τ )

)
. (57)

Together, the expressions for the profile functions A±(ωn) [(39) and (40)], the pseudotimes D11(τ ) and D12(τ ) [(49) and (50)],
and the interaction functions [(56) and (57)] form a closed set of coupled integral equations. This set of equations can be solved
numerically by iteration to obtain the profile functions, which can then be used to calculate the variational upper bound for the
free energy.

In this paper, we are only concerned with the ground-state energy of the bipolaron, which can be found from the free energy by
taking the β → +∞ limit. In this limit, a sum over the discrete Matsubara frequencies ωn becomes an integral over a continuous
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frequency variable ω through the substitution 1
h̄β

∑
n → 1

2π

∫
dω. The profile functions are then determined by the following

integral equations, obtained from taking the β → +∞ limit of Eqs. (39) and (40), (49) and (50), and (56) and (57):

A+(ω) = 1 + 4αω
3
2
LO

3
√

πω2

∫ +∞

0

⎡
⎣ sin2

(
ωτ
2

)
D11(τ )

3
2

+ sin2
(

ωτ
2

)
e− ã2

4ωLOD12 (τ )

D12(τ )
3
2

⎤
⎦(e−ωLOτ + 2T 2

1

15Ṽ0
e−2ωLOτ

)
dτ, (58)

A−(ω) = 1 + 4αω
3
2
LO

3
√

πω2

∫ +∞

0

⎡
⎣ sin2

(
ωτ
2

)
D11(τ )

3
2

+ cos2
(

ωτ
2

)
e− ã2

4ωLOD12 (τ )

D12(τ )
3
2

⎤
⎦(e−ωLOτ + 2T 2

1

15Ṽ0
e−2ωLOτ

)
dτ − 2

√
2Uω

1
2
LO

3
√

πω2

e− ã2

4ωLOD12 (0)

D12(0)
3
2

,

(59)

D11(τ ) = 2

π

∫ +∞

0

sin2
(

ωτ
2

)
ω2A+(ω)

dω + 2

π

∫ +∞

0

sin2
(

ωτ
2

)
ω2A−(ω)

dω, (60)

D12(τ ) = 2

π

∫ +∞

0

sin2
(

ωτ
2

)
ω2A+(ω)

dω + 2

π

∫ +∞

0

cos2
(

ωτ
2

)
ω2A−(ω)

dω. (61)

Once the profile functions and pseudotimes are found by solving these integral equations, the ground-state energy of the
bipolaron E (bip)

0 can be calculated from the following upper bound, which is the β → +∞ limit of (29), (44), and (54):

E (bip)
0

h̄ωLO
� 3

2πωLO

∫ +∞

0

[
ln[A+(ω)] + 1

A+(ω)
− 1 + ln[A−(ω)] + 1

A−(ω)
− 1

]
dω

− 2α
√

ωLO√
π

∫ +∞

0

[
1√

D11(τ )
+ 1√

D12(τ )
χ

(
ã

2
√

ωLOD12(τ )

)][
e−ωLOτ + 2T 2

1

15Ṽ0
e−2ωLOτ

]
dτ

+ U

√
2

πωLOD12(0)
χ

(
ã

2
√

ωLOD12(0)

)
, (62)

In Sec. IV, the integral equations (58)–(61) will be solved
both numerically at all couplings, as well as analytically in
the weak- and strong-coupling limits. In order to determine
whether the bipolaron is stable, we will also need the energy
of a single polaron. This result can be obtained by assuming
the two electrons are infinitely far away: ã → +∞. In that
case, it holds that A+(ω) = A−(ω) := A(ω). D12(τ ) does not
influence the results and can be dropped, and we may denote
D11(τ ) := D(τ ). Then, Eqs. (58)–(61) for A(ω) and D(τ ) re-
duce to the integral equations for the single-polaron problem:

A(ω) = 1 + 4αω
3
2
LO

3
√

πω2

∫ +∞

0

sin2
(

ωτ
2

)
D(τ )

3
2

×
(

e−ωLOτ + 2T 2
1

15Ṽ0
e−2ωLOτ

)
dτ, (63)

D(τ ) = 4

π

∫ +∞

0

sin2
(

ωτ
2

)
ω2A(ω)

dω. (64)

The upper bound for the energy of a single polaron E (1)
0 is then

half of the bipolaron upper bound (62):

E (1)
0

h̄ωLO
� 3

2πωLO

∫ +∞

0

[
ln[A(ω)] + 1

A(ω)
− 1

]
dω

− α
√

ωLO√
π

∫ +∞

0

e−ωLOτ + 2T 2
1

15Ṽ0
e−2ωLOτ

√
D(τ )

dτ. (65)

When anharmonicity is neglected (T1 = 0), Eqs. (63)–(65)
reduce to the results in [57]. Furthermore, if the interaction

functions f (τ ) and g(τ ) and the profile functions A±(ω) are
chosen to match the bipolaron model action in [27], expres-
sion (62) for the bipolaron energy reduces to the known
harmonic result [27].

IV. CONDITIONS FOR BIPOLARON STABILITY

An important question when discussing bipolarons is
whether or not the bipolaron is stable. If two electrons are
introduced into a material described by the Hamiltonian (1)–
(4), they will only form a bipolaron if their energy E (bip)

0 is
smaller than the energy 2E (1)

0 of two single polarons that are
infinitely far away (ã → +∞). In this section, the possibility
of bipolaron formation is investigated by looking for values of
U , α, T1, and Ṽ0 where E (bip)

0 < 2E (1)
0 .

The energy E (1)
0 of a single anharmonic polaron is

not known exactly. For the Fröhlich polaron, the diagram-
matic Monte Carlo method [13,15] provides numerically
exact results for all values of α. We note that recent ad-
vances in the diagrammatic Monte Carlo method [45] and
the x-representation method [46] have made it possible to
treat one-electron–two-phonon interaction; however, neither
method has yet been applied to the Fröhlich-type anharmonic
Hamiltonian (1)–(4) used in this paper. Therefore, we will
use the upper bound (65) as a reference point for the single-
polaron energy, so that both the single-polaron energy and the
bipolaron energy are treated to the same level of approxima-
tion. In the harmonic case T1 = 0, this energy is very close
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to the true ground-state energy [10,13,15]: it is assumed that
this remains true when T1 is nonzero but small. This allows us
to answer the question of bipolaron stability fully within the
path-integral formalism, just like in [27].

A. Analytical solutions of the integral equations

In general, the integral equations (58)–(61) are too compli-
cated to be solved analytically. However, in several limiting
cases it is possible to solve the equations approximately, yield-
ing approximate bounds for the bipolaron stability region. It
is assumed that ã = 0 for the remainder of this section: this
assumption will be motivated further in Sec. IV B.

First, we investigate the region around the physical bound-

ary (17), U ≈ √
2α(1 + T 2

1

15Ṽ0
). In this case, the longitudinal

dielectric constant εL(0) given by (16) is very large, so that the
effective interaction between the two electrons is weak. At the
end of Sec. III, it was motivated that two weakly interacting
electrons correspond to the case where the profile functions
are nearly equal to each other. Since A−(ω) should have a
1/ω2 divergence, the following ansatz for the profile functions
can be proposed:

A+(ω) ≈ A(ω) + O(u), (66)

A−(ω) ≈ A(ω) + A(0)
u2

ω2
+ O(u). (67)

Here A(ω) is the one-polaron function which satisfies (63) and
(64), and u � 1 is a small frequency that must be determined

by self-consistently solving Eqs. (58)–(61). It is assumed that
the neglected terms O(u) do not have a divergence as a func-
tion of ω. Using these profile functions, the pseudotimes can
be calculated from (60) and (61), which yield

D11(τ ) = 4

π

∫ +∞

0

sin2
(

ωτ
2

)
ω2A(ω)

dω + O(u)

= D(τ ) + O(u), (68)

D12(τ ) = 2

π

∫ +∞

0

dω

ω2A(ω) + u2A(0)
+ O(u)

= 1

uA(0)
+ O(u), (69)

where D(τ ) also satisfies Eqs. (63) and (64). Using these
pseudotimes in (58) and (59) allows for the calculation of the
profile functions, which are of the form (66) and (67) but with

u2 =
√

A(0)ωLOu
3
2

2
√

2

3
√

π

[√
2α

(
1 + T 2

1

15Ṽ0

)
− U

]
. (70)

If U >
√

2α(1 + T 2
1

15Ṽ0
), the only possible solution to this

equation is u = 0, which yields the model action of two
uncoupled polarons with total energy 2E (1)

0 . However, when

U <
√

2α(1 + T 2
1

15Ṽ0
), a second solution with a lower energy

is possible. The energy can be found by evaluating the upper
bound (62) with (66)–(69), which yields

⎧⎪⎨
⎪⎩

E (bip)
0 � 2E (1)

0 − h̄ωLO
2A(0)

3π

[√
2α
(
1 + T 2

1

15Ṽ0

)− U
]2

if U <
√

2α
(

1 + T 2
1

15Ṽ0

)
,

E (bip)
0 = 2E (1)

0 if U �
√

2α
(

1 + T 2
1

15Ṽ0

)
.

(71)

When the physical condition U �
√

2α(1 + T 2
1

15Ṽ0
)is not sat-

isfied, bipolaron formation is always possible since E (bip)
0 <

2E (1)
0 . This behavior is also seen in the harmonic treatment of

the bipolaron problem [27]. It also makes intuitive sense: it
was shown in Sec. II B that the effective interaction between
two electrons is attractive in this region, making it perfectly
feasible that the electrons pair up to form a bipolaron. From
here on, we will refer to this unphysical bipolaron solution as
the “attractive solution.”

In the strong-coupling limit α 
 1, the energy functional
(62) has several other local minima, which also allow for bipo-

laron formation when U >
√

2α(1 + T 2
1

15Ṽ0
). These minima can

again be found by iterating the integral equations (58)–(61)
once, this time starting from the following proposal for the
pseudotimes:

D11(τ ) ≈ 1

2

1 − e−v1ωLOτ

v1ωLO
+ 1

2

1 − e−v2ωLOτ

v2ωLO
+ O

(
1

v2
1

,
1

v2
2

)
,

(72)

D12(τ ) ≈ 1

2

1 − e−v1ωLOτ

v1ωLO
+ 1

2

1 + e−v2ωLOτ

v2ωLO
+ O

(
1

v2
1

,
1

v2
2

)
,

(73)

where v1 and v2 are large positive parameters that are yet to be
determined. This proposal is inspired by the pseudotimes from
the model action in [27] at large coupling. With the harmonic
average of v1 and v2 denoted as 2/( 1

v1
+ 1

v2
) := v, the profile

functions (58) and (59) are given by

A+(ω) ≈ 1+ 4α

3
√

π
v

3
2

⎛
⎝ 1

ω2

ω2
LO

+1
+ T 2

1

15Ṽ0

1
ω2

ω2
LO

+ 4

⎞
⎠+ O

(
α

v
3
2

)
,

(74)

A−(ω) ≈ 1 + 4

3
√

π

ω2
LO

ω2

[
α

(
1 + T 2

1

15Ṽ0

)
v

3
2 − U√

2
v

3
2
2

]

+ O(α
√

v). (75)

With these profile functions, the pseudotimes can be calcu-
lated with Eqs. (60) and (61) by decomposing the integrands
into partial fractions, and approximating the resulting coeffi-
cients up to highest order. The result can again be written as
(72) and (73), but where v1 and v2 are given by⎧⎪⎨

⎪⎩
4αv3/2

3
√

π

(
1 + T 2

1

15Ṽ0

)
= v2

1,

4αv3/2

3
√

π

(
1 + T 2

1

15Ṽ0

)
− 2

√
2Uv

3/2
2

3
√

π
= v2

2 .

(76)
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The solutions of this system of equations represent possible local minima of the energy at strong coupling. It can be solved
exactly to find two solutions:

v1,± = 16α2

9π

(
1 + T 2

1

15Ṽ0

)2

(1 − x±)3, (77)

v2,± = 16α2

9π

(
1 + T 2

1

15Ṽ0

)2 (1 − x±)4

1 + x±
, (78)

where x± :=
U 2 ± U

√
U 2 + 128α2

(
1 + T 2

1

15Ṽ0

)2

64α2
(

1 + T 2
1

15Ṽ0

)2 . (79)

Since it is explicitly assumed that v1, v2 � 0, these solutions are only valid if −1 < x± < 1. The ground-state energy of the
bipolaron can be calculated by using (72)–(75) with the values (77) and (78) for v1 and v2. This yields

E (bip)
0 � 2E (1)

0

[
8(1 − x±)2

(
1 − U

2(1+x± )
1
2
√

2α

(
1+ T 2

1
15Ṽ0

)
)

− 2(1 − x±)3

(
1 +

√
1 − U

(1+x± )
3
2
√

2α

(
1+ T 2

1
15Ṽ0

)
)]

, (80)

where E (1)
0 = − α2

3π
(1 + T 2

1

15Ṽ0
)2 is the energy of one polaron

in the strong-coupling limit [50,58]: this can be verified by
repeating the strong-coupling calculation presented here, in
the case ã → +∞. Note that E (1)

0 � 0: therefore, bipolaron
formation is possible when the factor between square brackets
in (80) is larger than one. In the strong-coupling limit, up to
four local minima for the energy are possible: a minimum
corresponding to two polarons infinitely far apart ã → +∞
with total energy 2E (1)

0 , the minimum corresponding to the
attractive solution with energy (71), and two minima that
are only possible when α 
 1 with energies given by (80).
Figure 3 shows the energy of each of these minima: the bipo-
laron state with the lowest energy is the state that will form

FIG. 3. The four possible local minima of the bipolaron energy
functional (62), in the strong-coupling limit α 
 1. The attractive
solution depends on the specific values of α and T1 and is plotted
using A(0) = 1. The energies are given in Eqs. (65), (71), and (80) of
the main text. Bipolaron formation is possible in the physical region,

as long as U < 1.0853
√

2α(1 + T 2
1

15Ṽ0
).

in practice. In the physical region, only the strong-coupling
bipolaron corresponding to the x+ solution of (80) can form.
Note that each of the solutions only exists in a limited range
of U values: the attractive solution smoothly transitions into
the solution with two free polarons at the physical boundary

U = √
2α(1 + T 2

1

15Ṽ0
), the solution based on x+ ends where

x+ = 1, and the solution based on x− ends where the argument
of the square root in (80) becomes negative. The energy of this
bipolaron is lower than two free polarons as long as

U < 1.0853
√

2α

(
1 + T 2

1

15Ṽ0

)
− O(1). (81)

Therefore, within this model, bipolaron formation is certainly
possible at sufficiently high values of α and T1. These ana-
lytical results qualitatively match the results in [27]: at weak
coupling bipolaron formation is only possible outside the
physical region, but if α is large enough, bipolaron formation
is possible in the physical region as long as U satisfies (81).

B. Numerical calculation of the bipolaron phase diagram

The analytical treatment of Sec. IV A gives results for the
bipolaron stability in the weak- and strong-coupling limits.
To find the bipolaron phase diagram for all values of U , α,
T1, and Ṽ0, the integral equations (58)–(61) must be solved
numerically, and the resulting energy (62) must be minimized
with respect to the average separation ã of the electrons.

The basic idea of the numerical solution scheme is the
same as the one in [57]. First, the integrals over ω and τ

are transformed to a finite domain by the substitutions ω :=
tan2(πω′/2) and τ := tan2(πτ ′/2). ã is also transformed
to a finite domain by writing it as ã = 2ã′/(1 − ã′2): then,
ω′, τ ′, ã′ ∈ [0, 1]. Then, the functions A±(ω′), D11(τ ′), and
D12(τ ′) are discretized on a grid of Gaussian points, and initial
guesses for A±(ω′) and ã′ are chosen. These initial guesses
determine to which of the local minima in Fig. 3 the solution
will converge. In practice, the energy must only be calculated
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FIG. 4. Energy of the bipolaron as a function of U , for different
values of α and T1. Each figure was made with Ṽ0 = 0.001. Dashed
lines represent local minima of the energy functional (62) with a
higher energy than the global minimum (solid line). Dashed-dotted
lines represent the exact energy of two free polarons, calculated
with diagrammatic Monte Carlo in the case T1 = 0 [13,15]. When
α and/or T1 are sufficiently high, bipolaron formation is possible in
the physical region given by (17).

close to the physical boundary and the bipolaron critical point:
in this region, up to two local minima appear, which are
reached by choosing ã′ = 0 and 1 as initial guesses. For the
initial guesses of the profile functions, we choose the “weak-

coupling” analytical solutions (66) and (67) if α(1 + T 2
1

15Ṽ0
) <

3.5, and the strong-coupling analytical solutions (74) and (75)
otherwise. Once the initial guess is chosen, the pseudotimes
D11(τ ) and D12(τ ) are calculated with (60) and (61), and
the ground-state energy (62) is numerically minimized with
respect to ã′. This ground-state energy E (bip)

0 is stored in
memory. Then, the new profile functions A±(ω) are calculated
using (58) and (59). This process is repeated until E (bip)

0 has
converged up to nine significant digits. Finally, in order to
ensure convergence with respect to the grid, the number of
grid points is doubled, and the whole calculation is repeated
using the newly calculated profile functions A±(ω) as initial
guesses, until E (bip)

0 has converged up to five significant dig-
its. We note that even though the explicit minimization with
respect to ã was included in this scheme, all the converged
results in this paper either ended on ã′ = 0 or 1. The latter
option corresponds to two free polarons with |a| → +∞. This
implies that if the bipolaron is stable, it always forms with
a = 0. This numerical result also validates a posteriori the
assumption of setting ã = 0 in Sec. IV A. The above process
can be repeated to calculate the bipolaron energy for different
values of U , α, and T1. Figure 4 shows the bipolaron energy
as a function of U for several values of α and T1. Recall
that this energy represents a variational upper bound, which
is expected to be close to the true energy if T1 � 1 due to
the approximation in (32). In Fig. 4, the harmonic results with
T1 = 0 match both qualitatively and quantitatively with the
result known in the literature [27]. When α is too small, bipo-
laron formation is impossible in the physical region. However,

FIG. 5. Bipolaron phase lines for different values of T1, where
Ṽ0 = 0.001. The full phase diagram is three dimensional: the graph
shows slices of the phase boundary at fixed values of T1. Bipolaron
formation is possible below the solid phase line. The filled regions
bounded by dashed lines do not satisfy the physical condition (17)
for the respective values of T1. Bipolaron formation in the physical
region is only possible above a critical value αcrit: the critical values
are indicated on the graph with a circle. The critical value decreases
as T1 increases. The values of U and α of the materials in Table I
were added for clarity.

when α is large enough, there is a region where the energy
functional (62) has two local minima: one corresponding to
two polarons infinitely far away, and one corresponding to
the bipolaron. There is a region where the bipolaron energy
is lower and the physical condition (17) is satisfied: this is
where bipolaron formation is possible in practice. The ener-
gies in [27] are very close to those obtained by minimizing the
general quadratic action functional (33). Therefore, the only
advantage of using the general quadratic action functional
(33) is that it makes it easier to derive the analytical limits of
Sec. IV A: for the numerical minimization, the model action
in [27] is sufficient. When T1 = 0, the bipolaron energy can
also be compared to the numerically exact energy of two free
polarons, calculated with diagrammatic Monte Carlo [13,15].
Since Fig. 4 shows a region for α = 9 where the bipolaron
energy is lower than the exact energy of two polarons, and the
results in Fig. 4 represent an upper bound for the bipolaron
energy, it is guaranteed that a physical bipolaron region ex-
ists. Increasing the strength of the one-electron–two-phonon
interaction T1 does not significantly influence the bipolaron
properties when α is small: all it does is shift the physical
boundary to higher U . When α is large, however, the bipolaron
is stable until relatively higher values of U . This indicates
that bipolaron formation is more viable when one-electron–
two-phonon interaction is present. This becomes even more
clear upon studying the bipolaron phase diagram. Figure 5
shows the (U, α) bipolaron phase diagram for different values
of T1. The phase line is constructed as follows: for every
value of α, choose the highest value of U where the bipolaron
solution of Fig. 4 is the global minimum. Then, bipolaron
formation is possible for all values (U, α) below the phase
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FIG. 6. Critical value αcrit above which bipolaron formation is
possible, as a function of the one-electron–two-phonon interaction
strength T1 where Ṽ0 = 0.001. The critical value is significantly
lowered for larger T1. The numerical results are fitted nicely by the
phenomenological equation (82).

line: in this region the electron-phonon attraction is strong
and the Coulomb repulsion is weak. The phase line exactly
matches the physical boundary (17) until some critical value
of the electron-phonon coupling αcrit, above which the slope
of the phase line slightly increases and a physical bipolaron
region opens. Therefore, bipolaron formation is only possible
when α is sufficiently large. This result matches the well-
known harmonic result [27] and follows the qualitative
prediction made from the analytical results of Sec. IV A. Quite
notably, increasing the one-electron–two-phonon interaction
significantly decreases αcrit, even within the assumption that
T1 must be small. This can be understood by noting that
the Fröhlich interaction and the one-electron–two-phonon in-
teraction both lead to an attractive interaction between the
electrons, as shown in Fig. 2. When one-electron–two-phonon
interaction is present, the same net electron attraction can be
reached with a weaker Fröhlich interaction.

The dependence of αcrit as a function of T1 is shown in
Fig. 6. The critical value first decreases quadratically and
then linearly as a function of T1. Based on this behavior, the
following phenomenological equation can be proposed for
αcrit, which fits the numerical results with an error less than
0.5% on the interval shown in Fig. 6:

αcrit(T1) ≈ 6.79 − 2.10

⎛
⎝
√

1 + 0.31
T 2

1

Ṽ0
− 1

⎞
⎠, (82)

which contains the harmonic result αcrit(0) ≈ 6.8 [27] as a
special case. This equation is written in terms of the combi-
nation T 2

1 /Ṽ0 because in the expression for the ground-state
energy (62) and the integral equations (58)–(61), the material
parameters T1 and Ṽ0 only appear in this combination. This
is an artifact of the weak anharmonicity approximation (32):
in general, solutions of the Hamiltonian (1)–(4) can depend
on T1 and Ṽ0 separately [58]. Regardless, within the theory of
this paper, the result must only depend on T 2

1 /Ṽ0.
Within the Fröhlich model [9,27], three-dimensional large

bipolarons are possible in theory, but the critical value

αcrit = 6.8 is too large in practice: materials with strong
electron-phonon interaction, such as RbCl or LiF, have α ∼
4–5 [22,64]. The results from this section suggest that bipo-
laron formation could be feasible in materials with both
significant Fröhlich interaction and significant one-electron–
two-phonon interaction. Indeed, even for a modest value T1 =
0.1, the critical value is lowered to the much more realistic
value αcrit = 4.7, and for materials with higher one-electron–
two-phonon interaction this critical value would be lowered
even more.

V. DISCUSSION, OUTLOOK, AND CONCLUSION

In this paper, we investigated the energy and stability of a
large bipolaron that interacts with a phonon field through both
the Fröhlich interaction and the one-electron–two-phonon in-
teraction using the path-integral method [27]. In order to
study the problem analytically, we used the Hamiltonian (1)–
(4) from [50], where the strengths of the interactions are
each determined by a single parameter: U for the Coulomb
interaction, α for the Fröhlich interaction, and T1 for the one-
electron–two-phonon interaction. The downside of this model
is that it is only applicable to a very limited range of materials.

The main result in Sec. IV is that the one-electron–
two-phonon interaction is favorable for the stability of the
large bipolaron, and that the bipolaron critical value αcrit de-
creases significantly as T1 is increased (Fig. 6). This suggests
that large bipolaron formation may be possible in materials
with significant one-electron–two-phonon interaction. Unfor-
tunately, the quantitative predictions in Sec. IV are difficult to
translate to real materials. As of yet, the value of T1 is only
known for the four materials in Table I, and these materials
turned out to have negligible one-electron–two-phonon inter-
action: T1 ∼ 0.001. It is unclear whether a material exists that
satisfies all the requirements [50] to use the Hamiltonian (1)–
(4), and which has a significantly large value of T1. In [50], it
is shown that for a material with the zinc-blende structure, T1

can be defined through a mixed third-order derivative of the
lattice potential energy Upot with respect to the relative ionic
position w and the electric displacement field D. This can also
be written as a derivative of the Born effective charge tensor
Z with respect to the relative ionic position:

∂3Upot

∂wi∂w j∂Dl

∣∣∣∣
w=D=0

∼ ∂Zjl

∂wi

∣∣∣∣
w=D=0

∼ T1|εi jl |. (83)

Therefore, it may be expected that T1 may be larger in mate-
rials where the Born effective charges strongly depend on the
ionic positions.

Given the result that one-electron–two-phonon interac-
tion benefits the formation of bipolarons for the Hamiltonian
(1)–(4), it could be interesting to investigate bipolaron forma-
tion using other methods that have recently been adapted to
include one-electron–two-phonon interaction, such as the dia-
grammatic Monte Carlo method [45] and the x-representation
method [46]. The major advantage of these methods is that
they are able to calculate the (bi)polaron energy exactly, with-
out making the approximations used in this paper. We also
note that one-electron–two-phonon interaction may have a
significant effect on bipolaron formation in ultracold Bose
gases since there is a high degree of experimental control
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over the relative importance of the different interaction terms
in this system. Furthermore, the methods of this paper can
be straightforwardly applied to the ultracold Bose polaron
problem [48,49] since its Hamiltonian is also of the form
(1)–(4) with different expressions for ωk, V (F )

k , V (C)
k , and V (1)

k,k′ .
We note that in the full effective action (22), the On terms
dominate for the ultracold Bose bipolaron rather than the Õn

terms [49]; however, a fully analytical treatment of these terms
is still possible.

Based on the results of Sec. IV, we may expect that stron-
tium titanate is a potential candidate for the formation of
large bipolarons: it has significant Fröhlich coupling to the
LO phonon modes [64,65], but also significant one-electron–
two-phonon coupling to the soft TO phonon modes [42–44].
Additionally, as a quantum paraelectric, it has a very high
static dielectric constant ε0 [41,66], indicating that strontium
titanate is very close to the physical boundary according to
(16) and (17). Whether large bipolarons can form in strontium
titanate remains an open question in the literature [31,67–
70]. In particular, they have been proposed as an explana-
tion for the formation of preformed electron pairs without
a superconducting state [71,72], leading to a description of
superconductivity in terms of a BEC-BCS crossover [41,73].

It is important to note that the results of this paper can-
not be directly applied to strontium titanate: since it has an
inversion center and more than two atoms in the unit cell, the
Hamiltonian (1)–(4) are not valid for strontium titanate. When
studying one-electron–two-phonon interaction, the following
interaction or a similar form is often used in the literature
[42,44,74–75]:

H2ph = −g
∫

P(r)2ψ†(r)ψ (r)d3r, (84)

where ψ (r) is the electron wave function which can be re-
lated to the electron density operator, P(r) is the polarization
density which can be related to the phonon operators [42],
and g is a phenomenological model parameter that determines
the strength of this interaction, similarly to T1. This Hamil-
tonian is also quadratic in the phonon coordinates and can
therefore be treated with the theory of Secs. II and III. The
results in Sec. IV suggest that bipolarons are more easily
stabilized when the interaction (84) is included, so long as
g is sufficiently large. An interesting outlook is the explicit
path-integral treatment of bipolarons with (84), which might
provide a quantitative prediction for the bipolaron phase line
in strontium titanate.

We provided a semianalytical variational upper bound for
the ground-state energy of the anharmonic bipolaron, and we
used this upper bound to study the stability of the bipolaron
in terms of the material parameters U , α, and T1. As in the
harmonic case, bipolaron formation is only possible above a
critical value of α, but this critical value strongly depends on
the strength of the one-electron–two-phonon interaction T1.
The result can be summarized in the simple phenomenolog-
ical equation (82), and it is shown that αcrit ∼ 5 for modest
values of T1. Following these results, we suggest that large
bipolaron formation is possible in materials that have strong
Fröhlich electron-phonon interaction as well as significant
one-electron–two-phonon interaction.
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APPENDIX: EXPECTATION VALUES
FOR THE BIPOLARON MODEL ACTION

In this Appendix, we calculate the free energy F0 and
several expectation values associated with the quadratic bipo-
laron model action (33). The partition sum Z0 of an action
functional S0[r1(τ ), r2(τ )], and the expectation value of a
generic functional A[r1(τ ), r2(τ )] with respect to the action
functional S0[r1(τ ), r2(τ )], are defined as follows within the
path-integral formalism [62]:

Z0 :=
∫

Dr1(τ )
∫

Dr2(τ )e− 1
h̄ S0[r1(τ ),r2(τ )], (A1)

〈A〉0 := 1

Z0

∫
Dr1(τ )

∫
Dr2(τ )A[r1(τ ), r2(τ )]

× e− 1
h̄ S0[r1(τ ),r2(τ )], (A2)

where Dr(τ ) represents a cyclic path integral. The free energy
and all the expectation values that we need in this paper
can be found from the following path integral, which can be
calculated exactly:

J[F1(τ ), F2(τ )] =
∫

Dr1(τ )
∫

Dr2(τ )

× e
− 1

h̄ S0[r1(τ ),r2(τ )]+i
2∑

j=1

∫ h̄β

0 F j (τ )·r j (τ ) dτ

,

(A3)

where F1(τ ) and F2(τ ) represent forces on the electrons. Once
J[F1(τ ), F2(τ )] is known, the partition sum Z0 and the gener-
ating expectation values of the model action can be calculated
as follows:

Z0 = J[0, 0], (A4)

〈
exp

⎛
⎝i

2∑
j=1

∫ h̄β

0
F j (τ ) · r j (τ ) dτ

⎞
⎠〉

0

= J[F1(τ ), F2(τ )]

J[0, 0]
.

(A5)

All the expectation values in this paper can be calculated from
(A5) by choosing specific expressions for F1(τ ) and F2(τ ).

First, note that the separation a can be eliminated from the
path integral by the following substitutions:

r1(τ ) → x1(τ ) + a
2
, (A6)

r2(τ ) → x2(τ ) − a
2
. (A7)
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Then, the effect of a can be separated immediately:

J[F1(τ ), F2(τ )] = exp

(
ia
2

·
∫ h̄β

0
[F1(τ ) − F2(τ )] dτ

)
J[F1(τ ), F2(τ )]|a=0. (A8)

The remaining path integral is most easily calculated in Fourier-Matsubara space. Using the conventions (35)–(37) for the
Fourier-Matsubara series, and using the following integration measure for the path integrals [62]:

∫
Dr(τ ) →

∫
R3

d3r(ω0)( 2π h̄2β

mb

) 3
2

+∞∏
n=1

∫
C3

d3r(ωn)(
π

βmbω2
n

)3 , (A9)

a straightforward calculation yields

J[F1(τ ), F2(τ )]|a=0 =
2∏

j=1

⎛
⎜⎜⎝
∫
R3

d3r j (ω0)(
2π h̄2β

mb

) 3
2

+∞∏
n=1

∫
C3

d3r j (ωn)(
π

βmbω2
n

)3
⎞
⎟⎟⎠

× exp

(∑
n∈Z − mbβω2

n
4 [A+(ωn)|r1(ωn) + r2(ωn)|2 + A−(ωn)|r1(ωn) − r2(ωn)|2]

−ih̄β
∑

n∈Z[F1(ωn) · r1(−ωn) + F2(ωn) · r2(−ωn)]

)
. (A10)

Note that the Fourier-Matsubara with n < 0 are not independent since r j (−ωn) = r∗
j (ωn): therefore, the integration measure only

contains integrals over the Fourier-Matsubara components with n � 0. The above multidimensional integral can be reduced to a
product of independent one-dimensional Gaussian integrals by writing the coordinates r1 and r2 in terms of the center-of-mass
coordinates:

R(ωn) = r1(ωn) + r2(ωn)

2
, (A11)

r(ωn) = r2(ωn) − r1(ωn). (A12)

This transformation has a Jacobian of 1. Then, using the fact that A+(0) is constant and A−(0) diverges as (41), the integral
becomes a product of several independent Gaussian integrals:

J[F1(τ ), F2(τ )]|a=0 =
∫
R3

d3R(ω0)(
2π h̄2β

mb

) 3
2

exp
(− ih̄β[F1(ω0) + F2(ω0)] · R(ω0)

)
(A13)

×
∫
R3

d3r(ω0)(
2π h̄2β

m

) 3
2

exp

(
−mbh̄β2g0

2
|r(ω0)|2 − ih̄β

2
[F2(ω0) − F1(ω0)] · r(ω0)

)
(A14)

×
+∞∏
n=1

∫
C3

d3R(ωn)(
π

βmbω2
n

)3 exp

(
−2mbβω2

nA+(ωn)|R(ωn)|2
−ih̄β{[F1(ωn) + F2(ωn)] · R(ωn) + [F1(−ωn) + F2(−ωn)] · R∗(ωn)}

)

(A15)

×
+∞∏
n=1

∫
C3

d3r(ωn)(
π

βmbω2
n

)3 exp

(
−mbβω2

n
2 A−(ωn)|r(ωn)|2

− ih̄β

2 {[F2(ωn) − F1(ωn)] · r(ωn) + [F2(−ωn) − F1(−ωn)] · r∗(ωn)}

)
.

(A16)

The first integral (A13) only converges if F1(ω0) + F2(ω0) = 0 or, equivalently, if∫ h̄β

0
[F1(τ ) + F2(τ )] dτ = 0. (A17)

This condition states that the total force exerted on the model system must be zero. Whenever we will calculate expectation
values in this paper, this condition will be satisfied. In that case, we assume the integral over the volume R3 is over a large
but finite volume V , so that

∫
R3 d3R(ω0) = V . The second integral (A14) converges only if g0 �= 0, which we will assume

for the remainder of the derivation. The other integrals converge and can be straightforwardly calculated since they are simple
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three-dimensional Gaussian integrals. The result is

J[F1(τ ), F2(τ )]|a=0 =V

(
mb

2π h̄2β

) 3
2

(+∞∏
n=1

1

A+(ωn)

)3
1

(2h̄3β3g0)
3
2

(+∞∏
n=1

1

A−(ωn)

)3

× exp

⎛
⎜⎜⎜⎜⎝

−∑+∞
n=1

h̄2β

2mbω2
n

⎡
⎢⎣
(

1
A+(ωn ) + 1

A−(ωn )

)
[F1(ωn) · F1(−ωn) + F2(ωn) · F2(−ωn)]

+
(

1
A+(ωn ) − 1

A−(ωn )

)
[F1(ωn) · F2(−ωn) + F2(ωn) · F1(−ωn)]

⎤
⎥⎦

− h̄
8mbg0

[F1(ω0) − F2(ω0)]2

⎞
⎟⎟⎟⎟⎠. (A18)

This expression can be written in a more intuitive form by rewriting the forces in imaginary time τ using (36). This leads to the
final result

Z0 = V

(
mb

2π h̄2β

) 3
2

(+∞∏
n=1

1

A+(ωn)

)3
1

(2h̄3β3g0)
3
2

(+∞∏
n=1

1

A−(ωn)

)3

, (A19)

J[F1(τ ), F2(τ )]|a=0 = Z0 exp

(
h̄

4mb

∫ h̄β

0

∫ h̄β

0

[
D11(τ − σ )

∑2
i=1Fi(τ ) · Fi(σ )

2D12(τ − σ )F1(τ ) · F2(σ )

]
dτ dσ

)
, (A20)

where the pseudotimes are defined as

D11(τ ) = − 2

h̄β

+∞∑
n=1

cos(ωnτ )

ω2
nA+(ωn)

− 2

h̄β

+∞∑
n=1

cos(ωnτ )

ω2
nA−(ωn)

− 1

2h̄2β2g0
+ c, (A21)

D12(τ ) = − 2

h̄β

+∞∑
n=1

cos(ωnτ )

ω2
nA+(ωn)

+ 2

h̄β

+∞∑
n=1

cos(ωnτ )

ω2
nA−(ωn)

+ 1

2h̄2β2g0
+ c. (A22)

Because of condition (A17), the pseudotimes are only defined up to the same constant c: the value of c does not influence any
expectation value 〈. . . 〉0. We use this freedom to choose c such that D11(0) = 0:

c = 2

h̄β

+∞∑
n=1

1

ω2
nA+(ωn)

+ 2

h̄β

+∞∑
n=1

1

ω2
nA−(ωn)

+ 1

2h̄2β2g0
, (A23)

which simplifies further calculations. Combining (A23) with (A21)-(A22) gives the expressions (49) and (50) for the pseudo-
times that were presented in the main text.

The free energy of the model action follows immediately from the partition sum (A19):

F0 = 3

β

+∞∑
n=1

{ln[A+(ωn)] + ln[A−(ωn)]} − 1

β
ln

[
V

(
m

2π h̄2β

) 3
2

]
+ 3

2β
ln(2h̄3β3g0), (A24)

and it is easily shown that this expression is equivalent to (42) of the main text. This expression, as well as expressions (49)
and (50) for the pseudotimes, are in principle only valid for g0 �= 0. If g0 = 0, the integral in (A14) must also be taken over a
finite volume in order to obtain a finite result. However, we only apply the results of this Appendix to the temperature-zero case
β → +∞. A careful calculation yields that in this limit, the problematic terms with g0 in (49) and (50) and (A24) all disappear,
making this subtlety irrelevant.

The general expectation value (A5) is found by combining (A8) and (A20):〈
exp

(
i
∫ h̄β

0
[F1(τ ) · r1(τ ) + F2(τ ) · r2(τ )] dτ

)〉
0

= exp

(
ia
2

·
∫ h̄β

0
[F1(τ ) − F2(τ )] dτ

)
exp

[
h̄

4m

∫ h̄β

0

∫ h̄β

0

(
D11(τ − σ )[F1(τ ) · F1(σ ) + F2(τ ) · F2(σ )]

+2D12(τ − σ )F1(τ ) · F2(σ )

)
dτ dσ

]
.

(A25)

For the remaining calculations, the following four expectation values are sufficient [27], which can be found from (A25) by
taking the forces proportional to Dirac delta functions:〈

eik·[r1(τ )−r1(σ )]
〉
0 = e− h̄k2

2mb
D11(τ−σ )

, 〈eik·[r2(τ )−r2(σ )]〉0 = e− h̄k2

2mb
D11(τ−σ )

, (A26)

〈eik·[r1(τ )−r2(σ )]〉0 = eik·ae− h̄k2

2mb
D12(τ−σ )

, 〈eik·[r2(τ )−r1(σ )]〉0 = e−ik·ae− h̄k2

2mb
D12(τ−σ )

. (A27)
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The density-density expectation value (48) follows immediately from these expectation values and the definition (20) of the
density ρk(τ ). They may also be used to calculate the expectation value (43) of the model action itself. With the following
quadratic expectation values

〈[r j (τ ) − r j (σ )]2〉0 = −∇2
k〈eik·[r j (τ )−r j (σ )]〉0|k=0 = 6

h̄

2mb
D11(τ − σ ), (A28)

〈[r1(τ ) − r2(σ ) − a]2〉0 = −∇2
k〈eik·[r1(τ )−r2(σ )−a]〉0|k=0 = 6

h̄

2mb
D12(τ − σ ), (A29)

the expectation value of the model action becomes

1

h̄β
〈S0 − Sfree〉0 = mb

2h̄β

∫ h̄β

0

∫ h̄β

0

⎛
⎜⎝ 1

2 f (τ − σ )
2∑

j=1
〈[r j (τ ) − r j (σ )]2〉0

+g(τ − σ )〈[r1(τ ) − r2(σ ) − a]2〉0

⎞
⎟⎠ dτ dσ (A30)

= 3h̄
∫ h̄β

2

0
[ f (τ )D11(τ ) + g(τ )D12(τ )] dτ (A31)

= 3

β

+∞∑
n=1

1

A+(ωn)

(
4

ω2
n

∫ h̄β

2

0
sin2

(ωnτ

2

)
f (τ ) dτ + 4

ω2
n

∫ h̄β

2

0
sin2

(ωnτ

2

)
g(τ ) dτ

)

+ 3

β

+∞∑
n=1

1

A−(ωn)

(
4

ω2
n

∫ h̄β

2

0
sin2

(ωnτ

2

)
f (τ ) dτ + 4

ω2
n

∫ h̄β

2

0
cos2

(ωnτ

2

)
g(τ ) dτ

)

+ 3

2h̄β2g0

∫ h̄β

0
g(τ ) dτ, (A32)

where in the last step we used expressions (49) and (50) for the pseudotimes. The integrals over τ are simply the profile functions
(39) and (40) minus 1. Therefore,

1

h̄β
〈S0 − Sfree〉0 = 3

2β
+ 3

β

+∞∑
n=1

(
1 − 1

A+(ωn)

)
+ 3

β

+∞∑
n=1

(
1 − 1

A−(ωn)

)
, (A33)

which is expression (43) in the main text.
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