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Tuning the interplay of spin-orbit coupling and trigonal crystal-field effect
in the Ising-like spin system Ca3Co2O6
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In the Ca3Co2O6 (CCO) system, the large contribution of the orbital moment to the magnetization and the
strong magnetocrystalline anisotropy (MCA) are considered to give rise to the Ising magnetism. In this study,
the dominant role of both spin-orbit-coupling (SOC) and crystal-field (CF) effects behind this Ising character
of magnetism is qualitatively elucidated from the temperature and field dependence of magnetization in the
presence of hydrostatic pressures up to 1.04 GPa in a CCO single crystal (SC). The local trigonal prismatic
environment is compressed with the application of high pressure, resulting in higher trigonal CF as compared to
ambient conditions. It reduces the effect of SOC due to the initiation of orbital quenching that finally decreases
orbital moment contributions to both the magnetization and the MCA, respectively. This interplay of triagonal
CF and SOC effects is further shown from the detailed quantitative analysis of the field-dependent magnetization
in different orientations of CCO and Ca3Co1.8Fe0.2O6 (CCFO) SCs at ambient pressure by employing a simple
classical model and second-order perturbative analysis of SOC. The complete quenching of the orbital moment
of Fe3+ (S = 5/2) in CCFO weakens the MCA and also helps in deducing the SOC effect. Furthermore, the
estimated anisotropic constants using density functional theory very well capture the Ising magnetism in CCO
and deviation from it in CCFO compared to that of classical results.
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I. INTRODUCTION

Strong spin-orbit-coupling (SOC)-induced Ising mag-
netism has drawn huge attention in recent years and it has been
investigated in a great variety of magnetic systems [1–16].
The spin chain compound Ca3Co2O6 (CCO) is one of the
important candidates belonging to this class of material due
to its fascinating magnetic properties [8–31]. It is crystallized
in a rhombohedral structure where the spin chain of Co2O6 is
formed by the alternating arrangement of nonmagnetic octa-
hedra (OCT) (S = 0) and magnetic trigonal prism (TP) (S =
2) sites under the space group R3̄c [11,15,17–21]. It has been
established that different values of the residual crystalline field
along the chain promotes two distinct spin states of Co3+

ions at two consecutive sites. The behavior of this spin chain
compound has been considered as a one-dimensional system
at high temperature due to one order higher magnitude of
the ferromagnetic (FM) intrachain interaction strength among
S = 2 Co3+ ions as compared to the average interchain cou-
pling [18,22–25]. However, this spin system is ordered in a
three-dimensional (3D) ferrimagnetic (FIM) state at low tem-
perature due to the influence of both intrachain and interchain
couplings [14,26–31]. In a high magnetic field, this 3D FIM
state converts to 3D FM state [14,17–19,26–31].

Moreover, the presence of an unconventional orbital mag-
netic moment in the magnetization and the magnetocrystalline
anisotropy (MCA) are the two important aspects to reconcile

the Ising-like behavior of this spin chain system. An enor-
mous theoretical and experimental effort has been devoted to
understanding this issue. Initially, the magnetic anisotropy of
the FM chain has been described by Kageyama et al. in a
magnetization study in random and aligned (along the c axis)
powders of the CCO system [9]. A random or partially ordered
system might introduce a considerable amount of error in
the anisotropy estimation. Later on, the anisotropic nature of
the magnetic susceptibility in CCO single crystals (SC) has
been established by Hardy et al. and the reported data were
presented down to 50 K in this study [10]. Moreover, the
existence of both the crystal-field effect and SOC has been
argued in the CCO spin system from density functional theory
calculation. It gives rise to a large orbital moment contribution
to the magnetization and strong MCA, respectively [11,12].
However, the crystal-field splitting of the cobalt d orbital is
one of the debated issues in these studies [11,12]. The orbital
contribution is also confirmed by the observed saturation mo-
ment (∼5.0 μB) in magnetization studies and the extracted
value of the large orbital moment (∼1.7 μB) from the analysis
of x-ray magnetic circular dichroism (XMCD) [13–15,30].
Thus, both the SOC and the trigonal crystal-field effects have
a significant role in the Ising-like character of the CCO spin
system. On the contrary, a non-Ising-like behavior has been
reported by Cheng et al. that might result from the helical ex-
change pathways in this spin system [16]. These controversies
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have led us to further explore the nature of magnetism in this
prototype spin chain system.

To shed light on this, an attempt is made here by controlling
orbital degrees of freedom through oxygen-ligand field modu-
lation at the TP site. This is achieved here by applied external
high pressure and chemical substitution of Fe3+ (S = 5/2),
respectively, in the CCO spin system. Strengthening of the
trigonal CF effect with the application of hydrostatic pressure
reduces the domination of SOC due to the higher tendency
of orbital quenching at high pressure with respect to ambient
conditions in CCO SC. It reduces both the orbital moment
contribution to magnetization and the MCA. At the same time,
the exactly half-filled d shell of Fe3+ (S = 5/2) quenches
the orbital moment of iron in Ca3Co1.8Fe0.2O6 (CCFO) SC.
As a result, effective SOC has been reduced in CCFO SC
as compared to CCO, resulting in the decrease of the MCA.
Here, it is clearly shown that both SOC and CF effects are
playing crucial roles in the orbital moment contributions to the
magnetization and the MCA which are ultimately responsible
for the Ising nature of magnetism in the CCO system.

II. EXPERIMENTAL DETAILS

Single crystals of Ca3Co2O6 and Ca3Co1.8Fe0.2O6 were
grown with the flux method using K2CO3 flux [14]. The
needle shape crystals had a length of ∼3 mm along the c
axis. The field and temperature dependencies of magnetiza-
tion along the c axis of CCO single crystals were carried
out at various hydrostatic pressures with a superconducting
quantum interface device magnetometer (MPMS-3, Quantum
Design, USA). Daphne-7373 oil was used as the pressure
transmitting medium inside the copper-beryllium cell. A small
piece of superconducting Sn wire was used to calibrate the
high pressure. In this experiment, one of the main difficulties
is the orientation fixing of a CCO single crystal. This was
resolved by cooling the system in the presence of a 70-kOe
field down to the freezing point of the Daphne-7373 oil, and
thereafter, the cooling field was isothermally switched off. In
this method, the crystallographic c axis of the CCO single
crystal can easily be aligned parallel to the applied magnetic
field as compared to the ab plane which is supported by the ex-
perimentally observed saturation moment. At the same time,
magnetization measurements along different crystallographic
axes of CCO and CCFO single crystals were performed at
ambient pressure using the vibrating sample magnetometer
(±160 kOe, Quantum Design, USA).

III. RESULT AND DISCUSSIONS

A. High-pressure studies

Figure 1(a) shows the temperature dependence of magneti-
zation at 5 kOe in the field-cooled mode along the c axis of a
CCO single crystal at various hydrostatic pressures. It sug-
gests that a three-dimensional ferrimagnetic state stabilizes
below the onset point of long-range ordering (TLRO ∼ 25 K) at
ambient pressure. This TLRO shifts to higher temperature with
the application of hydrostatic pressure as shown in the inset of
Fig. 1(a). At the same time, the magnetization of the low-T 3D
FIM state is found to decrease at higher pressure as compared
to ambient conditions. Reduction of the magnetization of the

FIG. 1. (a) Variation of field-cooled magnetization as a function
of temperature at 5 kOe, whereas the inset shows the zoomed-in
view of M (T) around long-range ordering. (b) Zoomed-in view of
field-dependent magnetization in the low-field range at 15 K in two
different hydrostatic pressures.

low-T 3D FIM state is further confirmed by field-dependent
magnetization measurements along the c axis at 15 K in the
field decreasing branch which is shown in Fig. 1(b). The
zoomed-in view of the field dependence of magnetization in
the lower field range is depicted in Fig. 1(b) for the sake of
clarity. It clearly supports the lessening of the magnetization
associated with the low-T 3D FIM state at higher pressures.
Due to difficulties in fixing the single-crystal orientation in-
side the pressure cell the magnetization data were not recorded
along the hard axis (ab plane).

Figure 2(a) represents the variation of magnetization as a
function of the field along the crystallographic c axis at 15 K at
two different applied pressures. Similar to earlier observations
(see the Refs. [14,17,30,31]), magnetic field cycling converts
the 3D ferrimagnetic state to a fully saturated 3D FM state
with a saturation magnetization of ∼5.0 μB for parallel orien-
tation of the c axis of the CCO single crystal with respect to
the field direction. Considering the high-spin state of trivalent
Co at the TP site due to different residual crystal electric fields
as compared to the OCT site along the chain in the CCO
system, i.e., S = 2 (Co3+), the spin-only moment would be at
about 4.0 μB, whereas the experimentally observed saturation
is at ∼5.0 μB. Thus, the remaining moment is thought to
come from the orbital contribution. This is consistent with
previous reports of magnetization, neutron diffraction, and
XMCD studies in the CCO spin system [13–15,24,30]. There
are many cobaltate systems, such as LaCoO3, α-CoV2O6, and

FIG. 2. Plot of magnetization as a function of field at different
hydrostatic pressures at (a) 15 K and (b) 10 K, respectively. The
inset of panel (b) illustrates the pressure dependence of the saturation
magnetization at 10 K.
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FIG. 3. Splitting of d orbitals of cobalt ions at the trigonal prism
site due to (a) the crystal-field effect and (b) both crystal-field and
SOC effects.

γ -CoV2O6, showing such a huge contribution of the orbital
moment to the magnetization [2–4]. The presence of this large
orbital contribution also indicates the existence of SOC in
this spin system that leads to a strong MCA. This anisotropic
nature of the magnetism behavior has already been established
in this system [9–12,14,16]. Therefore, it is evident that the
large contribution of the orbital moment to the magnetization
and the strong MCA are the outcome of SOC and trigonal
crystal-field effects in this system. Further, the saturation mo-
ment of the 3D FM state is decreased with the application
of hydrostatic pressure (up to P ∼ 1.04 GPa) like that of the
3D FIM state. Moreover, similar to 15 K, the reduction of the
magnetization of both 3D FIM and 3D FM states is observed
in the field dependence of the magnetization along the c axis at
10 K with increasingly higher pressure, which is demonstrated
in Fig. 2(b). The inset of Fig. 2(b) depicts the variation of the
saturation magnetization of the fully magnetized 3D FM state
with applied pressures at 10 K. It shows that magnetization
of the 3D FM state is reduced by 3% with applied pressure
up to 1.04 GPa as compared to 0 GPa. This small change in
the magnetization of both 3D FIM and 3D FM states with
hydrostatic pressure might be entirely dominated by modula-
tion of the orbital moment, because the substantial change in
magnetization due to spin-crossover will be significantly high
as observed in LaCoO3 and many other systems [2,32–34].

To interpret this orbital modulation and its consequences,
the splitting of fivefold degenerate atomic d orbitals of cobalt
in the crystal environment of the CCO system has been
discussed by considering the crystal-field and SOC effects,
respectively. In the CCO compound, Co3+ (high spin) d or-
bitals at the TP site splits as [dz2 (dx2−y2 dxy) (dxz dyz)] due to
the crystal-field effect which is depicted in Fig. 3(a) [12,35].
Inclusion of the spin-orbit interaction to this crystal-field split-
ting brings down the dx2−y2 orbital and lifts the degeneracy
of (dx2−y2 dxy) states; this is schematically demonstrated in
Fig. 3(b) [11,12]. As a result, the dx2−y2 shell is converted into
a doubly occupied electronic ground state [15]. It might lead
to a huge orbital moment and strong MCA due to an orbital
quantum number of this dx2−y2 shell higher than that of the dz2

level. Thus, the dominance of both SOC and the trigonal crys-
tal field is responsible for the Ising-like behavior of this spin
chain system. On the other hand, the crystallographic trigonal-
prism site squeezes with the application of high pressure,
resulting in an increase of the crystal-field effect. It ultimately
affects the splitting of cobalt d orbitals at the TP site. The dz2

shell lies at a lower energy level while significantly increasing

FIG. 4. [(a) and (b)] The hydrostatic-pressure dependence of
long-range ordering temperature and critical field of field-driven
3D ferrimagnetic to 3D ferromagnetic transition. The inset of panel
(a) shows the plot of the temperature derivative of magnetization vs
temperature in different single-crystal orientations at 5 kOe.

the effect of the crystal electric field at high pressure. This
would decrease the influence of spin-orbit coupling at higher
hydrostatic pressure due to an increase in the tendency of or-
bital quenching. It reduces the orbital moment contribution to
the magnetization and the MCA, correspondingly, in this spin
system. In this limit, the Ca3Co2O6 spin system deviates from
its Ising-like magnetic nature. Here, a different energy level
scheme of crystal-field splitting at the TP site is considered
as compared to Ref. [11] to describe the magnetization data
at ambient or high pressure, because the dz2 shell is generally
the lower energy level in the case of crystal-field splitting at
the trigonal prism site as interpreted in Refs. [12,35].

Therefore, the interplay of the crystal-field effect and SOC
with applied hydrostatic pressure alter the splitting of d or-
bitals. This would further modulate the underlying exchange
pathways in the CCO system. Some evidence of the exchange
interaction modulation of surrounding chains is found in the
pressure dependence of TLRO in single-crystalline CCO, which
is represented in Fig. 4(a) [6,36–39]. This onset point of
long-range ordering is obtained from the first-order deriva-
tive of temperature-dependent magnetization with respect to
temperature. It depicts a linear variation of TLRO with the
application of pressures, and the obtained value of dT LRO/dP
is ∼0.65 K/GPa. It suggests that the coupling strength of
the surrounding spin chains is enhanced with the application
of high pressure. This strengthening of interchain interaction
occurs due to crystal-lattice compression that changes the
bond lengths (CoT P-O), the bond angle (CoT P-O-O-CoT P),
etc. [40]. The magnetic ordering temperature may depend on
the crystal orientation at the low magnetic field as observed in
the CrI3 system [6]. To check whether the TLRO increment [see
main panel of Fig. 4(a)] is associated with both the hydrostatic
pressure and the single-crystal orientation or the individual ef-
fect of external pressure, the orientation dependence of M (T )
is carried out after being cooled in the 5-kOe field at ambient
pressure. The field-cooled protocol at 5 kOe is followed in this
measurement to completely stabilize the ferrimagnetic state at
low temperature [28]. The inset shows variation of dM/dT
in a small temperature window across TLRO. It indicates that
dM/dT data are found to be independent for the given orien-
tations due to a very small magnetization value and its small
change with orientation in this narrow temperature range. At
the same time, TLRO remains the same in all orientations as
shown by the arrow in the inset of Fig. 4(a). It confirms that
the enhancement of TLRO as illustrated in the main panel of
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FIG. 5. Panels (a) and (b) illustrate the variation of magnetization as function of magnetic field for parallel (M‖) and perpendicular (M⊥)
orientation of CCO and CCFO single crystals, respectively. For parallel and perpendicular alignments, the angle between the c axis of the
crystals and the applied field are 0◦ and 90◦, respectively, whereas panel (c) and its inset show the plot of the magnetic field vs the ratio of
M⊥/M‖ in the high field range and the schematic diagram of the relative orientation of the magnetization (M‖), the applied field (H ), and the c
axis of the crystal.

Fig. 4(a) is only the manifestation of applied pressures. So,
unlike pressure studies in polycrystalline CCO, the effect of
a single crystal’s orientation can be avoided while applying
the pressure in a single crystal by fixing its orientation us-
ing the protocol as discussed earlier in this paper [37–39].
Strengthening of interchain coupling is again supported by
the pressure dependence of the critical field associated with
the 3D FIM to 3D FM transition (Hc1 ), which is a measure
of the antiferromagnetic coupling strength of the surrounding
chains. This Hc1 is estimated from the plot of the first-order
field derivative of field-dependent magnetization vs projection
of the applied field along the crystallographic c axis and its
pressure dependence is shown in Fig. 4(b) [23]. Similar to
TLRO, it linearly increases with hydrostatic pressures. More-
over, it is also found that dHc1/dP ∼ 0.85 kOe/GPa, which is
completely different as compared to the reported value in the
polycrystalline CCO system due to the absence of the single-
crystal orientation effect [37–39]. This is further supported by
the large orientation dependence of Hc1 as compared to the
pressure dependence of Hc1 (the data are not included here
to avoid confusion). Thus, the modulation in the exchange
interaction of the surrounding chains at high pressure arises
due to an increase in the crystal-field effect and a decrease in
the SOC at high pressure. So, it is obvious that the SOC and
trigonal crystal-field effects lead to a huge orbital contribution
to the magnetization and the strong MCA in the CCO spin
system.

B. Iron-substitution-based studies

1. Classical-model-based calculation of anisotropy constants

Apart from the above qualitative understanding of the
MCA in the CCO spin system, a detailed analysis of field-
dependent dc magnetization has been performed in CCO
and CCFO SCs at ambient pressure to quantitatively ex-
plore the MCA. It is expected here that this iron substitution
tunes the SOC that finally changes the nature of the MCA
due to the quenching of orbitals in S = 5/2 iron [41,42].
Figures 5(a) and 5(b) respectively illustrate the variation of

magnetization as a function of the applied field for both
parallel and perpendicular orientations of CCO SC at 2 K
and CCFO SC at 3 K. In the case of parallel alignment,
the magnetization is saturated in both single crystals above
80 kOe. However, the saturation moment is observed to be
around 5.3 μB in CCFO SC, which is larger than that of the
saturation magnetization of the CCO system (∼5.0 μB). It
might be due to the high-spin (S = 5/2) state of iron in CCFO,
which leads to complete quenching of the orbital moment
due to the exactly half-filled d orbital. It is also supported
by earlier Mössbauer spectroscopy and magnetization stud-
ies in a polycrystalline CCFO compound, which confirms
that iron is found to be in high spin and quenched orbital
states at both octahedra and prismatic sites [28,43,44]. Hence,
iron substitution in the CCO spin system leads to a decrease
in the influence of SOC. On the other hand, the observed
magnetization value for the perpendicular orientation of both
crystals suggests that these systems are far away from the
saturation, which is due to the domination of the MCA in
these systems. However, the highest magnetization at 160
kOe is increased in the iron-substituted system with respect
to the parent compound. It might indicate lessening of the
MCA due to the reduced SOC effect in CCFO as compared
to that in the CCO spin system. Further, the field-dependent
magnetization curves are analyzed using a classical approach
to calculate the anisotropy constants and fields in these two
systems. It has been applied to pure hexagonal cobalt and
other transition metals and many other systems to estimate
the anisotropy constants [45,46]. The following procedure is
employed here to calculate the important parameters related
to the MCA, which is mostly applicable in the high-field
range in these systems. The uniaxial anisotropy energy of
a crystal can be written as Ea = K0 + K1 sin2 θ + K2 sin4 θ ,
where θ is the angle between the crystallographic c axis and
the magnetization parallel to the c axis (M‖) as shown in
the inset of Fig. 5(c) and K0, K1, and K2 are the anisotropy
constants [45]. The Zeeman energy of the magnetic field
is Ez = −HM‖Cos(90◦ − θ ). Thus, the total energy of this
crystal, E = Ea + Ez, will be minimized for dE/dθ = 0,
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TABLE I. The anisotropy constants and fields estimated using
the classical model and density functional theory.

Model Sample K1 (meV) K2 (meV) Ha (T)

Classical Ca3Co2O6 32.9 0 227.7
Classical Ca3Co1.8Fe0.2O6 4.06 13.04 196.4
DFT Ca3Co2O6 35.27 1.07
DFT Ca3Co1.84Fe0.16O6 2.49 6.08

which gives

2K1 sin θ cos θ + 4K2 sin3 θ cos θ = HM‖ cos(θ ). (1)

Moreover, the component of magnetization for perpendicular
orientation along the field direction will be

M⊥ = M‖ cos(90◦ − θ ). (2)

Eliminating θ from Eqs. (1) and (2), it can be obtained that

H = 2K1

M‖

(
M⊥
M‖

)
+ 4K2

M‖

(
M⊥
M‖

)3

. (3)

Equation (3) is used to obtain the anisotropy constants in CCO
and CCFO systems. The applied field is plotted in Fig. 5(c)
vs the magnetization ratio of perpendicular (M⊥) and paral-
lel (M‖) directions in the range of 100–160 kOe. A straight
line behavior is observed in the CCO system which gives
rise to K1 = 32.9 and K2 = 0 meV, respectively, as shown in
Table I. This is consistent with an earlier reported value of
the anisotropy-related parameter from temperature-dependent
susceptibility [10]. It clearly suggests the uniaxial nature of
the MCA in this spin system. However, a nonlinear fitted
curve appears in the case of fitting with Eq. (3) for the same
field range in the CCFO system. It implies that both K1 and
K2 are found to be nonzero in this system and the obtained
values of K1 and K2 are 4.06 and 13.04 meV (see Table I),
respectively.

The anisotropy constant K1 is significantly reduced and
K2 �= 0 in CCFO as compared to the CCO system. Therefore,
a considerable deviation of the MCA from the uniaxial nature
has been found after iron substitution due to lessening of
effective SOC. This would discriminate the ideal Ising-like
magnetism of the CCO system with respect to the CCFO
compound. The weakening of the MCA is also supported by
the calculated anisotropy field, Ha = (2K1 + 4K2)/M‖, using

the values of K1 and K2 which are listed in Table I for CCO and
CCFO single crystals. Hence, the Ising-like nature of the CCO
system arises due to SOC and trigonal crystal-field effects.

2. Estimation of anisotropy constants
using density functional theory

To gain further insights into the Ising nature of magnetism,
the anisotropy constants K1 and K2 are estimated using den-
sity functional theory (DFT) calculations in Ca3Co2O6 and
Ca3Co2−xFexO6 (x = 0.16). The latter designed doped con-
figuration is close to the experimental chemical concentration
(x = 0.2) and is sufficient enough for understanding the ef-
fective change in anisotropy constants as obtained classically.
Furthermore, the configuration with Fe at the TP site is found
to be lower in energy by 7.52 meV/Co as compared to the
configuration wherein the Fe is substituted at the OCT site,
consistent with the earlier experimental observations [28]. The
DFT calculations are performed with the projector augmented
wave (PAW) [47,48] method as implemented in the Vienna
ab initio simulation package (VASP) [49]. The generalized
gradient approximation (GGA) was chosen for the exchange-
correlation functional. The effect of strong correlation was
incorporated via the effective interaction parameter Ueff =
U − J through the rotationally invariant approach of Dudarev
et al. [50]. In the present study Ueff is set to be 5 eV based on
the earlier theoretical works on CCO [21]. The Brillouin zone
integrations were carried out using 8×8×8 and 10×10×10
k-meshes to achieve the self-consistency and to obtain the
densities of states (DOS), respectively. The calculations on
CCO were performed on the experimentally obtained crystal
structure, whereas for CCFO the calculations were performed
on the relaxed structure. The atomic positions and volume
were relaxed while keeping the space group symmetry intact.
The kinetic energy cutoff for the plane-wave basis set was
chosen to be 400 eV. The PAW basis functions include 3d and
4s orbitals for Co and Fe atoms and 2s and 2p orbitals for O
atoms, respectively.

The primary understanding towards the experimentally ob-
served Ising magnetism in CCO with spin degrees of freedom
fixed along the ẑ direction can be obtained by employing
second-order perturbative analysis of the SOC Hamiltonian
HSOC = λL̂ · Ŝ. Defining orbital (L̂) and spin (Ŝ) angular mo-
menta in two independent coordinate systems (x, y, z) and
(x′, y′, z′), the SOC Hamiltonian can be further decoupled
as HSOC = Hsc

SOC + Hsnc
SOC, where the expressions for the spin-

conserving (Hsc
SOC) and spin-nonconserving (Hsnc

SOC) terms are
given by [51–53]

Hsc
SO = λSz′

(
Lz cos θ + 1

2 L+e−ιφ sin θ + 1
2 L−eιφ sin θ

) = λSz′ (Lz cos θ + Lx sin θ cos φ + Ly sin θ sin φ) (4)

and

Hsnc
SO = λ

2
S′

+(−Lz sin θ − L+e−ιφ sin2 θ/2 + L−eιφ cos2 θ/2) + λ

2
S′

−(−Lz sin θ + L+e−ιφ cos2 θ/2 − L−eιφ sin2 θ/2)

= λ

2
(S′

+ + S′
−)(−Lz sin θ + Lx cos θ cos φ + Ly cos θ sin φ). (5)
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FIG. 6. [(a) and (b)] The spin and orbital resolved density of states calculated within GGA+U for Co and Fe atoms at the trigonal prismatic
site in CCO and CCFO, respectively. The inset of panel (b) depicts the DOS for dopant Fe. Panel (c) shows the variation in the MCA as a
function of the polar angle θ for CCO (blue solid circles) and CCFO (red solid circles) and fitted with a function K1 sin2 θ + K2 sin4 θ (the
black solid line). The calculations were performed by rotating the spin quantization axis within GGA+U+SOC for Ueff = 5 eV.

Here, θ and φ are the polar and azimuthal angles, which
determine the spin orientation with respect to the (x, y, z) co-
ordinate system. Using perturbation theory, the second-order
correction in energy due to HSOC is given by

�ESOC = −λ2
∑

oσ ,uσ ′

| 〈oσ | HSOC |uσ ′ 〉 |2
εoσ − εuσ ′

, (6)

where λ is the SOC strength and uσ (oσ ′
) denotes the un-

occupied (occupied) states in spin (σ, σ ′ =↑,↓) channels.
The energy difference, εuσ − εoσ ′ , in the denominator repre-
sents the separation between the band centers of unperturbed
unoccupied and occupied states. To obtain a qualitative un-
derstanding of the MCA from Eq. (6), one needs to examine
the energy difference between band centers of the occupied
and unoccupied states which are coupled in the same/opposite
spin channels and their associated negative/positive contri-
bution to the MCA. The energy difference εuσ − εoσ ′ and
the related spin coupling are obtained from the spin and
orbital resolved DOS shown in Fig. 6(a) within GGA + U .
For CCO, the d manifold is completely occupied in the ma-
jority spin-up channel, whereas it is partially occupied in
the minority spin-down channel (z2 ↓ is occupied), leading
to d5↑1↓ (S = 2) electronic configuration and hence a Co3+

(d6) charge state consistent with the experimentally observed
charge state. Moreover, the S = 2 configuration is consistent
with the crystal-field splitting of d states in a trigonal pris-
matic environment. Due to such crystal-field splitting of d
states, Eqs. (4) and (5) suggest that the dominant contribution
to the MCA will come from the spin-nonconserving term of
HSO due to coupling between occupied and unoccupied states
in the opposite spin channel, whereas the minor contribution
will come from the spin-conserving term due to coupling
between states in the same spin channel (the z2 is the only
occupied state in the spin-down channel). Using Eq. (6) and
nonvanishing matrix elements of the angular momentum op-
erators: 〈xz| L̂z |yz〉 = 1, 〈x2 − y2| L̂z |xy〉 = 2, 〈z2| L̂x |yz〉 =√

3, 〈xy| L̂x |xz〉 = 1, and 〈x2 − y2| L̂x |yz〉 = 1, the MCA is

estimated to be

MCA(�E100 − �E001)

∼ λ2

[
1

εx2−y2↑−xy↓
+ 1

4εyz↑−xz↓
− 1

4εxy↑−xz↓

− 1

4εyz↑−x2−y2↓
+ 3

8εz2↑−yz↓

]
> 0, (7)

implying that the easy axis lies along the [001] direction in
agreement with the experimental and theoretical studies.

To further quantitatively understand the Ising magnetism
and its deviation with Fe doping in CCO, we have esti-
mated the anisotropic constants K1 and K2. These constants
are obtained by fitting the energy differences [E (θ ) − E (0)],
obtained from the DFT calculations by rotating the spin quan-
tization axis from the [001] direction to the [100] direction
(φ = 0) [the blue and red solid circles in Fig. 6(c)], with the
parametric equation of the form K1 sin2 θ + K2 sin4 θ (solid
black line). The results are depicted in Fig. 6(c). The K1

and K2 values are found to be 35.27 and 1.07 meV and
2.49 and 6.08 meV for CCO and CCFO, respectively. The
anisotropy constants for CCO and the huge reduction in K1

with Fe doping are in very good agreement with the classically
obtained values (see Table I for comparison). However, the
absolute values of K1 and K2 are varied due to consideration of
different iron concentrations in DFT calculations as compared
to experiments. We attribute large K1 values in CCO to the
giant orbital moment (≈1.8 μB) estimated from the DFT +
U + SOC calculation, indicating a pronounced effect of SOC
in CCO. However, for CCFO, the orbital moment of Fe gets
quenched completely (≈0.01 μB), which leads to weakening
of the MCA and K1 substantially. To investigate the underly-
ing cause behind the MCA reduction, we have analyzed the
spin and orbital resolved DOS of CCFO [see Fig. 6(b)]. The
Fe-d manifold is completely occupied in the spin-up channel
and is completely empty in the spin-down channel, suggesting
that the Fe-d manifold is half-filled. Therefore, as expected,
the high-spin (S = 5/2) d5 configuration in a trigonal pris-
matic crystal-field environment leads to complete quenching
of the orbital moment leading to weakening of the MCA.
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Hence, the Ising magnetism in CCO and its deviation with Fe
doping is in accordance with the experimental observations in
this work.

IV. CONCLUSIONS

The Ising-like magnetic nature of Ca3Co2O6 spin system
is unraveled in this study by tuning the interplay of spin-
orbit coupling and crystal-field effects. It is evident that the
dominance of spin-orbit coupling and trigonal crystal field
is responsible for this Ising-like magnetism. It is proved
by considerable weakening of spin-orbit coupling which is
respectively achieved by application of high pressure and

Iron substitution. The orbital moment and magnetocrystalline
anisotropy are significantly decreased with lessening of this
spin-orbit coupling resulting in the deviation from Ising mag-
netism, which is also substantiated from the density functional
theory estimation of anisotropy constants.
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